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Local and approximate classification of spacetimes in the transverse frames
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We revisit the definition of transverse frames and tetrad choices with regard to its application to
numerically generated spacetimes, in particular those from the merger of binary black holes. We introduce
the concept of local and approximate algebraic Petrov types in the strong-field regime. We define an index
D= \/12/1(¥, — V3/¥,) able to discriminate between Petrov types I and D and define regions of
spacetime of those approximate types when used in conjunction with the speciality invariant § = 27J%/13.
We provide an explicit example applying this method to Brill-Lindquist initial data corresponding to two
nonspinning black holes from rest at a given initial separation. We find a doughnutlike region that is
approximately of Petrov type II surrounded by an approximately Petrov type D region. We complete the
study by proposing a totally symmetric tetrad fixing of the transverse frame that can be simply implemented
in numerically generated spacetimes through the computation of spin coefficients ratios. We provide an
application by explicitly deriving the Kerr-perturbative equations in this tetrad.
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I. INTRODUCTION

With the new generation of gravitational wave detectors
on the horizon, such as the space-based detector LISA and
the constant advancements to the LIGO and VIRGO
detectors, it is of interest to develop more accurate, less
computationally expensive methods of extracting gravita-
tional wave signals from binary compact object mergers.
Asymptotically, the spacetime can be rotated into a frame
that pushes direct physical information into the Weyl scalar,
Y,, that we use to calculate outgoing gravitational radia-
tion. This, in turn, allows the computation of gravitational
wave strain #,

W, = —ht 4 il = h, (1)

which implies

t 4
h=- / / ¥, di"dr’ (2)

and is directly related to the measures of the gravitational
wave detectors.

Teukolsky [1], in 1972, presented separable equations
for the radiative parts of electromagnetic and gravitational
perturbations on a Kerr background in Boyer-Lindquist
coordinates, derived from a formalism introduced by
Newman and Penrose in 1962 [2]. This Newman-
Penrose formalism uses the Weyl tensor C,g,5, which is
the trace-free component of the Riemann curvature tensor
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R,p,5, to develop a formalism that reexpresses the ten
independent components of the Weyl tensor in terms of five
complex scalars ¥y, ..., ¥,, the Newman-Penrose (Weyl)
scalars. In a matter-free spacetime, asymptotically ¥, ¥,,
and W, represent ingoing radiation, the Coulomb field, and
outgoing radiation, respectively. Mathematically, they are
formed by contraction of the Weyl tensor with an arbitrary
(complex) null tetrad (1%, n* m® m®). The tetrad itself is
formed from combinations of also arbitrary, but orthonor-
mal basis vectors. The Weyl tensor and associated tetrad
vectors are contracted in the following way:

Y, = Caﬂygl“mﬂlym5,
Y, = Caﬂy5l"nﬂl}’m5,

Y, = Caﬂﬁl"mﬁﬁﬂn‘s,
¥Y; = Caﬁyélanﬁnﬁyn‘s,

‘P4 == Caﬁyél’laﬁ”lﬂl’l}lﬁ”l(s. (3)

The constraints on the tetrad are that it must satisfy the
relationships [“n, = —1 and m®m, = 1 and have all other
inner products vanishing.

Teukolsky uses this formalism to specify a null tetrad,
which differs from the background Kinnersley tetrad [3]
(in which the only nonvanishing Weyl scalar is ¥,), by
leading-order perturbations. The Kinnersley tetrad has {/*}
and {n”} vectors along the two principal null directions [4].

At late times in a binary black hole (BBH) merger,
Teukolsky’s perturbed Kinnersley tetrad is expected to have
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¥, = ¥; = 0, which is the condition that characterizes a
transverse frame. The Teukolsky formalism requires clas-
sification of a tetrad into a specific transverse frame. There
are three possible transverse frames in any generic space-
time, and choosing among them is nontrivial.

A “quasi-’Kinnersley” (QK) frame is transverse, which
means the Weyl scalars ¥; = W5 = 0, and since they are
nonphysical in a matter-free spacetime, this means that
more physical information is encoded in the gravitational
wave scalar W, the ingoing radiation scalar ¥, and the
Coulomb field ¥,.

The QK frame has since been explored in greater detail in a
series of articles by Beetle, Bruni, Burko, and Nerozzi
(Refs. [5-8]). The first paper extends the analytic work done
in Ref. [9] to the numerical regime, by outlining the limits of
the QK frame and establishing methodologies for incorpo-
rating it into full numerical relativistic simulations. Beetle
et al. [5] propose the construction of a set of transverse null
tetrads that are equivalent under spin-boost and exchange
transformations. However, only one frame will be QK, and
explicit rules for its identification are presented in the paper.
We will use their definitions extensively in the coming
sections.

The first paper defines the framework for Ref. [6],
which performs analytic rotations of the five Weyl scalars
Y, ..., ¥, using type I and type II rotations and solves for
two constant, complex parameters a and b necessary to
rotate into a QK frame (the overbar signifies the complex
conjugate of a). The type I and type Il rotations of the Weyl
scalars in the original frame lead to two equations for ¥/
and W%, which can be solved for @ and b [see Egs. (13) and
(14) below]. The double apostrophe delineates a doubly
transformed scalar. The polynomial W is sixth order in a,
but Nerozzi et al. provide a method of reducing it to fourth
order. When the spacetime is perturbatively close to Kerr,
namely at late times (postmerger) or at distances far
from the binary (r — o0), the QK frame approximates
the background Kinnersley frame. The correct transverse
frame is chosen by identifying the eigenvalues of the Weyl
tensor [i.e., of Eq. (7) below] that approach 2¥, in a
transverse frame [6]. The authors go on to discuss how to
differentiate between the QK frame and other transverse
frames, they introduce a new curvature scalar & = Wy'¥,,
and they finally provide analytic rotations into the QK
frame of the Weyl scalars in algebraically special space-
times. Using the Newman-Penrose formalism, the authors
provide a fully analytic prescription for constructing
the three transverse frames and identifying the one that
is QK.

Finally, Ref. [7] goes further in depth on the Beetle-
Burko radiation scalar, &, the curvature invariant for general
relativistic spacetimes. The scalar measures the total
amount of radiation—ingoing, outgoing, and spurious, in
a spacetime. The paper applies it to a number of initial data-
sets describing single black hole spacetimes. The analysis is

done entirely in the QK frame, identified by demanding
continuity in ¥, and £ - 0 as r - .

The transverse frame is used in a number of different
analytical applications. For instance, it was used in the
Lazarus project [9,10]. This work constructs Cauchy data
for the Teukolsky evolution [10], and then Ref. [9] rotates
the resultant scalars into the QK frame, which allows for the
extraction of information about the background Kerr
solution and, in turn, the gravitational radiation. We are
also interested in using the associated non-QK, but still
transverse, frames to analyze and classify the spacetime
very close to the black holes.

In 2001, the Lazarus project [10] showed that late-time
evolutions of a BBH spacetime can be seen as a perturbed
Kerr spacetime and used this to extract information
about gravitational radiation. In 2006, the second iteration
of this project [9] sought to improve late-time gravita-
tional wave extraction further by rotation of a space-
time into a QK frame and then explored the late-time
behavior of a merged BBH system, which should differ
only perturbatively from Kerr. A recent paper [11] dis-
plays the use of the full set of Weyl scalars to extract
accurate gravitational waves asymptotically in numeri-
cally generated spacetimes.

In this paper, we apply the techniques of Ref. [6] to
analytic initial data of black hole pairs in order to rotate a
particular spacetime into a transverse frame that is QK far
from the binary, and generically transverse close to them.
We specifically study the strong-field regime of these
spacetimes and classify interesting regions into different
Petrov types. We also present a new index D that, when
used in conjunction with the Baker-Campanelli [12]
speciality invariant,

_21)?

S e

: (4)

will allow us to differentiate between Petrov types D and II
in the strong-field regime where there is no a priori
knowledge of the spacetime’s classification.

In Sec. II, first, we briefly review and discuss the analytic
method presented by Ref. [6] for rotation into the QK
frame. Then, in Sec. III, we show that the QK frame can
be used to classify the spacetime close to the black holes
and then discuss where this definition breaks down. As a
consequence, we construct the D index and use it, in
conjunction with the § invariant and a transverse frame
(other than the QK frame), to successfully classify the
strong-field region of a set of BBHs that uses Brill-
Lindquist initial data. In Sec. IV, we proceed to completely
fix the tetrad from a transverse frame in a fashion that is
simple to implement in fully numerically generated space-
times, products of the dynamical evolution of BBHs and its
final merger. Finally, in Sec. V, we summarize our analysis
and discuss some applications.
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II. TRANSVERSE FRAMES DETERMINATION

We start by reviewing some of the key elements needed
to our discussion of the (local) classification of spacetimes
and to fix notation and will correct and discuss some typos/
issues found in the literature.

A. Analytic null rotation into
the quasi-Kinnersley frame

To rotate into the QK frame, begin with any arbitrary
frame F characterized by a set of arbitrary null tetrad
vectors (1%, n%, m®, m*). From the tetrad vectors, the Weyl
scalars in F can be built up via Eq. (3). Then, one can write
the eigenvalue (1) equation associated with the Weyl tensor
(as in Ref. [4])

1
5 Caﬂﬂ,/X”” - lXUCﬂ’ (5)
where C4,, is the Weyl tensor and X is an associated

eigenbivector. This can be reduced to

Qabrb :/17'“. (6)
The complex, symmetric matrix Q,, takes the form

i(¥4—%)

P, — Tt 3 RS
Ou = | Mt g,y Bot¥ g gy | (7)
Y- (YY) 2%,

In vector notation, this is
Or = Jr. (8)
The eigenvalues A of Q are found by setting
det|Q —Al3] =0 9)

and solving for A. Here, /5 denotes the 3 x 3 identity matrix.
For a general four-dimensional spacetime, Q € C¥%,
which means that there are three complex eigenvalues
A1, 4o, and A5. The characteristic polynomial to solve is

B—11+2] =0, (10)

where [ and J are spacetime invariants, which can be
written in terms of the Weyl scalars as

and
v, W, W,
J = det ng, lPZ lP] . (12)
v, W, W,

All three eigenvalues of Q,;, are associated with their own
individual transverse frame, in which the Weyl scalars
adhere to ¥, = W5 = 0. There will be one eigenvalue
(A4p = Agk) considered to be principal and specifically
associated with the QK frame. Due to the complex nature
of the roots of Eq. (10), choosing the principal eigenvalue
is nuanced and nontrivial—continuity must be forced in
the strong-field region [5]. A discussion on methods of
choosing Ap will proceed in Sec. II B. Once the principal
eigenvalue is chosen at every point in the three-dimensional
(3D) space, it is used to construct the rotation parameter a.
This is used to transform the Weyl scalars by a type I
rotation:

¥, — W,

¥ - ¥, + a¥,,

Y, — ¥, +2a¥, + a®¥,,

Y, - W5 + 3aV¥, + 3a*¥, + a*¥y,

V), - W, +4a¥; + 6a*Y, + 4a°¥, + a*¥,.  (13)

Then, rotation parameter b is constructed from &, and a type
II rotation is performed via

Y, — ¥, + 4DV, + 667, + 4035 + b*Y,,

¥ - ¥, +3bY, + 3b°Y; + bV,

Y, > W, +2b¥; + b*Y,,

Y, - ¥; + bY,,

¥, - W, (14)

B. Finding the principal eigenvalue

Each eigenvalue of Q,, in Eq. (7) corresponds to a
reference frame from which the Weyl scalars ¥, can be
computed. One can freely rotate among frames using
constants a and b, and all such frames constructed using
the eigenvalues A are transverse. One specific frame, the
QK frame, is associated with an eigenvalue 1p of O, that
we will consider to be principal. The identification of the
principal eigenvalue is trivial in this asymptotic region—it
needs only to be twice the magnitude of each of the other
two eigenvalues (see Ref. [6]). One would like this prin-
cipal eigenvalue to be at least C' over the whole spacetime,
but the invariants used to construct the eigenvalues are
complex, and the eigenvalues themselves contain complex
cube roots. These roots introduce branch cuts in the
eigenvalues unless the principal is forced to be continuous
at each point in space in both, the real and imaginary parts.
This condition requires that A, move out of the QK frame
and into an alternate transverse frame as r — 0.

Notice that, since Eq. (10) is only a cubic equation, there
exists a fully analytic solution for the three eigenvalues of

Qab [6]3
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1

h=—(P+). 15
== (P435) (15)
=P+l (16)

2 — - 73P ’
PR e T (17)

3 = e € 3p)

where

I 1/3

P=|J+ 12—<§> : (18)

We are now left with the task of choosing which eigen-
value, 1p, is QK at every point. This will correspond with 4,
asymptotically, but it is not necessarily true that A» = 1, in
the strong-field region. We have already discussed how,
asymptotically, 1p should be twice the magnitude of either
of the other eigenvalues [5,6]. Explicitly, it can be said that
as r — oo, Ap = max; |4;|. However, in the strong-field
region, we will show that this definition breaks down.

C. Calculation of rotation parameters ¢ and b

Since, in Sec. II B, we outlined an analytic methodology
of choosing Ap at each point in space for a particular time
slice, we are now ready to rotate the Weyl scalars into a QK
frame. This is done by performing a type I rotation and then
a type Il rotation on the scalars using rotation parameters a
and b. To do this, Ref. [6] suggests setting up two equations
for the two unknowns by rotating both ¥; and W5 into a
transverse frame as follows:

¥, + 3a¥, + 3a*¥, + a’¥,
+ b(¥Y, +4a¥; + 6a°¥, + 4a°¥, + a*¥y) = 0,

(19)
¥, + a¥, + 3b(¥, + 2a¥, + a*¥,)
+ 3b%(¥; + 3a¥, + 3a°¥, + a’\¥)
+ b3(W, 4 4a¥, + 68V, + 4a°¥, + a*¥,) = 0.
(20)

Then, b can be written as a function of a as follows,

¥, + 3a¥, + 3a°¥, + a’¥,

b=- ,
¥, + 4a¥; + 6a°Y, + 4a’¥, + a*¥,

(21)

and all that is necessary to do is to find a. Equation (19)
provides a sixth-order polynomial to be solved for a,

Ama® +Apa@ +Agat +Awa +As)a’
+Aga+Ag =0, (22)

with coefficients

A(l) = —lP3lP% - 21{}’15 + 3‘1‘2‘1’1‘{’0,

A(z) = —2‘113\1;1?0 - lP(Z)lP4 + 9?%‘1‘0 - 6‘1’2‘}‘%,

A(3) - —STI‘P“TO - 10‘{’3111% + 15‘}’3‘{’2‘}‘0,

A(S) - 5‘P3T0\P4 + IO\PI\P% - 15?1‘}‘2‘1’4,

A((,) = 2‘{’3‘1‘1‘1’4 + lPE\PO - 9‘1’%‘1’4 + 6‘}‘2‘1’%,

A(7) = \Pllpi + 2‘}‘% - 3‘{’2‘}‘3‘1’4, (23)
which can only be solved using numerical methods.
Therefore, it is necessary to find which root, of the six,
is associated with the QK frame. Due to the computa-
tional complexity of solving a sixth-order polynomial,

Nerozzi et al. reduce the polynomial order of Eq. (22)
to fourth order.

1. Reduction to fourth order

The authors of Ref. [6] begin by rotating an arbitrary
tetrad so that n (or /) is a principal null direction and ¥,
(¥y) vanishes. We will outline their method here, as its
result will be useful to us later on. Begin by performing a
type I rotation on W, and setting it to zero:

bYY, + 405 + 6D, + 4bY, + ¥, =0. (24)

This can be reduced to a depressed quartic by making the
substitution z = W40 + V5,

24+ 6H2 +4G2+K =0, (25)
with
H=%,%, -3,
G =YY, - 39, ¥, ¥, + 2¥3,
K =W31 - 3H°, (26)

where the variables

772 - \P4/13 - 4H (27)
can be combined so that
apy = 4G. (28)

Note that unhatted variables are obtained (equivalent to
performing an n null vector rotation) by substituting ¥, <>
Yy and ¥; < ¥;.

Transforming G under a type I rotation will reproduce
the sixth-order equation for a in Eq. (22). This means that
the polynomial can be written in terms of &, /3, and 7.
Hence,
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232 772
16

js})

= G2, (29)

which increases the order of the polynomial from 6 to 12.
However, it is now written as the product of three quartic
equations. One of these equations, &2, is associated with the
principal eigenvalue Ap and the QK frame.

Under a type I rotation, & has the form

& = B()a* + B(5@® + B3a* + Bya + Bis),  (30)

with coefficients
By = 4¥y + 2%} — 2%, ..
B =4nY¥, + V¥, - ¥ s,
B3y = 64,¥, + 6¥5 — 4, ¥; — 2%, ¥,
By = 4LY¥; + ¥, ¥ - ¥y,
B(s) = 292 + Wy (4 — 2%,). (31)

Instead of using this quartic directly, the authors go on to
use a reduced variable,

= \Poa + \Plv (32)
to obtain a quartic,
Q(1)24 + Q(2)23 + Q(3)22 +Quwz+ Qs =0, (33)

whose coefficients are

On =1
—4G
Qo) = WY, - 2H’
_ 6Wol H + 6H® — 2K
® = WY -2H
4G(H + ¥oly)
O =—Fw o
LY, - 2H
—2KH +2G* + Y., K
= , 34
Q) W, —2H (34)
where
G — \P%\P:; - 3‘1’0‘1’1‘1‘2 + 2‘1’?,
H ="¥¥, - ¥},
K =VY2I - 3H2, (35)

which successfully reduces the sixth-order equation to
fourth order. In Ref. [6], it is shown that the polynomial
square root of this quartic equation can be found, reducing
the order of the polynomial Eq. (30) to quadratic.

From here, our methodologies will diverge from those in
Ref. [6], since we will deal with the quartic equation (30)

that must first be solved and the correct root must then be
appropriately chosen. Solving the depressed quartic equa-
tion (25) can be done analytically or numerically. In the
following sections, the solution is found via Mathematica’s
built in SOLVE function. While testing, we also employed an
analytic method to reduce the quartic to a cubic equation,
solved for the roots of the new cubic, and used them to
construct the roots of the quartic. This is a standard analytic
technique to find quartic equation solutions. Once the roots
of the quartic are found, they are used in conjunction with
Egs. (13) and (14) to rotate the Weyl scalars into the
QK frame.

In the following sections, we will employ both the QK
frame, as well as the other transverse frames corresponding
to the roots of /3 and 2 or, equivalently and more simply,
the eigenvalues not associated with the QK frame, in order
to classify the strong-field region of an analytic spacetime.

I11. BINARY BLACK HOLE MERGER
(APPROXIMATE) LOCAL SPACETIME
CLASSIFICATION

The goal of this project is twofold. First, we would like to
be able to use the QK frame to more accurately extract
gravitational waves from a BBH system. Second, we would
like to be able to locally classify an arbitrary black hole
spacetime into its approximate Petrov type. The speciality
invariant S that we studied in the earlier part of this paper
was introduced as a way to measure distortions from a Kerr
(Petrov type D) spacetime [12]. However, this invariant
does not differentiate between Petrov types D and II. For
r — oo, it is known that typical gravitational wave space-
times are Petrov type D, but in the strong-field region, we
have seen that there are regions of algebraic speciality.
Here, we introduce an index D, which, if used in con-
junction with S, can differentiate between a Petrov type II
spacetime and a Petrov type D spacetime at points of
algebraic speciality,

12 2

To derive D, return to Eq. (35). The Petrov types can be
characterized in terms of these scalars as shown in Table I.
They correspond to the flow diagram for determining the
Petrov type in Fig. 9 of Ref. [13]. The D index can be
derived from the condition in the second row of Table I,
under the transformation, ¥y, <> ¥, and ¥, <> ¥s;

K —9H? =0,
- W - 12H? =0,
12H? 12 P2\ 2
1- =1-—=(¥,--2) =0,
B 1( 2 %)
- 1-D>=0. (37)
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TABLE I. Special Petrov types in terms of G, H, and K.
Petrov type Characteristics

11 G#0,K—9H*>#0

D G=0,K-9H*>=0,K#0
1L, N, O J=0,1=0

N G=0,H=0

o G=0,K=0,H=0

il

This means that when D — +1 in an arbitrary frame that is
not QK, the spacetime heads to either Petrov type D, and
this index will allow us to differentiate between Petrov
types I and D for a region of algebraic speciality.

In a QK frame, Dog = +2 in a Petrov type D spacetime.
This can be proven as follows,

12 lP//Z
(%)

| 12
= Py = £2,
3y

whereas for an arbitrary transverse frame that is not QK,
D = +1 if a spacetime is Petrov type D. That this is in
general the case can also be seen from the relation D? =
4(1 — ¢&/I) in any transverse frame. In a QK frame, we have
& — 0, while in a non-QK frame, £ — 37//4 in Petrov type
D spacetimes.

For a spacetime in which ¥, = 0, the equivalent version
of the D index, with ¥, # 0, can be obtained under the
transformations ¥; <> ¥5 and ¥, <> ¥,. A symmetrized
version can also be obtained by adding the (averaged)

DQK —

(38)

corresponding H, G, and K with ¥, - ¥, and ¥; — ¥4
terms. Other expressions can also be obtained by including
multiples of G since it is vanishing for a Petrov type D
spacetime. Those expressions will be equivalent once we
choose a transverse frame. Note that, while D is invariant
for Petrov type D spacetimes, for generic spacetimes, it is
only invariant under type II and type III (boost) tetrad
rotations; hence, it is frame dependent. That is why we will
chose first a transverse frame to analyze the (approximate)
classification of the spacetime.

A. Analysis for Brill-Lindquist initial data

In order to (i) verify that we are able to successfully
rotate a spacetime into a QK frame and then (ii) classify the
strong-field region into different Petrov types, we have
constructed a series of initial data tests on analytic systems
of BBH pairs. The first tests we performed of this rotation
use analytic Brill-Lindquist initial data on an equal-mass
binary system with total mass m = m; + m,. The black
holes are located at z/m = £2.5, ..., 7.5 and start from

rest, and so have separations d/m =5, ..., 15 in increments
of 1. The system we will look at in depth has d/m = 10
and z/m = +£5.

We also studied a system with mass ratio ¢ = m;/
my, = 1/3. In this system, the large black hole is located at
z/m = 1.75, and the small black hole is at z/m = —5.25
with masses m,/m = 0.75 and m;/m = 0.25, respectively.
We will begin by showing in-depth results of the equal-
mass binary and then will move on to the unequal-mass
case. For this study, we will use the non-QK frame for
classification. The lapse and shift we use are N(r,6)
and ' = 0.

The explicit values of the Weyl scalars in spherical polar coordinates are

1
¥y = W {=w*N.3+Nw[-2N gy, +y(—cotON .4 +N g )] + N?[3y.3 +y(cot Op.g —y g0 )]}

1
Y=
LT V2R NS
—2N2Bry. gy, +w(W.0—rw.,0)]}.

Y, =———
2 6r2N2w6

+rNy[=6rN,, yr,, A (=2N,, +rN,,. )| + N*[y? + 672y 2 +2ry (w,, =1y, )]},

1
Yy=——
’ 4/ 2r%y

+2N? [3rl//,9 v,, —H//(lll,a —TY,r0 )]},

1
¥, = 172y {=w NG +Nw[=2N g .o+ (=cotON 3 +N g9 )] + N*[3yr.5 +(cot Oy .00 )]}

(39)

{_N//ZN?B N’r +NW[2"(W’0 N’r +2Na0 Ysr ) =+ W(ZNvH _rN7r9 )]

{=2y>N G +4NYN g .9 +N? =35+ (cotOp .o +yg9 ) +y? (=1 + N3 )]

6 {rllij’F) er +Nl//[_2r(l//’9 er +2N’9 Y, ) + W(_2N76’ +VN,,.9 )]
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with conformal factor y. They are constructed using the
analytic tetrad in Brill-Lindquist coordinates [14]

1 i
h=—-20,0,1,— 44
" V2ry? { sm@} (44)

and then rotated into a transverse frame using the process in
Secs. II A-II C. In what follows, for the sake of simplicity,
as in Ref. [14], we will chose —N? = —(1 = 2m/r).

1. Equal-mass d/m=10 case

Figure 1 shows all three choices for the eigenvalues,
A1, 4p, and 43, as well as highlights the principal eigenvalue
Ap (in red) that is associated with the QK frame. These
correspond to analytic initial data for a Brill-Lindquist
binary with separation d/m =10 and equal masses
versus r and are shown on the symmetry plane 6 = z/2.
Notice first that at r/m = 5 (which we will henceforth refer
to as r = rgiyg) Ap changes branches from 4, to 3. This is
done because we can, in fact, demand continuity from our
principal eigenvalue [5]. The eigenvalue branch that is QK
only needs to be switched when r = rgy,,, not necessarily
whenever § = 1, which is true not only at r = rg;,e, but
also asymptotically and between the black holes.

Notice that one could choose 4, to be principal every-
where since it is continuous, use this to do the rotation,
and transform the Weyl scalars into a transverse frame.
Since this eigenvalue does not satisfy Ap = max; ||
as r — oo, the frame that uses A, as the principal is
transverse but is not QK and therefore asymptotically
may not lead to tetrad vectors that are near Kinnersley.
It will, however, be of interest to us later on to use an
alternative transverse frame to classify the spacetime into
different Petrov types.

Re[Lambda]

)
oz} %
N . Lambda 1
ooorf % Lambda 2
"'-“ . . Lambda 3
NG ' "+ Lambda Princ
—0.001L
FIG. 1. Eigenvalues for a BBH system with Brill-Lindquist

initial data for ¢ = 1 on the symmetry plane 6 = z/2. The black
holes are at r/m =5 on the z axis, ie., z/m = +5. At
approximately r/m =5, the principal eigenvalue must be
switched from A; so that it remains smooth.

When we look just off the symmetry plane (for example,
if @ = 8x/15), the principal eigenvalue remains 1p = 4, for
the whole spacetime, which means that the surface r =
TRing 18 One dimensional in shape. Figure 2 shows this case,
with the principal branch in red. We can clearly see that all
three eigenvalues, and thus transverse frames, are continu-
ous even in the strong-field region. This means that the
points at (7ging- Oring) = (7Ring> 7/2) are the only locations
where the eigenvalues have a cusp when S = 1. They form
a one-dimensional ring of points, that later we will be
shown to be encompassed by a 3D dimensional doughnut
shape. This will be studied more in Sec. III A 3.

On the symmetry plane 0 = z/2, we have found a
principal eigenvalue Ap that is continuous throughout the
whole spacetime and can now insert it into Eq. (34) to
construct the quartic equation (30). Solving any quartic
gives at most four roots, a;, a,, as, and a4. Of these four
solutions, only two are associated with the QK frame (two
instead of one due to / <> n degeneracy).

To determine which two roots we want, we will introduce
the radiation scalar &K = ‘POQK‘PSK in the QK frame,
which is used to classify the spacetime in Ref. [6] in the
far-field region. However, no classification criteria beyond
continuity is provided for the strong-field region. Since in
the QK frame, both ‘I’4QK and ‘PSK — Owhen § — 1, it must
be true that £ — 0 as well. This will be useful when
choosing the correct root from a;.

Figure 3 shows log|&| (where we set m = 1) on the
equatorial plane for all four transverse frames associated
with roots a,;, a,, as, and a4. The values of & for roots
a; and a4 and roots a, and a; (respectively) coincide. Since
& and &5 head to 0 as r — oo and are both continuous,
the roots associated with the QK frame are a, and as.
Interestingly, at r = rgy,,, Wwhere we switch which eigen-
value branch is designated principal, £, and &, coincide
with &, and &3 (hence, the red point at r = rg;,, located at

about £ = 10""> on the green curve). This supports the
claim that at r = rgy,, only one transverse frame exists,
since all roots produce the same value of the scalar £ at this

Re[Lambda]

s
0.0021 %
« Lambda 1
“"3/‘_"_’____-@——-—— 5 20 | Lambda 2
« Lambda 3
Baatc| * Lambda Princ
-0.004f ¢
v

FIG. 2. Eigenvalues for a BBH system with Brill-Lindquist
initial data for ¢ =1 at @ = 8z/15. The black holes are at
z/m = 5. On the whole spacetime, the principal eigenvalue
remains A;.
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FIG.3. Aplotoflog || (¢ = W,¥, where we set m = 1) for ¥,

and ¥, in all four transverse frames on the plane @ = /2. The
scalars &, and &3 are QK since £ — 0 as S — 1 (equivalently,
r — o). The red point in the green curve comes from the fact that
there is only one transverse frame at that point, so all four values
of ¢ coincide.

point (and we will later show that this is characteristic of
Petrov type II spacetimes).

The disadvantage to this method of root classification is
that £ must be computed for all four roots at each point in
the entire spacetime (not just on the symmetry plane, as is
shown in Fig. 3). This requires both type I and type II
rotations of both ¥, and W, and at least a type I rotation of
all other Weyl scalars. For a small-scale analytic calcu-
lation, this is not a problem. For a large scale numerical
BBH simulation where this must be done at all points on a
3D grid at every time step, it could become computationally
inefficient.

Even though there are two “correct” choices for the root
associated with the QK frame, it may be true that ¥, or ¥,
does not tend to 0 as r — oo. It follows that, in order to
determine which of the two transverse frames associated
with a, and a5 is QK, one can look at the values of ¥, and
Y, individually as r — co. The QK frame is found by
choosing the root that minimizes the magnitude of both ¥,
and YW, for large r. Both a, and a3 produce ¥, that are
continuous and head to 0 as r —» co. However, there are
differences in asymptotic behavior in Wy: using a,, ¥, is
continuous and heads to 0 as r — oo, but using az, ¥,
grows exponentially as r — oco. Figure 4 shows the real
parts of W, calculated using the roots a, and as, respec-
tively. Once the correct root is chosen, we can compute the
Weyl scalars in the QK frame.

The implementation of this method is not so straightfor-
ward. In addition to the choices that need to be made
asymptotically, we are attempting to demand continuity
in the strong-field region as well. This is subject to com-
plex number arithmetic issues as well as branch changes
among other practical difficulties, especially for binaries
that are orbiting or spinning. This is why we have chosen to
begin with only analytic results for head-on collision
configurations. Future work should be done to extend
these analyses to the strong-field region of more

Log|R4¥4|

=

-0.03}° . 4 R2

Log|Ry4|

5 10 15 20
02}

« Y4 R3

FIG. 4. The value of ¥, (where we set m = 1) for the two roots
a, and a; (top and bottom), where £ — 0 as S — 1. For the root
a,, ¥, has the expected behavior, heading to 0 as r — oo, for the
root as, ¥, diverges.

complicated systems in order to use it for extraction of
gravitational waves.

2. Results: Characterization of maxima, minima,
and zeros of S and D

The goal of our work is to use D in conjunction with S to
do a point-by-point analysis of the approximate Petrov type
of a spacetime, with a specific focus on the strong-field
region and between the black holes where there is no
a priori knowledge of the spacetime’s Petrov type. For this
work, consider again the ¢ = 1, d/m = 10 Brill-Lindquist
initial data binary.

To begin, look at the invariant S on the xy- and xz-planes
(see the top and bottom panels of Fig. 5, respectively).
Recall that when S =1, the spacetime is algebraically
special. As r — oo, we expect the spacetime to be Petrov
type D and therefore algebraically special, and in fact, in
this region, S — 1 in both the top and bottom panels of
Fig. 5. The xy-plane exhibits algebraic speciality between
the black holes in addition to when r — oo. Interestingly,
but not unexpectedly given our earlier analysis, there is a
ring of algebraic speciality at r = rg;,,. This is visible in
the xz-plane (the bottom panel of Fig. 5) as well—there are
two points at x = +rg;,, Where S = 1. In fact, on the xz-
plane, S — 1 everywhere except in ellipsoidal regions
surrounding the points where r = rgjy,.

Where S — 1, it is known the spacetime is either Petrov
type II or D [12]. Close to and between the black holes,
S — 1 does not characterize the Petrov type of the points of

044047-8



LOCAL AND APPROXIMATE CLASSIFICATION OF ...

PHYS. REV. D 104, 044047 (2021)

2]

1
o
[
o
|
o
{xol
o
o
o

09
08

o
T

0.7
0.8
| 4 05
0.4
03

0.2
0.1

FIG. 5. Speciality invariant S on the xy- and xz-planes (top/
bottom) for a ¢ = 1 binary with separation d/m = 10 located on
the z axis. Other than far from the black holes and between the
black holes, the only region of algebraic speciality is located in a
ring on the x axis at r/m = 5.

the spacetime since it cannot differentiate between Petrov
types II and D where there is no a priori knowledge of the
spacetime’s behavior. To remedy this, we propose using the
D index from Eq. (36) to provide an approximate Petrov
characterization of the points in the strong-field region.
Recall Fig. 1, which shows the eigenvalues of the matrix
Q. for this system on a slice through the equatorial plane
at time r = 0. The eigenvalues 4; and A3 have cusps when
§ = 1 at r = rgyy,. This means that the only eigenvalue that
exists on this ring of algebraic speciality is 4,. This is
particularly interesting; it implies that only one transverse
frame actually exists here and this frame must not be QK
since 4, is not associated with the QK frame. In fact,
according to Appendix C of Ref. [6], a spacetime with

D1
e e
L N . D3
.‘«‘ 5 ‘v(g’r ’ 10 ’ 1l§ 1 2;] © . DOK
V4 .S
-1} '.‘;;'
b
N,
SN—

2L

FIG. 6. D index and S invariant in the QK frame for the ¢ = 1,
d/m = 10, BBH case with Brill-Lindquist initial data on a slice
through the symmetry plane 6§ = z/2. The index D associated
with the QK frame goes to -2 asymptotically, intersects with Ds,
and then switches branches to be on the branch associated

exactly one transverse frame must be Petrov type II [15],
and infinitely many transverse frames must be Petrov type
D. This means that we can use Dk for classification in the
far-field region, but at r = ryy,,, we cannot. The only viable
transverse frame, the one that is continuous over the whole
spacetime, is associated with 4,, which is consistent with
the frame being Petrov type II at r = rgj,,. We will call
the associated classification index D,. Figure 6 shows the
corresponding D index in all three transverse frames—the
QK frame as well as the other two non-QK transverse
frames and the S invariant.

At r = rring, we have D, = 2. This means that the points
of the spacetime on r = rgy,, should be Petrov type II, and
we can prove this as follows. We have already seen that
YiW, — 0, and since our frame is transverse, ¥} = 0 as
well. So, D = +2. Note that ¢ vanishes by Table I of
Ref. [6] in a Petrov type II spacetime.

The QK frame definition forces continuity through r =
TRing 1N Ap by setting 4p = A3 when r < rg;,, instead of
continuing on the branch 1p = 4,. Therefore, and between
the black holes, where r =0, D = S = 1 implies that the
spacetime heads to Petrov type D. Because this switching
between frames is done, we would need to shift how we
characterize the spacetime when we move past r = rgiyg
which can easily lead to classification errors, so it is best to
use a branch that is natively continuous throughout the
whole spacetime. In our Brill-Lindquist system, we have
already determined that is the one associated with 1,. We
can therefore look to D, which, as » — 0, heads to 1. This is
verification that the Petrov type between the black holes
approaches D.

3. Classification of the region where S=10

In Fig. 6, at approximately r/m = 3.68 and 7.28,
D =S8 =0. In a spacetime where S =J =0, it can be

shown that D = i-\/§ or 0,
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D= /%\Pg
121}1//2
IR

where J = 0 implies
wIwl =w2 or ¥, =0.
Therefore, we have
D(S:O) = :I:\/§ or 0,

where D = 0 if ¥J = 0. Recall again the plots in Fig. 5. In
both the xy- and xz-planes, there exist regions of the
spacetime where S — 0. Unlike the S — 1 ring, S — 0 at
two points on & = 7/2 (z = 0), one to the left of r = rgiy,
at r/m = 3.68 and one to the right at r/m = 7.28. In fact,
S =0 on a ring on the xz-plane itself. The top panel of
Fig. 7 shows this ring in quadrants I and IV of the xz-plane,
but the ¢-symmetry of this system means the ring rotates
around the z axis to form a hollow “doughnut” shape (the
bottom panel of Fig. 7). The S = 0 doughnut’s outer and
inner rings have radii of r/m = 7.28 and 3.68 from the
origin, respectively, along the x axis. The doughnut has z
maxima at (x/m,z/m) = (£5.90,1.25) and minima at
(x/m,z/m) = (£5.90, —1.25). This region of spacetime
surrounds the surface of algebraic speciality located at
TRing/M ~ 5.05 but is not itself algebraically special since
S =0 and is instead a general Petrov type I.

Since we have concluded that r =0 and r — oo are
Petrov type D and r = rgyy, is Petrov type II, we will argue
that on this doughnut where S =0, the spacetime is
transitioning between Petrov types II and D. To investigate
this region, we will use the D index in the transverse frame
associated with 4, because it is continuous through the
point r = rgjpe, rather than the QK frame. This ensures that
we are not switching between frames and that all interesting
points exist and reduces the likelihood of classification
error. Recall that this means that D = 1 in a Petrov type D
spacetime. We have already shown that when D = £2 the
spacetime is Petrov type II in Eq. (38).

In Fig. 6, notice that D, is not symmetric around
r = Iping- Even so, on the left- and right-hand sides at
x/m=3.68 and x/m = 7.28, respectively, D, = 1.73.
Interestingly, this means that the spacetime should be
closer to Petrov type II than D at these points because a
larger value of D, implies a smaller value of (¥}, which
leads to D, — —2.

Table II shows the r locations of important values on
6 = n/2, namely, the location of the ring and the values of
D and § at important points in different transverse frames
(QK, 2, or 3).

S=0 on xz-plane

- -
10[ -
5[ :
0.5 ;
L §
D.O 1 L 1 1 1 1 1 L 1 1 IX
2 : 4 E 8
05l >
10 .
.

FIG. 7. The ring of points on the xz-plane where S = 0 (top).
This ring rotates around the z axis, forming a hollow doughnut of
points in space where S = 0 (bottom). As resolution increases,
the points will approach a continuous ring on the xz-plane.

4. Classification off the symmetry plane

If we move off of the symmetry plane § = z/2 to a
neighboring region, say the cone ¢ = 8z/15 to be con-
sistent with Fig. 2, we can use any of the transverse
frames for classification since they are all continuous.
Figure 8 shows the corresponding values of D and S for the
transverse frames associated with the cone 6 = 8x/15.
As r —> 0 and r — oo, the two transverse, but not QK,
frames, D, and D; go to 1, whereas Dog — —2. This is
consistent with Petrov type D behavior in these regions.
At r = IRing» the values of D do not quite reach 2 (for non-
QK) and 1 (for QK), and therefore the spacetime is never
exactly Petrov type II but only Petrov type I in the region
between the points where S = 0. This is consistent with
our findings since (i) S # 1 in this region, so there is no
point of algebraic speciality and (ii) all three transverse
frames exist—that cannot be the case in a Petrov type II
spacetime.

From these studies, we can draw the conclusion
that between the points where S =0 (namely, around
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TABLE II. Summary of the values of the scalars S and D at
different r locations in different transverse frames (QK, 1, 2, and
3) and the associated Petrov type for the ¢ = 1 Brill-Lindquist
binary on 6 = /2. We are using the transverse frame 2 for
classification. When D = +1.73 and § = 0, the spacetime is
Petrov type I but is closer to Petrov type II than Petrov type D.
When D = +£1.5, the spacetime is halfway between Petrov types
II and D.

Transverse frame S D r/m Petrov type
1 -2 0 D
0.5 0.52 2.68 I
0 0 3.8 I
1 0.5 -1.41 4.9 I
1 -1 5.05 I
QK (1 - 3) 0.5 —1.41 5.1 I
0.32 -1.5 6.27 I
0 -1.73 7.20 I
0.5 -1.93 9.88 I
1 -2 o D
1 1 0 D
0.5 1.41 2.68 I
0.31 1.5 2.97 I
0 1.73 3.8 I
0.5 1.91 4.9 I
2 1 2 5.05 I
0.5 1.91 5.1 I
0 1.73 7.2 I
0.31 1.5 8.97 I
0.5 1.41 9.88 I
1 1 00 D
1 1 0 D
0.5 -1.93 2.68 I
0 -1.73 3.80 I
0.32 -1.5 4.26 I
0.5 —-42 4.9 I
3 1 -1 5.05 I
0.5 —.42 5.1 I
0 0 7.2 I
0.5 0.52 9.88 I
1 1 00 D

I = IRing)- the spacetime is actually closer to Petrov type I
than it is to Petrov type D and is exactly Petrov type II only
on the one-dimensional ring at 0 = z/2.

5. Unequal-mass binary case

To generalize our results from Sec. III A, we studied a
spacetime with an unequal-mass binary whose mass ratio is
g = 1/3. This system also has analytic Brill-Lindquist initial
data with d/m =7 separated black holes, and z;/m =
—5.25 and z,/m = 1.75 with the center of mass located
on the origin of coordinates. The black holes have masses
3m;/m = 0.75 = m,/m. In particular, we are interested in
(1) the value of rgjyg, (ii) the Petrov classification using the D
index, and (iii) the location of the doughnut S = 0.

D and S, 8=8m/15

« D2
\\' _/\\/’——_ D3
k VA, C . . ., «DOK

f"f‘\‘—
) I

FIG. 8. D index and S invariant in the QK frame for the ¢ = 1,
d/m = 10, BBH case with Brill-Lindquist initial data on a slice
through cone 6 = 87/15.

(5]
1

Let us consider the system with Brill-Lindquist initial
data with mass ratio ¢ =1/3 and varying separation
d/m = . The black holes have masses 3m;/m = 0.75 =
m,/m and are located at respective distances of z; = —5.25
and z, = 1.75 [z = —d/(1 + ¢q) and z, = dq/(1 + g) on
the z axis so that the center of mass is always located at
the origin]. We are looking to find the one-dimensional
surface characterized by some (7ging. Oring)- We know that,
if it exists, the circle occurs at some region where
|S — 1| = 0. This will also be the location that, in order
to maintain continuity in the eigenvalues A of the associated
matrices Q,,, the eigenvalue branch must be flipped. In
our implementation, we used that as our criteria for
selecting the appropriate (r, ) pair to define the location
of (rRing’ eRing)'

We found that the ring is located on a cone at Ogjp, ~
1972/15 regardless of binary separation d, so long as the
origin is on the center of coordinates. The radius for the
particular configuration with d/m = 7 occurs at approx-
imately rrijng/m ~ 4.9, which can be seen from Figs. 9
and 10.

We would like to next generalize the classification results
we saw in our study of the ¢ = 1 binary in Sec. III A 3 by
extending that work to the case of the ¢ = 1/3 binary (and
hence infer about other mass ratios). This, again, will be
done with the use of the index D in conjunction with the
Baker-Campanelli speciality invariant S. Figure 9 shows
the S invariant on the xy- and xz-planes in the top and
bottom panels, respectively. Note the change in color scale
between the two figures. The xy-plane, the top panel of
Fig. 9, is symmetric on both axes due to ¢-symmetry and
has the property that S = 1 both between the black holes as
well as asymptotically. It drops to S~ 0.9 on a ring that
corresponds to where the “eyes” cross the x axis in the
bottom panel of Fig. 9. On the xz-plane, the blue ellipsoidal
regions are where S = 0. When rotated around the z axis,
they become doughnutlike in shape, which corresponds
with what we saw in the bottom panel of Fig. 5. The value
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FIG. 9. Speciality invariant S on the xy- and xz-planes (top/
bottom) for a ¢ = 1/3 binary with separation d/m = 7 located on
the z axis. Other than far from the black holes and between the
black holes, the only region of algebraic speciality is located in a
ring with radii in the centers of the eyes in the bottom plot. The
coordinates of the ring are (rging/M, Oring) = (4.6,197/15)

of § at points asymptotically and between the black holes
is 1, indicating a region of algebraic speciality over
the whole spacetime except near the doughnut. There
also exist points where S =1 inside of the doughnut
at (Ring/ M. Oring) = (4.9, 197/15), which, when rotated
around the z axis, forms the ring of algebraic speciality—
and consequently the location where two of the three
eigenvalues A cease to exist. We expect this ring is Petrov
type II and seek to show that in what follows.

Figure 10 shows the values of D in the QK frame as well
as in the two other transverse frames overlayed with S. All
are shown on the cone Ogi,, & 197/15. Analogously to
Fig. 6, D3 and Dy Cross at r = Iy, S0 forcing continuity

D and S, 8=19m/15

- D2

FIG. 10. D index and S invariant in the QK frame for the
q = 1/3,d/m = 7, BBH case with Brill-Lindquist initial data on
the conical slice 8 = 197z/15.

means we have to switch frames when crossing r = ryjy,-
Furthermore, the frames themselves do not exist at the point
of crossing, and only one transverse frame, associated with

S=0 onxz-plane

0 P S S T S S R SRS (v
1 2 3 4
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FIG. 11. The location of the doughnut § = 0 on the xz-plane for
the ¢ = 1/3, d/m =7 separated Brill-Lindquist system (top).
Because of ¢-symmetry, the ellipsoid shown is rotated around the
z axis forming a hollow doughnut where S = 0 (bottom).
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D,, exists and is equal to +2. This means that at the point
I = IRing> the spacetime is of Petrov type II, which is
consistent with our results for the ¢ = 1 case. Far away
from, as well as between, the black holes, D, =S =1,
which indicates that the spacetime is of Petrov type D in
these regions.

Now that our classification results from the ¢ = 1 case
are confirmed for a ¢ = 1/3 binary, we can look at the
region that we expect is Petrov type 1. The doughnut
where § = 0 exists in this unequal-mass case, as well as
in the equal-mass binary. The ellipsoid shown in the top
panel of Fig. 11 outlines the region where S = 0 on the
xz-plane (the top panel) and, when rotated around the
z axis, will form the doughnut shape (the bottom panel).
Interestingly, on the bounds of this region, D, = —1.73,
are the same as in the equal-mass case (results shown in
Table II). This is a good indication that D and S on
0 = Oring have a consistent relationship among different
mass ratios. We can hence safely say that the interior of
the doughnut is approximately of Petrov type I, tran-
sitioning to Petrov type II at r = rgjp,-

Table IIT shows the r locations of important values on the
cone 0 = 19z/15—namely, the approximate location of
the ring and the values of D and S at important points in
different transverse frames (QK, 2, and 3).

B. S invariant surface levels

In light of the previous example, we can turn now to
a generic study of the values of the D index in the
transverse frames given constant values of the invariant
S =6. From its definition shown in Eq. (4) and the

TABLE III. Summary of the values of the scalars § and D at
different r locations in different transverse frames (QK, 1, 2,
and 3) and the associated Petrov type for the ¢ = 1 Brill-
Lindquist binary on § = 19z/15. Note that for r < rgj,,, frames
QK and 3 switch places when § =1 at r = rgyy,-

Transverse frame S D r/m Petrov type
1 -2 0 D
1 0 -1.73 3.8 I
1 -1 4.9 II
QK (1 - 3) 0 -1.73 5.8 I
1 -2 oo D
1 1 0 D
0 1.73 3.8 I
2 1 2 4.8 II
0 1.73 5.8 I
1 1 o0 D
1 1 0 D
0 0 3.8 I
3 1 -1 4.9 I
0 0 5.8 I
1 1 © D

TABLE IV. Values of D on the three transverse frames for a
given value of § = 6.

5 z D
0 (c0.1.1) (0.£v3.F V3)
: (3.21 +12¢/3,21 — 12¢/3) (iﬂ’%—f»%—f)
1 (0,9,9) (F 2.£1,+1)

expressions of Eqs. (11) and (12) for the invariants [
and J in the transverse frame, we find

(E-1)

S=5=2T5 35

(45)

where & = WIFWIF/(WIF)? in the transverse frames. In this
notation, the index D takes the simple form

, 12
D= (46)

Equation (45) is simple to solve numerically for a given
value of S = 5. Table IV provides a few reference values
for our analysis. This is in complete agreement with our
previous specific studies for Brill-Lindquist data and
provides a measure of deviations from the algebraic special
case S=1 in terms of the D index. When a given
spacetime has the potential of being locally of Petrov type
II, we then expect two of the eigenvalues to collapse and
leave only room for a single well-behaved eigenvalue at
which point evaluating the value of D in that (non-QK)
frame would be able to discriminate between Petrov types
Il and D.

IV. TETRAD FIXING IN NUMERICAL
SPACETIMES

A. Numerical tetrad
The simple tetrad we use during evolution is a symmetric
null tetrad constructed from the unit hypersurface normal 7
and a set of three orthonormal unit spatial vectors ;) = &,
€(2) = &4, €(3)y = &,, suitably orthonormalized via a Gram-
Schmidt procedure:

1
woo_ A Al
hum = \/E(Tﬂ + 6(3))’
1
uoo_ NI
Npum = \/E (T’l 6(3))’
[P "
mﬁum = ﬁ (el(ll) + le"é)). (47)

Similar tetrads have been commonly used in radiation
extraction from 3 + 1 numerical investigations [9,16-19],
and such a tetrad was used in the earliest investigations of
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the asymptotic radiative degrees of freedom of the Weyl
tensor [20]. If we have long-lived 3D numerical evolutions,
whose physical domain extends far from the strong-field
region, the W, extracted should yield a good measure of the
actual outgoing gravitational radiation. We will refer to
Eq. (47) hereafter as the numerical tetrad.

Tetrad rotations are classified as types I, II, and III and
have the form

" — ¥,
n* — n* + am" + am* + aal*,
mt — m* + alt,

mt — m* + al¥, (48)
for type I;

" = " + bm* + bin* + bbn*,
nt* — n*,
mt — m* + bn#,

m — ' + bn, (49)
for type II; and

" — A7,
nt* — An*,

iB
mt — e’"mH,

m* — e Bk, (50)

for type III, where a and b are complex scalars and A and B
are real scalars.

Nerozzi et al. [6] give a constructive way to make use of
type I and II tetrad rotations to obtain a transverse frame in
generic spacetimes, i.e., such that ¥; =0 and ¥; = 0.
Implementation of such strategy has been done in a full
numerical context in Refs. [9,21] for the two main
approaches to solve BBH evolutions.

B. Numerical symmetric tetrad

The transverse frame fixes only four of six tetrad rotation
degrees of freedom. As mentioned, they only determine
types I and II rotations, leaving type III rotations unde-
termined. Here, we make use of the symmetric tetrad
conditions in the full nonlinear GR context to fix the type
I rotation parameters. Here, we use the notations based on
Refs. [9,22].

Now, our symmetric conditions for the spin coefficients
read

A2 — PTE
HTFE ’
et = ITE (51)
TTF

With these coefficients, we can use the type III rotation (50)
to obtain the new symmetric tetrad and compute all the new
spin coefficients and the Weyl scalars. In particular,

s — LIECIE T (52)
HTETTE

In the above way, we completely fixed the tetrad in the
full theory, and we have a well-defined perturbative
analogous. All radiation formulas remain as in the pertur-
bative regime.

For the Kerr metric in Boyer-Lindquist (BL) coordinates,
the numerical tetrad—defined by Eq. (47) with orthonor-
malized spherical coordinate directions for the é(;—takes
the form [9]

VB o 20
{\/7 \[ ’2(1Mr}
fofraalal @

nnum -

l\)l'— N =

"
Mhum =

where

Q= AT+ 2Ma?rsin? 9,

A=A-2Mr,
T =r’+a*cos’d
=L,
A=r’+a?,
{=r+iacos. (54)

Such a tetrad will differ strongly from the Kinnersley
tetrad; as a consequence, all Weyl scalars calculated from it
will be nonzero. For the Kerr-BL, these values will be

num __ num
pum —

M
= ———=[3(A* - Q)],
207
\Prllum — _\Pnum
- BiAVA2 -
29@3 !
M

num __ _@ [_(3[\2 — Q)] (55)

> =
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C. Kerr perturbations in the completely
symmetric tetrad

We start from the Kinnersley null tetrad:

rz—i—a2 a
ZM: 7’1107_ )
=g
P 2+ a? A 0 a
n — T Aw ' Av YA (0
K 2y 23’ 2%

o iasin@ 1 i }
"k { v " vagsmes ©Y

Using a rotation of type III from the Kinnersley tetrad,
we set spin coefficients as pug = pg and zg = 7g. In this
setup, the parameters A and B are obtained as

A==
A’
2
eZ’B——%——%, (57)
or
23
A= N
A
eB =i %—i\/ii. (58)

Here, we have picked up only the positive square root of A2
and exp(2iB).

Then, all spin coefficients in the completely symmetric
tetrad are explicitly shown as

as = fs
__ircosf+a
- 2V2%Csin6’
Vs = €5
_ Mr—a*—iarcosf+ iMacos6
B 2V2AXE ’
Hs = Ps
WA
T VAR
__asin®
g = Tg —\/2——25,
kg = Ag = vg = 65 = 0. (59)

It is noted that the case with A in Eq. (58) and B = 0 has
been discussed in Ref. [22]. In the curvature scalars, only
Y, is nonzero and given by

N

M
7 (60)

which is invariant under the type III rotation.

Next, we discuss the Teukolsky equation [1] for ¥, and
Y, in the completely symmetric tetrad. Equation (2.14)
of Ref. [1],

(A+3y—7+4u+a)(D+4e—p)— (5—7+ B+ 3a+4n)(5— 7+ 4p) — 3PK|WK = 477K, (61)

where the nonindexed differential operators and spin coefficients denote the Kinnersley ones, changes to

A

[(As + 37s — 7s + dus + fis) (Ds + dys — ps) — (85 — &g + @s + 3as + 47s) (85 — 75 + 4ag) — 3WS|WS = 4nT3,  (62)

and

(D-3e+e—4p—p)(A—4y+pu)—S+7-

changes to

& — 3B —47)(5 + 7 — da) — 3WK|WK = 477K (63)

[(Ds = 3ys + 7s — 4us — fis) (As — 4ys + us) — (8s + &g — @s — 3ag — 475) (s + 75 — 4ag) — 3PS|P§ = 4aT5. (64)

Here, A = n%0,, D = 1°0,,, and = m“0,. x in the right-
hand side of the above equation is the usual mathematical
constant. In Egs. (62) and (64), we have used the completely
symmetric quantities. We note that only the differential

|
operators and signatures in front of the spin coefficients
are different each other between Eqgs. (62) and (64).

With the directional derivatives and spin coefficients, the
source terms 7, and T, change from
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TK = (A+3y =7+ 4u + p)[(6 — 27 + 2a)TK,, —

(A+2y—27+a)TK ;]

S

+ (=74 P+3a+4n)[(A + 27 +20)TK, — (56— 7+ 2 + 2a)TK)], (65)
to
TS = (Ag + 3ys — 7s + dus + fis)[(3s — 275 + 2a5) Ty — (A + 275 — 275 + fis) TS, 7]
+ (35 — s + a5 + 3as + 4ns)[(As + 275 + 2is) TS5 (55 — g + 2as + 2as)T5y), (66)
and
Ty = (D~ +‘—4p—ﬁ)[(3+2n 28)T}, — (D = 2¢ + 26 = )T},
+ (6 + —3p—40)[(D —2e - 2p)TK — (54 7 —2a - 28)TK], (67)
to
Tg = (Ds = 37s + 75 — 4us — )[(55 + 275 — 2a5) T, — (D = 2ys + 275 — fis) T
+ (85 + &g — s — 3ag — 4ms)[(Ds — 275 — 205) TS, — (85 + &g — 2a5 — 2a5) T3], (68)

respectively. Again, in Egs. (660) and (68), we have used the
completely symmetric quantities and can see the same
symmetries shown in Eqs. (62) and (64).

By the way, the separable Teukolsky equations are
obtained for W(,__,) = {*W§ and ¥(,_,) = ¥§ with the
help of the (r, #) function, {. Here, s = +2 is the spin
weight of the perturbed field. In the type III rotation, the
Weyl scalars W, and ¥, are transformed as

‘“P4 - AZe—ZiBLI]4’
Y, - A28y, (69)

Therefore, in the completely symmetric tetrad frame, W,
and P, are related to the Kinnersley one as

24:2
Wy = -,
A
S _
¥ = —2—6_:2‘{’% (70)

This means that the original Teukolsky equations with a
well-known compact form of the radial derivative,
A=0,(AT19,), are obtained from W§ and W§ by using

A
Wi—) = -4,
20
Y(=2) = —T‘P(S)- (71)

About the source term, we can see the consistent
expression in the Kinnersley and completely symmetric
tetrads by using

2%

Tgn = A T1n<n7
A
15 = ST,
¢
Tg’wh = _ZT%m’
T$ —gTK
¢
2_
Tﬁm =l ZCTEM’

A1
S — l\@ZT};. (72)

It remains to explore the falloff properties of the fields
for which we solve the Teukolsky equation for the
completely symmetric tetrad, i.e., ¥§ and W3, in order to
provide appropriated boundary conditions to solve the
corresponding PDEs. If we may use some factor for V§
and W3 as Eq. (71), the differential equations are separable
and the original Teukolsky equations.

With regard to an important issue of imposition of
boundary conditions needed for its numerical integration,
W¥,, we can take outgoing boundary conditions and with ¥,
ingoing boundary conditions in the Kinnersley tetrad in the
frequency/time domain for large r. For the limit of r — oo,
we have

MpK r S
‘P(S:—z) =r'Y; = —E‘P4,
Wiy = WK = 295, (73)
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Therefore, we may consider the same boundary condition
as those in the Kinnersley tetrad. Using the Teukolsky
equations for ¥§ and W5, we can see this fact by checking
its asymptotic behaviors with a more detailed analysis
given below. For W§ and ¥§, the asymptotic behaviors
will be

—iw(t-r) —io(t+r)
\Pi — ¢ and ¢ 5 s
r r
e—i(u(tJrr) e—iw([—r)
v — . and 5 (74)

where we have used the @ mode decomposition in the
frequency domain.

To discuss the asymptotic behaviors for r* — +oo
(where dr*/dr = A/A), we treat the behaviors of
W - and ¥ _,. First, we use the mode function
approach and write the single mode as

¥, = R, (r)S,(0)e""e™?, (75)

where s = =2 or 2, and R, (§;) is the radial (spheroidal)
wave function of the radial (angular) Teukolsky equation.
Here, we are omitting the mode indices (£, m, ®). Note that
we can use the same radial R, and angular S, functions
given in Eq. (75) for both the Kinnersley and symmetric
tetrads.

The radial mode function, R, is a solution of the radial
Teukolsky equation and has the asymptotic behaviors,

R_,(r) = €% and AZe=i*,

e—ikr*

A%

Ry(r) = € and (76)

for r* — —o0, where k = @ — ma/(2Mr_) (where r = r.
denotes the outer event horizon), and

o e—ia)r*
R_(r) = rlei”  and :
r
ior* e—iwr*
Ry(r) = 3 and P (77)

for r* — oo (see, e.g., Ref. [1]). Therefore, in the
Kinnersley tetrad, we have
\I/}f _)eikr* and Aze—ikr*’
e—ikr*
A2

YK — ¢ and (78)

for r* — —oo, where there is no change in the asymptotic
behaviors near the horizon, and

ior* e—ia)r*

and

and (79)

for * — 0. On the other hand, in the symmetric tetrad, we
have

v - and Ae

i
e ikr

YS — Ak and (80)

for r* — —oo, where the asymptotic behaviors look sym-
metric around the horizon, and

iwr* e—ia)r*

and

and (81)
for r* — oo.

The idea in Ref. [22] is to use combinations of ¥, £+ ¥,
(in the m-mode decomposition) to have separation in
even/odd components with the right falloff (at least in
Schwarzschild background, then generalize for Kerr).

V. CONCLUSIONS

The question of approximate Petrov types was raised in
Ref. [23] while trying to figure out the nature of the final
spacetime product of the merger of two black holes and the
possibility of the existence of a transitional Petrov type II-
like between the orbital, Petrov type I and final Kerr, Petrov
type D spacetimes. In that paper, the direct use of the 4;
eigenvalues (15) as indicators of the spacetime local
algebraic speciality was dependent on the specific numeri-
cal tetrad (44) used. In Ref. [24], a geometrically motivated
frame was introduced, but still the lack of a tetrad fixing left
the analysis undecided as to the possibility of further
exploring the binary black hole merger spacetime.

In this paper, we described a frame in which to study the
spacetime as well as a new method of locally classifying
the approximate Petrov type of the spacetime by the use of
the invariant S and index D in conjunction. These allow us
to have a better idea of the behavior of the spacetime in the
strong-field region—most interestingly near the black holes
and in a region where the spacetime is approximately
algebraically special. Previously, using only S, we could
not differentiate between Petrov types II and D in this
region. The key observation is that one should use a non-
QK frame to transition smoothly from Petrov type I to II to
D spacetimes. This provides us with more insight into the
spacetime itself and unique ways to analyze the strong-field
region of the binary black hole system and its merger
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product. This region, since such strong dynamical gravi-
tational fields are present, is not particularly well studied,
and new methods need to be developed to accurately
analyze what happens near the black holes themselves.

One of the applications of this approach is to full
numerical simulations of merging black holes, with special
focus on the latest stage of merger and ringdown. To this
end, one can evaluate first the S invariant, given in Eq. (4),
to determine when the spacetime can be said to be
(approximately) algebraic special and then the D index,
given in Eq. (36), to tell when this algebraic speciality
can be characterized by a Petrov type D or II. Depending
on these results being D ~ 42 (or D ~ £1 in a QK frame),
one may claim there is a period and region of Petrov type II
around the merging black holes. If this is the case, we can
adventure to model the gravitational radiation, for instance
its power, in terms of a Robinson-Trautman spacetimes [25]
and phenomenologically model the free functions of
the outgoing variable u (see Eq. (28.26) of Ref. [13]).
One could even add a perturbative solution around
these backgrounds [26]. Another possibility is to use the
Chandrasekhar exact algebraic special solutions [27], as for
instance used in Ref. [28], for Kerr perturbations in the case
we model a purely Petrov type D approach to the final
merged black hole.

The algebraic speciality properties described above
can be studied by only choosing an appropriated frame.
Other more specific studies require completely fixing

the tetrad. A practical implementation to be applied in
numerically generated spacetimes has been proposed in
Ref. [29] to match the Kinnersley tetrad. Here, we proposed
[cf. Eq. (51)] a simpler local way to implement such fixing
in a symmetric tetrad.
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