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Using data from 289 numerical relativity simulations of binary neutron star mergers, we identify, for the
first time, a robust quasiuniversal relation connecting the postmerger peak gravitational-wave frequency
and the value of the density at the center of the maximum mass nonrotating neutron star. This relation offers
a new possibility for precision equation-of-state constraints with next-generation ground-based gravita-
tional-wave interferometers. Mock Einstein Telescope observations of fiducial events indicate that
Bayesian inferences can constrain the maximum density to ~15% (90% credibility level) for a single
signal at the minimum sensitivity threshold for a detection. If the postmerger signal is included in a full-
spectrum (inspiral-merger-postmerger) analysis of such a signal, the pressure-density function can be
tightly constrained up to the maximum density, and the maximum neutron star mass can be measured with

an accuracy better than 12% (90% credibility level).
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Introduction.—Postmerger (PM) gravitational waves
(GWs) emitted from binary neutron star (BNS) merger
remnants are unique probes for the stars’ nuclear equation
of state (EOS) at extreme densities. During merger, the
neutron stars (NSs) fuse together to form a remnant NS
with maximum densities up to 2 times the component’s
mass, reaching ~3—-6p,,, where pg, ~ 2.7 x 10'* gecm™ is
the nuclear saturation density. If the remnant does not
promptly collapse to a black hole, numerical relativity (NR)
simulations predict a loud GW transient emitted on
dynamical timescales of tens of milliseconds with a
complex signal morphology and a characteristic peak
frequency f, ~ 24 kHz (see, e.g., [1-6]). These kilohertz
GW transients have not been detected in the two BNS
events GW170817 and GW190425 due to the insufficient
sensitivity of the GW detectors at those frequencies [7—11].
A first detection is, however, possible (and expected) with
third-generation [12,13] and other proposed detectors that
specifically target the kilohertz frequencies [14]. In view of
this observational scenario, it is of central importance to
determine what kind of information can be extracted from
PM signals and to which accuracy.

The signal-to-noise (SNR) detection threshold for a PM
signal has been recently studied using different approaches
(see, e.g., [15-21]). These studies found that SNRs = 7-8
at kilohertz frequencies are typically necessary to confi-
dently claim the detection of a BNS PM signal. These PM
SNRs correspond to loud inspiral-merger signals with
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SNR = 150 that, in turn, would provide rather accurate
measurements of the binary mass and tidal polarizability
parameters (see, e.g., [22-24]). While the existence of an
underlining, unique EOS for the NS matter allows one to
estimate the EOS at all densities from GW observations,
inspiral-merger frequencies are mostly informative at the
largest densities of the binary components [25-27]. In
contrast, PM frequencies are expected to be mostly
informative of the extreme densities reached by the
remnant, although BNS PM modeling for GW inference
is nontrivial. The main approach is to employ EOS-
insensitive relations connecting the peak frequency f>,
which is the most robust feature of the PM spectrum as
predicted by simulations, and equilibrium properties of NSs
like the radius at fiducial masses [28,29], averaged binary
compactnesses [30], or the binary’s tidal coupling constant
x5 [5]. For example, k2 can be measured from £, to within a
factor of 2 (~20%) at PM SNR ~ 8 (15) [21], but the
inspiral signal of the same event would deliver a measure-
ment orders of magnitude more accurate [19], thus provid-
ing more stringent constraints on the pressure-density EOS
function. A PM detection can typically provide only
bounds on the maximum NS mass MOV [27,31] [solution
of the Tolman-Oppenheimer-Volkoff (TOV) equations],
although multiple PM detections could provide a few
percent measurement [32] complementary to that from
an inspiral EOS inference [25,26,33]. The minimum
NS radius RTQY = R(pIOV), i.e., the radius of a NS at
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maximum density prQV, is key information to constrain the

NS mass-radius diagram. It can be extracted from a
quasiuniversal relation with the peak PM frequency [32]
and measured with an uncertainty of ~4 km at PM SNR 12
[19,34]. Stronger EOS constraints from BNS mergers will
be possible by combining GW observations with other
messengers (see, e.g., [35-42]).

In this Letter, we propose a new quasiuniversal relation
connecting the NS maximum density to the peak PM
frequency. The existence of an EOS-insensitive pIQY (f5)
relation was suggested by previous work [31,32,43], but the
relation obtained there involves the binary configurations
with the largest possible mass that does not promptly
collapse to black hole. Here, by introducing an effective
Keplerian radius associated to f,, we propose a more
general approach that can be applied to any binary and
delivers a strong constraint already with a single detection.
Employing full Bayesian PM analyses of mock signals and
incorporating the expected information from the inspiral-
merger signal, we demonstrate that a single GW BNS
detection with the Einstein Telescope (ET) at the PM
detection threshold can already deliver a ~15% measure-
ment of plOV and MIOY. The novel method shows the
capabilities of next-generation detectors and introduces the
possibility for direct and accurate constraints on the high-
density EOS properties from observational GW data of
BNS mergers.

Effective Keplerian radius.—The PM peak frequency f»
can be associated to an effective remnant radius using
Kepler’s law:

GM
R = Ghp M

where G is the gravitational constant and M = m; + m,
is the total mass of the binary. While this quantity has no
direct physical interpretation in terms of the remnant
properties, it correlates to the maximum central den-
sity prOV of a nonrotating equilibrium NS with a weak
dependence on the EOS. Figure 1 shows the approximate
quasiuniversal relation proy (R, ) for a NR sample of 289
simulations of the CoRe Collaboration [44—48]. To explore
EOS variation, the simulations were performed with 14
different EOSs including piecewise polytropes [49-53],
five finite-temperature nucleonic models [54-58], one
finite-temperature hybrid model accounting for deconfined
quark matter [48,58], and one finite-temperature hadronic
model with A hyperons [59,60]. The majority of the sample
(~85%) is simulated using microphysics, neutrino trans-
port, and a subgrid model for magnetohydrodynamics
(MHD) turbulence, that are sufficient to fully capture the
features of the PM signal modeled here. For example, the
highest-to-date resolution simulations of Ref. [61] suggest
that the MHD effective viscosity is small and does not
affect the GWs; our subgrid model is tuned to those

simulations. Neutrino-induced bulk viscosity might damp
radial oscillations of the remnant (which cause secondary
peaks in the spectrum) and will not impact f,. Moreover,
recent simulations with improved neutrino transport sug-
gest that neutrino bulk viscosity is too small to have a
significant impact on dynamics and GW emission [62].
The sample includes binaries with NS masses in the
range 1-2 My and dimensionless spin magnitudes < 0.2.

The relation proy (Ry,) fits to the expression
6 2 1/4
oy _ o€ Ry
Pmax = G3M2 |:1 +a1 ( GMZ ’ (2)

where ¢ is the speed of light and (ag,a) =
(0.135905, —0.59506) are determined by a standard
least-squared minimization method at y?> = 0.016. The
standard deviations of the calibrated coefficients a, and
a; are, respectively, equal to 1.35% and 0.22%, corre-
sponding to a relative error of 5.8% on the final prediction.

The rhs of Eq. (2) can be entirely determined from the
measurement of the binary mass M and the PM peak
frequency f,. Writing the Keplerian radius Ry, in terms of
f2, one can get a direct relation between the maximum

density pIOV and the PM frequency, as
6 3\ 1/6
Tov _ 40c® [ c 3
Pmax G3M2 |: +a1<7tGMf2> :| ( )

Hence, the maximum density plOV can be best inferred

from a full-spectrum BNS GW observation. We next
discuss the potential accuracy of such measurement using
a mock Bayesian inference study based on match filtering
techniques and a NR-informed analytical model for the PM
signal.

Mock inference study.—We consider the ET design
[12,63] and assume the detector is composed by three
interferometers with triangular shape and power spectral
density (PSD) configuration D [12]. Mock signals are
simulated from two fiducial equal-mass nonspinning
BNSs: a binary with mass M =2.73 M and (a “stiff”)
EOS DD2 [56] and a binary with mass M = 2.6 M and (a
“soft”) EOS SLy [55]. Merger and PM waveforms for these
BNSs from NR were already discussed in Refs. [19,64] and
are employed for the PM analyses. The fiducial binaries are
placed at different distances between 80 and 200 Mpc; the
injected signals have PM SNRs ranging from ~6 to 14,
corresponding to total SNRs from 110 to ~260. For our
case study, we perform full Bayesian analyses of the PM
signals at different SNRs and employ the Fisher matrix
approach to estimate the uncertainties of the parameters
measured from the inspiral signals.

Bayesian PM analyses are performed using the BAJES
pipeline [34] and an updated version of the NRPM model for
BNS PM signals [19]. NR data are injected in a segment
of 1 s with a sampling rate of 16 kHz. The sampling is
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FIG. 1. Empirical relation (black line) for the maximum central
density pfQY of a nonrotating NS as a function of the Keplerian
radius Ry, (top axis) and the PM peak frequency f, (bottom axis).
The colored markers show the data extracted from 289 NR
simulations with 14 EOSs. Each marker corresponds to a
different binary configuration, and the error bars are computed
using different numerical resolutions (when available). The
shadowed area reports the 90% credibility region of the fit.

performed with DYNESTY [65] with 3200 live points
analyzing the frequency region from 1 to 8 kHz. NrRPM
is calibrated on a subset of the numerical data shown in
Fig. 1 (see [19]), and it employs a simple analytical
prescription for the remnant emission to capture the three
peak frequencies and damping times of typical PM signals.
These (complex) frequencies, here collectively indicated as
OMR | are fully determined by the intrinsic binary properties
using NR-informed quasiuniversal relations in terms of the
tidal coupling constant x5 and the symmetric mass ratio
v=mm,/ M?[5,19,66]. The prior distribution is assumed
to be uniform in the mass components, spanning the ranges
M € [1.5,6] Mg and m;/m, € [1,2], and in the individual
NS quadrupolar tidal polarizability parameters A; €
[0,5000] for i = 1, 2. Spin magnitudes are kept fixed to
zero. The extrinsic parameters are treated as discussed in
Ref. [34], with volumetric prior for the luminosity distance
in the range [5,500] Mpc. The likelihood function is
analytically marginalized over reference time and phase.
In this Letter, NRPM is extended with two sets of
additional parameters that are determined by the
Bayesian inference. A first set of three parameters
(a, 5, ppu) is introduced to enhance the flexibility of the
model and to improve fitting factors to the PM signals with
complex morphology. a is a damping time for the PM
bursts [see Eq. (9¢) of Ref. [19]]; # accounts for a linear
contribution in the frequency evolution as discussed in
Ref. [21]; and ¢py; is an additional phase shift correspond-
ing to the first amplitude minimum [19]. The prior

distribution of these parameters is chosen uniformly in
a' €[1,1000], g € [107*, =107, and ¢py € [0,27]. A
second set of recalibration parameters &, is introduced to
account for the uncertainties of each quasiuniversal relation
OMR(kI,v). Specifically, we map Q™R > ONR(1 + )
and treat 6, similarly to standard calibration parameters
in GW analyses (see, e.g., [67]). The prior distribution for
the 6, is assumed to be normal with zero mean and
variance prescribed by the residuals of the quasiuniversal
relations.

This approach aims at combining the strengths of the
NRPM templated analyses, built on quasiuniversal relations,
with those of more agnostic analyses using minimal assu-
mptions about the signal morphology (see, e.g., [16,21]). In
particular, the improved NRPM model used here improves
the fitting factors by an order of magnitude with respect to
Ref. [19] and can detect PM GW signals at a SNR
comparable to unmodeled approaches [18,21]. While
relying on a larger number of parameters than unmodeled
methods, NRPM can deliver a measure of the intrinsic
parameters independently on premerger analyses and
produces narrower f, posteriors for the same PM SNR.
The inference of the tidal coupling constant is also
improved: Comparing to Ref. [21], x} is inferred to
~30% for PM SNR ~ 12 instead of ~15. We also note
that unmodeled analyses rely on analogous quasiuniversal
relations to infer K'g and, hence, should also consider
recalibration parameters.

Fisher matrix analyses of the inspiral-merger signals are
performed with GWBENCH [68]. Considering the large SNR
of these signals, the Fisher matrix provides an approxima-
tion of the posterior distributions of the binary mass and
tidal parameters that is sufficiently accurate for our pur-
poses. For instance, in the lowest SNR case of 110, the
uncertainty on the binary mass measured from the inspiral
signal is ~10™ M, and the uncertainty on the quadrupolar
tidal polarizability parameters is ~2%. These results imply,
as expected, that the inference on pLOV via Eq. (2) has
uncertainties dominated by the measurement of f, from the
PM signal and by recalibration errors.

Maximum density constraint.—QOur analysis indicates
that PM signals can be detected with SNRs as low as
PM SNR threshold of ~7.5 (total SNR ~ 140). As shown in
the top panel in Fig. 2, the SNR threshold corresponds to a
Bayes’ factor of log B = 5 in favor of the signal (vs noise)
hypothesis. This detection threshold is comparable to those
obtained with a minimally modeled PM waveform (see,
e.g., [21]) and improves over the previous NRPM results
[19] as a consequence to the enhanced flexibility of our
fully NR-informed model. Figure 2 (middle panel) also
shows the posterior of f, at different SNRs. The 90%
credibility interval of the f, measurement is of the order of
~12% at the detectability threshold and decreases to ~3%
at the largest PM SNR ~ 12. The DD2 posteriors show
bimodalities for SNR <9 due to a loud first peak in the
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FIG. 2. Bayes’ factors and posterior distributions measured in
the mock inference study as functions of the PM SNR. The DD2
case is reported in green; the SLy case is reported in red. The top
panel shows the recovered Bayes’ factors log 3. Central and
bottom panels report the posterior distributions, respectively, of
f> and prOV "and the dash-dotted lines denote the injected values.

A gray shaded region shows the detectability threshold.

spectrum (the subdominant frequency peak at frequency
f < f»), but this systematic vanishes for increasing SNR.

The posterior distribution for plOV is obtained by
combining the posteriors of M from the inspiral analysis
and the posteriors of f, from the PM analysis. The
uncertainties in the fit of Eq. (2) are taken into account
with a resampling similar to the one used for the recalibra-
tion parameters (see also Ref. [42]). Analogously to the f,
measurement, the true value is recovered at the detectability
threshold with an error of ~15% at the 90% credibility
level, as shown in the bottom panel in Fig. 2. Notably, the
inference on plOV hits the theoretical uncertainties on the
quasiuniversal relation in Eq. (2) at SNR ~ 10. A more
precise measure either is not possible, because at that
level the relation ppoy (Ry,) becomes EOS dependent, or
requires a more precise quasiuniversal relation from
improved simulations.

In order to further illustrate the accuracy of this approach
in constraining high-density NS properties, we consider the
simultaneous measure of pLQV and of the minimum NS
radius RTQY. Here, the posteriors of (M, f,) are mapped
into (prQY, RIQY) using Eq. (2) and the quasiuniversal
relation for RTOV in Eq. (23) of Ref. [19]. As above, the
uncertainties of the quasiuniversal relation are taken into
account by sampling on appropriate recalibration para-
meters. The result is shown in Fig. 3: The injected values,
denoted with crosses, confidently lay within the 90%
credibility regions of the recovered posterior distributions.
At the detection threshold, the uncertainty on the radius
RIOV are of the order of 30% (90% credibility level). Such

precision is sufficient to distinguish soft and stiff EOSs
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FIG. 3. Posterior distributions for (ptQY, RIQY) compared to

the EOS of the injected signals. The contours show the 90%
credibility regions. Green and red lines correspond, respectively,
to the results obtained with DD2 and SLy EOSs, and color
intensities refer to the injected SNRs of the PM data. The dashed
lines show the central density as a function of the NS radius, and
the crosses denote the maximum-density values.

within the 90% credibility regions, as illustrated using the
SLy and DD2 EOSs.

EOS constraints and mass-radius diagram.—To illus-
trate the potential impact of this approach, we show how a
single detection of PM signal at SNR 10 (total SNR 180
and luminosity distance of 120 Mpc) can constrain the
mass-radius relation for NSs. The analysis makes use of the
two-million EOS sample of Ref. [69] that is consistent with
current constraints on the EOS of dense matter. In par-
ticular, all EOSs predict maximum NS mass above the
maximum NS mass from pulsar observations, MIOV >
1.97 M, [70], and are consistent with the upper bound on
the tidal coupling constant from GW170817 [7,9,25]. The
only additional assumptions are the validity of general
relativity and that the EOS is causal up to the central density
of the maximum mass NS. We take the SLy binary as
fiducial dataset and reweight the EOS samples with the
posteriors of the masses and the tidal parameters from the
inspiral merger and with the maximum density and mini-
mum radius posteriors from the PM measurement.

Figure 4 shows the 90% credibility regions of the
posterior distributions in the mass-radius diagram. The
inspiral-merger posteriors give the strongest constraint.
They are mostly informative at the EOS at densities p ~
2pat corresponding to the individual NS components of the
binary [71]. This inference leads to a measurement of the
maximum NS mass of MIOV = 2.13707) My (90% credi-
bility level), consistent with the injected value (2.05 M,).
However, the EOS posterior shows a biased behavior for
high mass values, i.e., M 2 1.5 M, excluding the SLy
sequence from the 90% credibility region. This shows that
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FIG. 4. Mass-radius diagram constraints from a single full-
spectrum ET BNS observation with PM SNR 10 (total SNR 180).
The gray area (prior) corresponds to the two-million EOS sample
of Ref. [69]. The magenta and cyan areas are the 90% credibility
regions given by inspiral-merger and inspiral-merger-PM infer-
ences, respectively. The full-spectrum (cyan) posterior agrees
with the injected EOS (black).

the inspiral-merger signal does not directly constrain the
high-density EOS and the inferred MOV represents an
extrapolation based on the EOS representation. The inclu-
sion of PM information strengthens the agreement with the
injected EOS at higher densities allowing measurements of
MOV = 2047098 My, which agrees with the injected
value and carries an error lower than 7%. The improved
constraint reduces by ~60% the p(p) posterior area of the
initial EOS sample leading, in particular, to a tight pres-
sure constraint at fiducial densities: log;o[p(2ps)/
(dynem™)] =34.5205; and logo[p(4ps)/ (dynem™)] =
35.39709% (90% credibility level). For a detection at the
sensitivity threshold (PM SNR 7.5), we find that the
measured maximum NS mass is MIQY = 2.077045 Mg
with a relative error of roughly ~12%.

Outlook.—This Letter shows that next-generation GW
observatories can deliver strong constraints on the extreme-
density EOS from a single, full-spectrum detection of a
BNS. In particular, the detection of the PM signal from the
merger remnant significantly enhances the measurement of
the NS maximum density and mass. The sensitivity thresh-
old for PM BNS transients is around a luminosity distance
~150 Mpc, consistent with the recent estimates of
Ref. [11]. According to our results, the multiple observa-
tion of about five PM BNS transients at sensitivity thresh-
old can lead to a measurement of the maximum NS mass
with an error of ~5% [17,21]. This information provides
narrow observational constraints that would significantly
inform nuclear models in the very-high-density regimes,
i.e., p>3ps, which are unreachable conditions for
modern nuclear experiments. Remarkably, the inclusion

of the PM inference contributes in reducing observational
errors and methodological biases.

In real observations, EOS constraints at the accuracy
level reported here can be obtained by incorporating the
PM signal in EOS inferences like those performed in
Refs. [9,26,33,72] for inspiral-merger signals. In this con-
text, the development of accurate EOS-insensitive relations
and the determination of their validity [or their breaking
(see, e.g., [73,74])] via high-precision NR simulations is a
key step to improve the reliability of the GW measurement.
Going beyond the Fisher matrix approach employed here,
future work will consider analyses employing Bayesian
methods also for the inspiral merger. Full-spectrum analyses
are currently possible given the availability of complete
inspiral-merger-PM  waveform models [19]. The latter
include correlations on the mass and tidal coupling constant
between inspiral merger and PM, that will further improve
the estimates of this work. However, the most urgent issue
for the high-SNR inspiral mergers that will be observed by
third-generation detectors remains waveform systematics in
the inference of tidal properties [23,75]. Nevertheless, the
computational challenges related to full-spectrum Bayesian
analyses might be confronted with parallel methods [34,76]
and acceleration techniques for the likelihood evaluation
(see, e.g., [77-80]).
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