DIOPHANTINE PROBLEMS AND p-ADIC PERIOD MAPPINGS

BRIAN LAWRENCE AND AKSHAY VENKATESH

ABSTRACT. We give an alternative proof of Faltings’s theorem (Mordell’s conjecture):
a curve of genus at least two over a number field has finitely many rational points. Our
argument utilizes the set-up of Faltings’s original proof, but is in spirit closer to the methods
of Chabauty and Kim: we replace the use of abelian varieties by a more detailed analysis
of the variation of p-adic Galois representations in a family of algebraic varieties. The key
inputs into this analysis are the comparison theorems of p-adic Hodge theory, and explicit
topological computations of monodromy.

By the same methods we show that, in sufficiently large dimension and degree, the set
of hypersurfaces in projective space, with good reduction away from a fixed set of primes,
is contained in a proper Zariski-closed subset of the moduli space of all hypersurfaces.
This uses in an essential way the Ax—Schanuel property for period mappings, recently
established by Bakker and Tsimerman.
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1. INTRODUCTION

1.1. Let K be a number field. This paper has two main goals.
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Firstly, we will give a new proof of the finiteness of K -rational points on a smooth

projective K -curve of genus > 2. The proof is closely related to Faltings’s proof [13], but
is based on a closer study of the variation of p-adic Galois representations in a family; it
makes no usage of techniques specific to abelian varieties.

Secondly, we give an application of the same methods to a higher-dimensional situation.

Consider the family of degree-d hypersurfaces in P™ and let F}, 4 be the complement of
the discriminant divisor in this family; we regard F, 4 as a smooth Z-scheme. For S a

finite set of primes, points of F,, 4(Z[S™!]) correspond to proper smooth hypersurfaces of
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degree d in P74 ,). It is very reasonable to suppose that F,.a(Z[S™1)) is finite modulo

the action of GL,,1(Z[S™!]) for d > 3 and all n. We shall show at least that, if n >
no and d > do(n), then F,, 4(Z[S~!]) is contained in a proper Zariski closed subset of
F, 4 (i.e., there exists a proper Q-subvariety of the generic fiber (F), 4)q whose rational
points contain F}, 4(Z[S™')). To prove this higher-dimensional result, we use a very recent
theorem of Bakker and Tsimerman, the Ax—Schanuel theorem for period mappings.

We can obtain a still stronger theorem along a subvariety of F,, 4 if one has control
over monodromy. Namely, if F}; ; C (Fh.q4)q is the Zariski closure of integral points, our
result actually implies that the Zariski closure of monodromy for the universal family of
hypersurfaces must drop over each component of F; ;. It is possible that this imposes a
stronger codimension condition on 77 ; than simply “proper” but we do not know for sure.

Note that, without the result of Bakker and Tsimerman, one can still prove that F,, 4(Z[S™!])
lies in a proper Q,,-analytic subvariety of F}, 4(Q,), but one cannot prove the second state-
ment about £} ;.

A simple toy case to illustrate the methods is given by the S-unit equation, which we

analyze in §4]

1.2. Qutline of the proof. Consider a smooth projective family X — Y over K, where Y’
is itself a smooth K -variety; we suppose this extends to a family = : X — ) over the ring
O of S-integers of K, for some finite set S of places of K (containing all the archimedean
places).

For y € Y(K) call X, the fiber over y. We want to bound Y (), making use of the
fact that, if y € Y (K) extends to Y(O), then X,, admits a smooth proper model over
O. That one can thus reduce Mordell’s conjecture to finiteness results for varieties with
good reduction was observed by Parshin [31]] and then used by Faltings in his proof of the
Mordell conjecture [[15].

Choosing a rational prime p that is unramified in K and not below any prime of S,
write p,, for the Galois representation of G = Gal(K /K) on the p-adic geometric étale
cohomology of X, i.e. HY (X, xx K,Q,). As observed by Faltings, one deduces from
Hermite-Minkowski finiteness that, as y varies through Y (O), there are only finitely many
possibilities for the semisimplification of the G i -representation p,, (denoted by py).

We seek to use the fact that, for v a place of K above p, one can understand the re-
striction py ., of py to G, via p-adic Hodge theory. In the Mordell case, when Y is a
projective curve, our argument proceeds by showing that both of the following statements
hold for suitable choice of X and v:

(*) The representation p, is semisimple for all but finitely many y €
Y (K), and the map

(1.1) y € Y(K) — isomorphism class of p,, ,,

has finite fibers.

Faltings proves much stronger statements when X is an abelian scheme over Y, using
a remarkable argument with heights: every p, is semisimple and p, determines X, up
to isogeny. Our approach gives less, but it gives results in other cases too, such as the
hypersurface family discussed above. However, in that setting, the issue of semisimplicity
proves harder to control, and what we prove instead is the following hybrid of the two
statements in (*): the map

(1.2) y € Y(K) — restriction of pj’ to Gk,
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considered as a mapping from Y (K) to isomorphism classes of Gk, -representations, has
fibers that are not Zariski dense. (It is crucial, in the above equation, that we semisimplify
py as a global Galois representation and then restrict to G, .)

For the remainder of the current §1.2] we will explain (I.) in more detail.

Our analysis uses p-adic Hodge theory. However we make no use of p-adic Hodge
theory in families: we need only the statements over a local field. Under the correspon-
dence of p-adic Hodge theory, the restricted representation p,, , corresponds to a filtered
¢-module, namely the de Rham cohomology of X, over K, equipped with its Hodge fil-
tration and a semilinear Frobenius map. The variation of this filtration is described by a
period mapping; in this setting, this is a K, -analytic mapping

(1.3) residue disk in Y (K, ) — K ,-points of a flag variety,

Therefore, the variation of the p-adic representation p,, ,, with y is controlled by (T.3). The
basic, and very naive, “hope” of the proof is that injectivity of the period map (I.3)) should
force to be injective.

However, does not follow directly from injectivity of the period map, that is to say,
from Torelli-type theorems.

Different filtrations on the underlying ¢-module can give filtered ¢-modules which are
abstractly isomorphic, the isomorphism being given by a linear endomorphism commuting
with ¢. Hence, one needs to know not only that the period mapping (I.3) is injective, but
that its image has finite intersection with an orbit on the period domain of the centralizer
Z(¢) of ¢. In other words, we must analyze a question of “exceptional intersections”
between the image of a period map and an algebraic subvariety.

To illustrate how this is done, let us restrict to the case when Y is a curve. Assuming
that we have shown that the Z(¢)-orbit on the ambient flag variety is a proper subvariety,
it will then be sufficient to show that the image of is in fact Zariski dense. Then
the intersection points between the image of (I.3) and a Z(¢)-orbit amount to zeroes of a
nonvanishing K, -analytic function in a residue disc, and are therefore finite.

To check Zariski density, the crucial point is that one can verify the same statement for
the complex period map:

(1.4) universal cover of Y/ (C) — C-points of a flag variety

To pass between the p-adic and complex period maps, we use the fact that (in suitable
coordinates), they satisfy the same differential equation coming from the Gauss Manin
connection, and so have the same power series. This is a simple but crucial argument,
given in Lemma [3.2] But — over the complex numbers — Zariski density can be verified by
topological methods: (T.4) is now equivariant for an action of 71 (Y), acting on the right
according to the monodromy representation. It is enough to verify that the image of 7
under the monodromy representation is sufficiently large. In the Mordell case, we show
that the monodromy action of 71(Y") extends to a certain mapping class group, and we
deduce large monodromy from the same assertion for the mapping class group (where we
can use Dehn twists). This monodromy argument is related to computations of Looijenga
[28]], Grunewald, Larsen, Lubotzky, and Malestein [19]], and Salter and Tshishiku [37].

If Y were not a curve, the argument above says only that the intersection of the image
of (I.3) and a Z(¢)-orbit is a proper K,-analytic subvariety of Y (K,). One wants to get
a proper Zariski-closed subvariety (for example, this permits one, in principle at least, to
make an inductive argument on the dimension, although we do not try to do so here.) We
obtain this only by appealing to a remarkable recent result of Bakker and Tsimerman, the



4 BRIAN LAWRENCE AND AKSHAY VENKATESH

Ax—Schanuel theorem for period mappings: this is a very powerful and general statement
about the transcendence of period mappings.

To summarize, we have outlined the strategy of the proof of (I.I). However, we have
omitted one crucial ingredient needed in this proof, and also a crucial ingredient needed to
get from (I.T)) to Mordell:

(a) Showing that the centralizer Z(¢) of ¢ is not too large, and
(b) Controlling in some a priori way the extent to which p, can fail to be semisimple.

We now discuss these issues in turn.

1.3. Problem (a): controlling the centralizer of ¢. As we have explained, we need a
method to ensure the centralizer of the crystalline Frobenius ¢ acting on the cohomology
of a fiber X, is not too large. For example, if K, = Q, so that ¢ is simply a Q,-linear
map, we must certainly rule out the possibility that ¢ is a scalar!

This issue, that ¢ might have too large a centralizer and thus the map

(1.5) y € Y(K,) — isomorphism class of p, ,,

might fail to have finite fibers, already occurs in the simplest possible example. When
analyzing the S-unit equation, it is natural to take Y = P! — {0,1,00} and X — Y to be
the Legendre family, so that X is the curve y?> = x(x — 1)(x — t). Unfortunately
fails: for t € Z,, if we write p; for the representation of the Galois group GGq, on the
(rational) Tate module of X, then p; belongs to only finitely many isomorphism classes
so long as the reduction ¢ € F, is not equal to 0 or 1.

Again we proceed in two different ways:

(i) In general, Frobenius is a semilinear operator on a vector space over an unramified
extension L., of Q,; semilinearity alone gives rise to a nontrivial bound (Lemma
on the size of its centralizer, which, in effect, becomes stronger as [L,, : Qp]
gets larger.

In the application to Mordell, it turns out that we can always put ourselves in a
situation where [L,, : Q] is rather large. This forces the Frobenius centralizer to
be small. We explain this at more length below.

(i) In the case of hypersurfaces, we do not have a way to enlarge the base field as in
(i). Our procedure is less satisfactory than in case (i), in that it gives much weaker
results:

We are of course able to choose the prime p, and we choose it (via Chebotarev)
so that the crystalline Frobenius at p has centralizer that is as small as possible.
To do this, we fix an auxiliary prime £, and first use the fact (from counting points
over extensions of F,,) that crystalline Frobenius at p has the same eigenvalues
as Frobenius on p acting on ¢-adic cohomology; thus it is enough to choose p
such that the latter operator has small centralizer. One can do this via Chebotarev,
given a lower bound on the image of the global Galois representation, and for this
we again use some p-adic Hodge theory (cf. [39]]). Another approach, by point-
counting, is outlined in Lemma|[I2.1]

Let us explain point (i) above by example. In our analysis of the S-unit equation in §4]
we replace the Legendre family instead by the family with fiber

X; = H {y* =x(x —1)(z — 2)},

22F =t
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for a suitable large integer k. In our situation, the corresponding map ¢ — [p;] will now
only have finite fibers, at least on residue disks where ¢ is not a square — an example of the
importance of enlarging K.

Said differently, we have replaced the Legendre family X 4L p— {0,1,00} with a
family with the following composite structure:

X' 5 P {0, gk, 00} — PL —{0,1,00)

where the second map is given by u — u?", and ¢’ is simply the restriction of the Legendre
family over P! — {0, yor, o0}. The composite defines a family over P! — {0, 1, 00} with
geometrically disconnected fibres, and this disconnectedness is, as we have just explained,
to our advantage.

It turns out that the families introduced by Parshin (see [31, Proposition 9]), in his
reduction of Mordell’s conjecture to Shafarevich’s conjecture, automatically have a similar
structure. That is to say, if Y is a smooth projective curve, Parshin’s families factorize as

XY =y,

where Y/ — Y is finite étale and X — Y is a relative curve.

There is in fact a lot of flexibility in this construction; in Parshin’s original construction
the covering Y’ — Y is obtained by pulling back multiplication by 2 on the Jacobian, and
as such each geometric fiber is a torsor under H*(Y%, uu2). We want to ensure that the
Galois action on each fiber of Y/ — Y has large image — with reference to the discussion
above, this is what allows us to ensure that the auxiliary field L,, is of large degree. We
use a variant where each fiber admits a G x-equivariant map to H'(Yy,Z/qZ) (for a
suitable auxiliary prime ¢). The Weil pairing alone implies that the Galois action on this is
nontrivial, and this (although very weak) is enough to run our argument.

1.4. Problem (b): how to handle the failure of semisimplicity. Let y € Y (K). The
local Galois representation p, |, ~can certainly be very far from semisimple, and thus we
cannot hope to use p-adic Hodge theory alone to constrain semisimplicity.

However, the Hodge weights of a global representation are highly constrained by purity
(Lemma[2.9). This means, for example, that any global subrepresentation W of p,, corre-
sponds, under p-adic Hodge theory, to a Frobenius-stable subspace War C Hjg (Xy @k
K, ) whose Hodge filtration is numerically constrained. Now (assuming we have arranged
that the Frobenius has small centralizer) there are not too many choices for a Frobenius-
stable subspace; on the other hand, the Hodge filtration varies as y varies p-adically.
Thus one can at least hope to show that such a “bad” Wyg exists only for finitely many
y € Y (K,). In this way we can hope to show that p, is simple for all but finitely many y.

The purity argument is also reminiscent of an argument at the torsion level in Faltings’s
proof (the use of Raynaud’s results on [15) p. 364]).

We use this argument both for Mordell’s conjecture and for hypersurfaces (although
for hypersurfaces we prove a much weaker result, just bounding from above the failure of
semisimplicity). The linear algebra involved is fairly straightforward for curves (see Claim
1 and its proof in Section [6) but becomes very unwieldy in the higher-dimensional case.
To handle it in a reasonably compact way we use some combinatorics related to reductive
groups (§TI). However this argument is not very efficient and presumably gives results
that are far from optimal.
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1.5. Effectivity; comparison with Chabauty—Kim and Faltings. Itis of interest to com-
pare our method with that of Chabauty, and the nonabelian generalizations thereof due to
Kim [24].

Let Y be a projective smooth curve over K with Jacobian J. Fix a finite place v. The
classical method of Chabauty proceeds by considering Y (K) as the intersection of global
points J(K) on the Jacobian and local points Y (K,) on the curve, inside J(K,,). If the
rank of J(K) is less than the K,-dimension of J (i.e. the genus of the curve) it is easy to
see this intersection is finite.

We can reinterpret this cohomologically. Let 7}, be the p-adic Tate module of J, where
p is a prime below v. There is a Kummer map J(K) ® Q, — H' (G, T,) and we obtain
a mapping

Y(K) — H'(Gg,T,) = Ext! (trivial, T},),

which, explicitly speaking, sends y € Y (K) to the extension between the trivial repre-
sentation and 7, realized by cohomology of the punctured curve HY (Y — {y,yo}) for a
suitable basepoint yy. By this discussion, and its local analogue, we get a diagram

(1.6) Y(K) J(K) 5 space of global Galois representations
Y (Ky) J(K) S space of local Galois representations.

(Here the global and local Galois representations are extensions of 7}, by the trivial repre-
sentation.) Kim generalizes this picture, replacing T, by deeper quotients of 71(Y"). The
idea of p-adic period mappings also plays a key role in his work, see [24} p. 360], [25| p.
93], [26} Proposition 1.4]. The key difficulty to be overcome is to obtain control over the
size of the space of global Galois representations (e.g. the rank of J(K)).

Our picture is very much the same: we have a map y — p, from Y (K) to global
Galois representations. In the story just described p, arises from the cohomology of an
open variety — the curve Y punctured at y and an auxiliary point. In the situation of our
paper, p, will arise from the cohomology of a smooth projective variety — a covering of Y’
branched only at y.

What does this gain? Our global Galois representations are now pure and (presumably)
semisimple. Therefore our space of global Galois representations should be extremely
small. On the other hand, what we lose is that the map .S,, is now no longer obviously
injective.

Kim has remarked to one of us (A.V.) that it would be of interest to consider com-
bining these methods in some way, in particular that one might replace the role of the
pro-unipotent completion of 71 (Y') in Kim’s analysis by a relative completion.

We expect that our method of proof can be made algorithmic in the same sense as
the method of Chabauty. For example, given a curve C' as above, one would be able to
“compute” a finite subset S C C'(K,) which contains C'(K); “compute” means that there
is an algorithm that will compute all the elements of S to a specified p-adic precision in a
finite time. However, the resulting method is completely impractical, as we now explain.

Firstly, our argument relies on Faltings’s finiteness lemma for Galois representations
(Lemma to give a finite list of possibilities for p’. We expect that Faltings’s proof can
easily be made algorithmic; but there may be very, very many such representations.

Secondly, we would need to explicitly compute the comparisons furnished by p-adic
Hodge theory. For a given local Galois representation p;°, we need to calculate to some
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finite precision the filtered ¢-module associated to it by the crystalline comparison isomor-
phism of p-adic Hodge theory. We expect that this should be possible, but we are not aware
of any known algorithm to achieve this.

To conclude let us compare our method to Faltings’s original proof. That proof gives
much more than ours does: it gives the full Shafarevich and Tate conjectures for abelian
varieties, as well as semisimplicity of the associated Galois representation. Our proof gives
none of these; it gives nothing about the Tate conjecture, and (at least without further effort)
it does not give the Shafarevich conjecture but only its restriction to a one-dimensional
subfamily of moduli of abelian varieties. Moreover, our proof is also in some sense more
elaborate, since it requires the use of tricks and delicate computations to avoid the various
complications that we have described. Its only real advantage in the Mordell case seems
to be that it is in principle algorithmic in the sense described above. In our view, the real
gain of the method is the ability to apply it to families of higher-dimensional varieties. Our
results about hypersurfaces are quite modest, but we regard them as a proof of concept for
this idea.

1.6. Structure of the paper. §2|contains notation and preliminaries.

We suggest the reader start with §3]and §4|to get a sense of the argument.

§B] sets up the general formalism and the structure of the argument. We relate Galois
representations to a p-adic period map using crystalline cohomology, and we connect the
p-adic period map to a complex period map and monodromy. The section ends with Propo-
sition [3.4] a preliminary form of our main result.

§4] gives a first application: a proof of the S-unit theorem, using a variant of the Le-
gendre family. This is much simpler than the proof of Mordell and can be considered a
“warm-up.”

§§5]—[§ give the proof of the Mordell conjecture. §5|describes the strategy of the proof:
we apply a certain refined version of Proposition formulated as Proposition to
a specific family of varieties that we call the Kodaira—Parshin family. §6]is the proof of
Proposition [5.3] In particular this is where we take advantage of “geometrically discon-
nected fibers”; the argument also deals with a technical issue relating to semisimplification.
In §7] we introduce the Kodaira-Parshin family and §8]is purely topological: it computes
the monodromy of the Kodaira—Parshin family.

§§0] - [12 study families of varieties of higher dimension. §9]introduces a recent tran-
scendence result of Bakker and Tsimerman which is needed to study families over a higher-
dimensional base. §I0]proves the main result, Proposition[T0.T} which shows that fibers of
good reduction lie in a Zariski-closed subset of the base. The argument however invokes a
“general position” result in linear algebra, Proposition whose proof takes up In
§12|we suggest an alternative argument, not used in the rest of the paper, to bound the size
of the Frobenius centralizer.
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2. NOTATION AND PREPARATORY RESULTS

We gather here some notation and some miscellaneous lemmas that we will use in the
text. We suggest that the reader refer to this section only as necessary when reading the
main text.

The following notation will be fixed throughout the paper.

K anumber field

K a fixed algebraic closure of K

G = Gal(K/K) the absolute Galois group

S a finite set of finite places of K containing all the archimedean places
Og the ring of S-integers

O = Og when S is understood

p a (rational) prime number such that no place of S lies above p
K, the completion of K at a prime w of O

K, afixed algebraic closure of K,

F,, the residue field at w

qw the cardinality of ',

F,, the residue field of K ,,, which is an algebraic closure of F',
O(w) the localization of O at w

By a Gk -set we mean a (discretely topologized) set with a continuous action of G .

For a variety X over a field E of characteristic zero, we denote by H}y(X/FE) the
de Rham cohomology of X — Spec(E). If E/ D FE is a field extension, we denote by
H},(X/E'") the de Rham cohomology of the base-change X g/, which is identified with
HdR(X/E) Qg E'.

For any scheme S, a family over S is an (arbitrary) S-scheme 7w : Y — S. A curve
over S is a family over S for which 7 is smooth and proper of relative dimension 1 and
each geometric fiber is connected. (Note that we will also make use of “open” curves, for
example in §4] but we will avoid using the word “curve” in that context.)

Let £/Q,, be a finite unramified extension of Q,, and ¢ the unique automorphism of £
inducing the p-th power map on the residue field. By ¢-module (over E) we will mean a
pair (V, ¢), with V' a finite-dimensional E-vector space and ¢ : V' — V a map semilinear
over . A filtered ¢-module will be a triple (V, ¢, F*V') such that (V, ¢) is a ¢-module and
(F'V), is a descending filtration on V. We demand that each F*V be an E-linear subspace
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of V but require no compatibility with ¢. Note that the filtered ¢-modules arising from
Galois representations via p-adic Hodge theory satisfy a further condition, admissibility,
but we will make no use of it in this paper (see [18, Exposé III, §4.4] and [18} Exposé III,
§5.3.3]).

2.1. Linear algebra.

Lemma 2.1. Suppose that 0 : E — FE is a field automorphism of finite order e, with fixed
field F. Let V be an E-vector space of dimension d, and ¢ : V — V a o-semilinear
automorphism. Define the centralizer Z(¢) of ¢ in the ring of E-linear endomorphisms of
V via

Z(¢) ={f:V — V an E-linear map, f¢ = of};

it is an F-vector space. Then
dimp Z(¢) = dimp Z(¢°),
where ¢¢ : V — V is now E-linear. In particular, dimr Z(¢) < (dimg V)2

Proof. Let Fbe an algebraic closure of ', and let X be the set of F-embeddings E' — F_
ThenV =V @p Fisa E @ F ~ F>-module, and splitting by idempotents of £ @ F
we get a decomposition

V=P,

TEYD

where V™ consists of o € V such that et = 7(e)o for all e € E. (Here the multiplication

et is for the E-module structure, and 7(e)v for the F-module structure, on V.) Moreover,

¢ extends to an F'-linear endomorphism ¢ of V; this endomorphism carries V7 to et
Fix 79 € X; then projection to the 7 factor induces an isomorphism

Z($) ~ centralizer of ¢~ on V7.

Now (VTO,EE) is obtained by base extension 75 : . — F from the E-linear map ¢¢ :
V' — V; in particular, the dimension of the centralizer on the right is the same as Z(¢°),
whence the result. O

2.2. Semisimplicity.

Lemma 2.2. Let H < G be a finite-index inclusion of groups, and let p : H — GL,,(F)
be a semisimple representation of the group H over the characteristic-zero field F. Then
the induction p© = Indgp is also semisimple.

Proof. This follows readily from the fact that a representation p of G is semisimple if and
only if its restriction to a finite-index normal subgroup G; < G is semisimple: take G to
be the intersection of conjugates of H.

For “if” one can promote a splitting from G, to G by averaging; for “only if” we
take an irreducible G-representation V, an irreducible G -subrepresentation W C V, and
note that G-translates of W must span V, exhibiting V|, as a quotient of a semisimple
module. (]
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2.3. Global Galois representations.

Lemma 2.3. (Faltings) Fix integers w,d > 0, and fix K and S as above. There are, up
to conjugation, only finitely many semisimple Galois representations p : Gx — GL4(Qp)
such that

(a) p is unramified outside S, and

(b) pis pure of weight w, i.e. for every prime p ¢ S the characteristic polynomial of
Frobenius at © has all roots algebraic, with complex absolute value qé,u/ 2,

(c) For @ as above the characteristic polynomial of Frobenius at o has integer coeffi-
cients.

Proof. This is a consequence of Hermite—Minkowski finiteness; see the proof of [[15| Satz
5], or [47,, V, Proposition 2.7]. (I
We want to explain how to adapt this proof to a reductive target group. First we recall
the notion of “semisimple” with general reductive target, and some allied notions.
Let K be a field of characteristic zero. First of all, recall that if G is a reductive algebraic
group over K and p : ' — G(K) is a representation of the group I, there are natural
notions of “irreducible” and “semisimple” adapted to G, as described by Serre [43] 3.2]:

the representation p is G-ir, or irreducible relative to G, if the image p(I")
is not contained in a proper parabolic subgroup P < G defined over K.

For example, if G is an orthogonal or symplectic group, this assertion amounts to saying
that there is no isotropic I'-invariant subspace. Next

the representation p is G-c.r., or completely reducible relative to G, if
for any parabolic subgroup P < G defined over K containing the im-
age p(I"), there exists a Levi factor L < P, defined over K, which also
contains this image.

We will also refer to G-c.r. as “semisimple” when the target group is clear. Letp : I' —
G(K) be an arbitrary representation. Let P be a K -parabolic subgroup that contains the
image of p and which is minimal for this property. Then the projection of p to a Levi factor
M C P is independent, up to G-conjugacy, of the choice of M see [43] Proposition 3.3].
This resulting representation is called the semisimplification of p, relative to the ambient
group G, and will be denoted by p*. The Zariski closure of this semisimplification is a
reductive group, at least for K in characteristic zero: see [43, Proposition 4.2]E]

Later on we will use the following observation:

Lemma 2.4. For any v € T, p*(~) and p(7) have the same semisimple part up to conju-
gacy.

Proof. Indeed, let P be as above, and factorize P = MU into a Levi factor M and U the
unipotent radical of P. We must prove that for p = mu € P(K), with m € M(K) and
u € U(K), the semisimple parts of p and m are conjugate within P. To prove this take
a commuting factorization p = p®p*, and similarly for m. By functoriality, m®® is the
image of p°°. We are reduced to the case of m and p semisimple:

2.1 a semisimple element p = mu in P(K) is P(K)-conjugate to m,
and clearly it is enough to be able to conjugate p into M.

I §4 of [43]] the assumption is stated that K is algebraically closed, but this is not used in the proof of
Proposition 4.2. Alternately [3] Theorem 5.8] can be used to pass from K to K.
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The element p is contained in some maximal torus 7" ([7, 10.6,11.10]) which is con-
tained in a Levi subgroup of P. However all Levi subgroups are conjugate under U (K) [[7,
Proposition 20.5] we may therefore conjugate p into M as desired. (]

In passing we also record:

Lemma 2.5. Suppose P = MU is a parabolic subgroup of the reductive K-group G.
Let S < P be a K-torus, then S is conjugate under U (K) to its projection to M.
In particular, x : G,, — P be a character; then x is conjugate, under P(K), to its
projection to M.

Proof. We may assume that S is a maximal torus, and then the claim follows from the
argument above. U
Faltings’ finiteness theorem continues to apply in this context:

Lemma 2.6. Let G C GL,, be a reductive group, K a number field, S a finite set of places.
Consider all representations
p:Gx — G(Q,)

which, when considered as representations into GL,,(Qp), satisfy conditions (a), (b), (c)
of Lemma (i.e. S-unramified, pure of weight w, integral).

Then there are only finitely many possibilities for the G(Q,)-conjugacy class of p*.

Indeed, there are only finitely many possibilities up to G(Q,)-conjugacy for pairs
(Q,p : Gq — Lg(Qyp)) where Q is a Qp-parabolic subgroup with Levi quotient L,
the image of p is irreducible in L, and p again satisfies the conditions of Lemma

Proof. Note first that for such p, the G-semisimplification p* is also semisimple consid-
ered as a representation with target GL,, (since its Zariski closure is reductive, as noted
above).

By Lemma [2.3]is enough to check that, for any fixed such py, there are only finitely
many G(Qj)-orbits on the set of GL,,(Q,)-conjugates of p§° with image in G. Let L
be the Zariski closure of the image of pg’. It is a reductive Q,-subgroup of G. Then for
g € GL,,(Q,) the image of Ad(g)po belongs to G if, and only if, Ad(¢g)L C G. In other
words, it is enough to verify that the set

{g € GL,(Q,) : Ad(g)L C G}

consists of finitely many double cosets under (G(Q,),L(Q,)), or equivalently finitely
many G(Q,)-orbits.

We may replace L by its connected component, and then it is enough to verify this
assertion at the level of Lie algebras, i.e. to prove the same assertion for the set

{9 € GL,(Qp) : Ad(g)l C g}

According to Richardson’s theorem [35, Theorem 7.1] this forms finitely many G orbits
over the algebraic closure Q7p The result then follows from finiteness of the Galois coho-
mology H'(Q,, S) for any linear algebraic group S ([42, III §4, Theorem 4]).

To see the validity of the refinement, note that there are finitely many conjugacy classes
of parabolic subgroups P defined over Q,,, and for each such P there are — by what we just
proved, applied to a Levi factor — only finitely many P(Q,,)-conjugacy classes of (pure of
weight w, unramified outside S) irreducible representations G — Lp(Q,). O

2.4. Friendly places. For our later applications it is convenient to have available a class
of “friendly” places of a number field K at which the local behavior of homomorphisms
Gr — Qj is particularly simple. (Actually, in our applications, it would be enough to do
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this for K = Q, for which everything is quite straightforward, and to always use Lemma
[2.10|with K = Q. However, it makes our arguments a little easier to write to have friendly
places available for a general number field K).

First we recall some structural theory [41, 11.3.3]. Let C C Gq = Gal(Q/Q) be
the conjugacy class of complex conjugation, and let Ht = (C), the normal subgroup
generated by C; there is a unique nontrivial homomorphism H* — {+1} and we let H be
its kernel. A subfield K C Q is totally real if and only if it is fixed by H ™. It is CM if and
only if it is fixed by H but not H ™.

For an arbitrary number field K C Q let E and E* be, respectively, the subfields of
K defined by fixed fields of G - H and G - H™T, respectively (where G i is the Galois
group of Q over K). Then E is the largest totally real subfield of K, and either ET = E
is totally real, or E is CM and is the largest CM subfield of K.

Definition 2.7. (Friendly places). Let K be a number field.

o If K has a CM subfield, then let E be its maximal CM subfield and E™ the maximal
totally real subfield of E. In this case, we say that a place v of K is friendly if it is
unramified over Q, and it lies above a place of ET that is inert in E.

o [f K has no CM subfield, any place v of K which is unramified over Q will be
understood to be friendly.

Clearly, infinitely many friendly places exist; however, if K has a CM subfield, they
have Dirichlet density 0.

Consider, now, a continuous character 1 : Gal(K/K) — Q, ramified at only finitely
many places; by class field theory it corresponds to a homomorphism A% /K* — Q.
In particular, its restriction to places above p gives rise to a homomorphism 7, : (K ®
Qp)* — Qj. As usual, we say this is locally algebraic if it agrees, in a neighbourhood of
the identity, with the Q,-points of an algebraic homomorphism Res(xgq,)/q, Gm —
G, of Qp-algebraic groups, cf. [41, Chapter III]. This condition is implied by being
Hodge-Tate at primes above p, by a theorem of Tate [41, Chapter III, Appendix]. More-
over, since 1) is finitely ramified, it follows that 1), is trivial on a finite-index subgroup of
the units O}, embedded into (K ® Q,)*.

For such 7, we say that 7 is pure of weight w when it satisfies the condition explained
in Lemma[2.3]

Lemma 2.8. Let v be any friendly place of K, lying above the prime p of Q. For any
continuous character ) : Gal(K /K) — QF, ramified at only finitely many places, pure
of weight w, and locally algebraic at each prime above p, one has

2
where x has finite order. In particular, w is even and the Hodge—Tate weight of 0 at the
place v equals w /2.

_ w
Kr=X" NormKU/Qp,

In other words, the restriction of globally pure characters to friendly places is of a
standard form. Note that if the coefficients are enlarged from Q;‘, to Q;‘)?, the statement
above is no longer true; an example is given by the idele class character associated to a CM
elliptic curve.

The proof of this result is routine. The key point is due to Artin and Weil: an algebraic
Hecke character factors through the norm map to the maximal CM subfield.

Proof. Being locally algebraic, 7) gives rise to an algebraic character of Res g /q G, which
is trivial on a finite-index subgroup of O*. Said differently, we obtain a Q,,-rational char-
acter S — G, of the Serre torus S; we will denote this also by 7. (Note that 7 is forced
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to be Q,,-rational since it carries S(Q,,) into Q). Here S is the quotient of Resx/q G
by the Zariski closure of (a sufficiently deep finite-index subgroup of) the units. Because
of the purity assertion, if A\ € K* is a unit at all ramified primes for 7, then n(\) is an
algebraic number all of whose conjugates have absolute value Ny /Q(/\)“’/ 2,

The structure of this torus was in effect computed by Weil [45]], and in detail by Serre:
If K admits no CM subfield, then the norm map S — G,, is in fact an isogeny. So 7 is
(up to finite order) the norm raised to the power w /2. The result follows.

Thus we suppose that K has a CM subfield; now let £ be the largest CM subfield of K,
and let E be the totally real subfield of E. Then the norm map S — S is an isogeny;
in other words, a suitable power n” factors through the norm from K to E. Therefore it
is enough to prove the Lemma for K = E, replacing v by the place of E below it. In
particular, by definition, v lies above an inert prime of E/E™.

Now there is a norm map Sp — G,,. Write = — Z for the complex conjugation on
E. The map z — z/Z, from E* to E*, is trivial on a finite-index subgroup of the units,
and its image consists entirely of elements whose norm (to E1) equals 1. Indeed for any
Q-algebra R the rule « — z/Z defines amap (F ® R)* — (E ® R)*, corresponding to a
unique map of Q-algebraic groups

0:Sg — (Resp/qGm)’

where the superscript 1 denotes the kernel of the norm to E. Together with the norm map
this gives an isogeny Sg — G, X (Resg/q G,,)!. Raising the character 7 to a suitable
power we can suppose that it factors through the right-hand side; twisting it by a power of
the cyclotomic character, we can arrange that it is trivial on the G,,, factor.

In other words, we are reduced to checking the case where 7 factors through 6. Now
the weights of  — 7(x) and z — 7n(Z) coincide, but their product is trivial; so the weight
of 7 is zero. Also 7 is trivial on E: consider

1

E;C(E®Q,)" —»S(Q) > (EeqQ) =[]

wlp

The image of E is contained inside {y € E} : yy = 1}; this is contained in a Q,-
anisotropic subtorus of (Res ;g Gy )'. Therefore, any Q,,-rational character of (Resg /G )’
is trivial upon pullback to E7. This is exactly what we wanted to prove (since, as we just
saw, once 7 factors through 6 its weight is zero). (]

2.5. Reducibility of global Galois representations. We now give some lemmas which
limit the reducibility of a global pure Galois representation. The mechanism is as fol-
lows: purity passes to subrepresentations, and then leads to restrictions on the sub-Hodge
structure.

For a decreasing filtration F'*V on a vector space V (with F°V = V') we define the
weight of the filtration to be

. >_pso pdimegr? (V)

(2.2) weight (V) = =2 T ,
where gr? (V) = FP(V)/FPT1(V) is the associated graded. EI For the other p-adic Hodge
theory terms that appear in the following result, see [8, §6] or [18, Expose III].

%Here and in Section the symbol p is used abusively to refer to the indexing on a Hodge filtration. We
hope this will not cause confusion.



14 BRIAN LAWRENCE AND AKSHAY VENKATESH

Lemma 2.9. Let K be a number field and v a friendly place. Let V be a Galois represen-
tation of G g on a Qy-vector space which is crystalline at all primes above p, and pure of
weight w.

Let Var = (V ®q, BcriS)GKu be the ﬁltereaﬂ K,-vector space that is associated to
plk, by the p-adic Hodge theory functor D of [18} Expose III].

Then the weight of the Hodge filtration on Vg equals w /2.

Proof. Apply Lemma 2.8|to det(V). O

Lemma 2.10. Let K be a number field, and L O K a finite extension. Let p : G —
GL,,(Qp) be a representation of G, that is crystalline at all primes above p, and pure of
weight w; let a, (p) be the weight of the associated Hodge filtration at each such prime u.
Then, for any friendly prime v of K above p,

Z[Lu  Kylay(p) = [L 1 K]

ulv

w

2

Proof. We apply Lemmato Indgf p and to the place v. Applying the functor of p-adic
Hodge theory to its restriction to K,,, we obtain

(Ind%p ®qQ, Bar)“5v ~ @(p ®q, Bar)“"e
ulv

Zu\v[LuiKv]au )

(considered now as a filtered K,-vector space), and its weight is therefore K]

2.6. The affine group Aff(q). Let ¢ > 3 be a prime number and let Sym(F,) be the
symmetric group on the ¢ elements of F,,. Let Aff(¢) C Sym(F,,) be the subgroup con-
sisting of permutations of Fy of the form = — ax + b where a € Fj and b € F,. Thuﬂ
Aff(q) = (F,)" x (F,)*; this group has important applications in the theory of qualifying
examinations. We shall make extensive use of it as a Galois group for certain auxiliary
coverings of curves.

Lemma 2.11. For any s > 1 consider the map f : Aff(q)** — F} given by

frg=(91.91, . 9s,95) = g1, 94] - [g2, 98] - -+~ (95 2]
(here [x,y] is the commutator xyx~'y~'). The image of the map
S %1258
(2.3) {g € Aff(q)** : f(g) # 0, g generates Aff(q)} — [F;]

(sending each g; to its image in the abelian quotient ¥') consists precisely of those (2s)-
tuples in ¥y whose entries generate ¥. The fiber above any point in the image has the
same size.

Proof. Note that, for such a fiber to be nonempty, the elementy = (y1, 4%, -..,¥s,y.) of
the target must have the property that the y; and y; generate F7. In this case, any preimage
g € Aff(q)?* with the property that f(g) # 0 necessarily generates Aff(q). The fiber of
Aff(q)?® above y is (in obvious coordinates) an affine space over F,, and the map f is a
nontrivial affine-linear map; each fiber thus has size ¢**~!(g — 1). (]

3Here, and in other contexts, we will write Vqr even though we are using the crystalline functor, because in
our applications it will be helpful to think of it in terms of de Rham cohomology.
4We use Fq7L to denote the additive group F.
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2.7. Symplectic groups. Let K be a field of characteristic zero. As usual if V' is a sym-
plectic space over a field K, with nondegenerate alternating bilinear form (—, —), we write
Sp(V') for the algebraic group of automorphisms of V' preserving the bilinear form.

The following statement is an algebraic version of Goursat’s lemma (cf. [34, Lemma
5.2.1]). One uses the fact that the Lie algebra spy, of Sp(V) is simple, and that all the
automorphisms of spy, are inner.

Lemma 2.12. Suppose G is an algebraic subgroup of Sp(V)", satisfying the following
conditions.

e For1 < i < N, the projection 7; : G — Sp(V') onto the i-th factor is surjective.
o Forl <i,j < N, there exists g € G such that m;(g) and 7;(g) are unipotent with
fixed spaces of different dimensions.

Then G is all of Sp(V)™.

Any unipotent element of Sp(V') whose fixed space has codimension 1 is of the form
(2.4) T, :x— x+r{v,z)v
for some v € V,r € K. We call T/ a transvection with center v, and write 7T, for T'}.

Lemma 2.13. Let V' be a symplectic space over Q. Suppose vi,vs € V are linearly
independent and satisfy

(v1,v2) # 0.

The Zariski closure of the subgroup generated by T, , T, also contains T, for every v €
Span(vy,vs).

Proof. The subgroup in question preserves the splitting V' = (v1,v2) @ (v1,v2)", and so
we reduce to the case that V' is 2-dimensional. The statement then amounts to the fact that
SL(2) is generated, as an algebraic group, by upper and lower triangular matrices. (]

Lemma 2.14. Let V be a symplectic space over Q. Let S be a set of vectors v € V.
Make a graph whose set of vertices are S, having an edge between v and vy if and only if
(v1,v2) # 0. If this graph is connected, then the Zariski closure of the group generated by
the transvections T,, for v € S, contains Ty, for any w in the span of S.

Proof. We can assume S is finite, and then use induction on | S|, using Lemma[2.13|for the
inductive step.

In detail: Suppose S = Sy U {v}, with the graph on Sy connected. By inductive
hypothesis we obtain all transvections centered at vectors in W := span(Sp). It is enough
to verify that the Zariski closure in question contains the transvection 7, for each vector
x of the form w + v (w € W); this is so when (w,v) # 0 by the prior Lemma. The
condition (w, v) # 0 defines a Zariski-dense subset of W and so we also get the remaining
transvections T, when (w, v) = 0 in the Zariski closure of them. g

3. FIBERS WITH GOOD REDUCTION IN A FAMILY

In this section we give a general criterion (Proposition [3.4) which controls, in a given
family of smooth proper varieties, the collection of fibers that have good reduction outside
a fixed set of primes. The Proposition simply translates (using p-adic Hodge theory) the
finiteness statement of Lemma [2.3]into a restriction on the image of the period map.
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3.1. Basic notation. We use notation K, O, O(,, S, G, F., as in

Let Y be a smooth K-variety, and 7 : X — Y a proper smooth morphism.

Suppose that this admits a good model over O, i.e. it extends to a proper smooth mor-
phism 7 : X — Y of smooth O-schemes. Suppose, moreover, that all the cohomology
sheaves Rqﬂ'*Qi Jy are sheaves of locally free Oy -modules, and that the same is true
of the relative de Rham cohomology 7777 = R, 15 /v There is no harm in these as-
sumptions, because the sheaves in question are coherent Oy -modules which are free over
the generic point of O [11, Theorem 5.5]; so the assumptions can always be achieved by
possibly enlarging the set .S of primes.

The generic fiber of 579 is equipped with the Gauss—Manin connection (by [23] The-
orem 1]) and, again by enlarging S if necessary, we may suppose that this extends to a
morphism

3.1) A= HTD Q0.

For any y € Y (K), we shall denote by X, = 7 !(y) the fiber of m above y; it is
a smooth proper variety over K. Our goal in this section is to bound Y(O). We will
do this by studying the p-adic properties of the Galois representation attached to X, for
y € Y(O) — Y(K). Fixing a degree ¢ > 0, we denote by p, the representation of the
Galois group G i on the étale cohomology group of (X)) z:

(3.2) py: Gx — Aut HL (X, xk K, Q).
Fix an archimedean place ¢+ : K — C, and fix a finite place v : K — K, satisfying:

e if p is the rational prime below v, then p > 2, and
e [, is unramified over Q,, and
e no prime above p lies in S.

Fix yo € Y(O). In what follows, we will analyze the set
(3.3) U:={y e Y(O):y=yomodulo v.}

and give criteria for the finiteness of U in terms of the associated period map. Clearly if U
is finite for each choice of g, then Y(O) is finite too.
Finally, we put
Xo=m""(yo)
to be the fiber above yq.

3.2. The cohomology at the basepoint y,. For any K -variety Z, we shall denote by Z¢
its base change to C via ¢, and by Z its base change to K, via v.
Let

(3.4) V = Hy(Xo/K).

Let d = dimg V. We will also denote by V,, and V¢ the K- and C-vector spaces obtained
by @k Ky or ®k,,)C. Then V¢ is naturally identified with the de Rham cohomology of
the variety X c, which is also (by the comparison theorem) identified with the singular
cohomology of X ¢ with complex coefficients:

Vc ~ Hq (X()’C7C).

sing
In particular, monodromy defines a representation p : m (Yo (C),y0) — GL(Vc),
whose Zariski closure we denote by I':

(3.5) I' = Zariski closure of image(u),
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an algebraic subgroup of GL(V). Note that both Vi and T’ depend on the choice of
archimedean place ¢, although this dependence is suppressed in our notation.

3.3. The Gauss-Manin connection. The connection allows us to identify the co-
homology of nearby fibers. This is true both for the K, and C topologies. However, as
we now discuss, both identifications can be described as the evaluation of a single power
series with K coefficients, which is convergent both for the K, and C topology.

Specifically, if we fix a local basis {vy,...,v,} for #°? in a neighborhood of some
point of the scheme ), and write Vu; = > j A;jvj, where A;; are sections of Q%,, then a
local section ) f;v; is flat exactly when it solves the equation

(3.6) d(fi) = — Z Ajif;-
J

In particular, if yo € Y(QO) and the place v is as before, let gy € Y (F',) be the reduction,
and choose a system of parameters p, 21, . . . , 2m € Oy 37 for the local ring of Y at 3jy; we
may do this so that (21,...,2,) generate the kernel of the morphism Oy zz — O,

corresponding to 3. The completed local ring (53;_,3,—0 at o is therefore identified with
Oy|[21, .., Zm]], and the image of Oy z7 in it is contained in O(y)[[21, . - ., 2m]]-

Fix a basis {71,...,0,} for 59 at 75, which we assume to be compatible with the
Hodge filtration, i.e. each step of the Hodge filtration F'*.7#’7 at 77 is spanned by a subset
of {;}. Then by lifting we obtain a similar basis {vy, ..., v, } for 77 over the local ring
Oy 35 of )V at p. With respect to such a basis v;, the coefficients A;; of are of the
form A;; = Z;nzl aijkdzi, where a;;, € Oy 5. In particular, the coefficients of a;; ,
considered as formal power series in the z;, lie in O(U).

We may write down a formal solution to (3.6), where the f; are given by formal power
series in K[[z1,...,%y]]. By direct computation we see that these are v-adically abso-
lutely convergent for |z;|, < |p\11,/ (p—1) (where p is the residue characteristic of @,,) and
t-adically absolutely convergent for sufficiently small |z;|c.

By assumption, we have p > 2, and v is unramified above p. Thus we obtain an
identification

3.7 GM : HIp (X, /K,) = Hiz (X,/K,)
whenever y € Y(0O,,) satisfies y = yo modulo v, and
(3.8) GM : Hi; (Xy,,c/C) = Hi: (X,.c/C),

when y € Yc(C) is sufficiently close to yo. In the coordinates of the basis v; fixed above,
GM is given by an r X r matrix with entries

Az—j(zl,...,zm) S O(U)[[zl,...,zm]],

convergent in the regions noted above.
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The fiber over the O-point yy of ) gives a smooth proper O-model X; for X,. For
y € Y(O,) with y = yo modulo v, we have a commutative diagram
(3.9) Vo = Hip (X, /Ky)
GM H!?

cris
/

Hig(Xy/Ky)

(YO) ®OU Kv-

where GM denotes the map induced by the Gauss—Manin connection, HZ . is the crys-
talline cohomology of X (as a reference for crystalline cohomology, see [3. [6]), the diag-
onal arrows are the canonical identification [6, Corollary 7.4] of crystalline cohomology
with the de Rham cohomology of a lift, and the commutativity of the diagram can be
deduced from the results of [Sl Chapter V] (see Proposition 3.6.4 and prior discussion).

This crystalline cohomology V,, = Hjip (X/K) is equipped with a Frobenius operator
(bv : Vv — ‘/;)a

which is semilinear with respect to the Frobenius on the unramified extension K, /Q,. By
the isomorphisms of (3.9), this ¢,, acts on Hiy (X,/K,) and Hip (X,,/K,) as well, ina
manner compatible with the map GM.

3.4. The period mappings in a neighbourhood of y. Now V' = HJ (X,/K) is equipped
with a Hodge filtration:

(3.10) V=FVoFV>..

Let H be the K -variety parameterizing flags in V' with the same dimensional data as (3.10),
and let hy € H(K) be the point corresponding to the Hodge filtration on V.

Base changing by means of v and ¢, we get a K, -variety H, and a C-variety Hc. We
denote by hf, € Hc(C) the image of hy.

Let ¢ be a contractible analytic neighbourhood of yy € Y&". The Gauss-Manin
connection defines an isomorphism Hgg(X;/C) ~ Hgr(Xo/C) for each t € Q¢. In
particular, the Hodge structure on the cohomology of X defines a point of Hc(C); this
gives rise to the complex period map

(I>C : QC — Hc(C)

Indeed, ®¢ extends to a map from the universal cover of Y&" to Hc(C) and this map is
equivariant for the monodromy action of 71 (Y&", yo) on Hc(C). We conclude that the
image of the period map can be bounded below by monodromy.

Lemma 3.1. Suppose given a family X — Y, and take notation as above; in particular, T
is the Zariski closure of monodromy, and hiy = ®c(yo). Then we have the containment

(3.11) T - h{, C the Zariski closure of ®c(Qc) inside Hc.

Proof. The preimage @alZ of anzjlgebraic subvariety Z C Hc, Xv\thh Z D ®c(Qc), is

a complex-analytic subvariety of Y3" containing 2 and thus all of Y3"; therefore
m(Ye,yo) -hy C Z

and then Z contains the Zariski closure of the right hand side, which is I" - hg,. O
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We need a v-adic analogue. Again, if y € Y(0O,) satisfies y = yo modulo v, the Gauss—
Manin connection (3.9) allows one to identify the Hodge filtration on Hj, (X, /K,) witha
filtration on V,,, and thus with a point of H (K, ). This gives rise to a K, -analytic function

o, : Q, — H(K,), where Q, = {y € Y(O,) : y = yo modulo v}.

The following simple Lemma plays a crucial role. It allows us to analyze the Zariski
closure of the p-adic period map in terms of the Zariski closure of the complex period map;
for the latter we can use monodromy.

Lemma 3.2. Suppose given power series By, ..., By € K|[[z1,. .., 2m]] such that all B;
are absolutely convergent, with no common zero, both in the v-adic and complex disks

Uy ={z:|2ilv < €} and Uc = {z : |zi|c < €}.

Write
B,:U, - P}

B :Uc — PY

for the corresponding maps.

Then there exists a K -subscheme Z C PN whose base extension to K, (respectively C)
gives the Zariski closure of Bo(Ug) C PY (respectively B, (U,) C P%v ). In particular
these Zariski closures have the same dimension.

Proof. We take I the ideal of Z to be that generated by all homogeneous polynomials
Q € K|z, ...,xn] such that Q(By, ..., By) is identically zero.

To verify the claim (for K,; the proof for C is identical) we just need to verify that
if a homogeneous polynomial @, € K,[zo,...,xn]| vanishes on B, (U,) then Q, lies
in the K,-span of I. But if @, vanishes on B, (U,) then Q,(By,...,By) = 0 in
K,[[z1,.--,2m]]- The identical vanishing of Q,(By,...,By) is an infinite system of
linear equations on the coefficients of @, with coefficients in K. Any K, -solution of such
a linear system is, of course, a K,-linear combination of K -solutions. O

By embedding  into a projective space PV, and applying the prior two Lemmas, we
deduce:

Lemma 3.3. The dimension of the Zariski closure (in the K,-variety H,) of P, () is
at least the (complex) dimension of I" - h{.

In particular, if H>*d C H, is a Zariski-closed subset of dimension less than dimg (T -
hY), then &1 (HP2) is contained in a proper K,-analytic subset of Q0,,, by which we mean
a subset cut out by v-adic power series converging absolutely on S,,.

One can do better than this using the results of Bakker and Tsimerman, replacing
“proper K,-analytic” by “Zariski-closed.” See §9] We do not need this improvement
for the applications to Mordell.

3.5. Hodge structures. We use p-adic Hodge theory to relate Galois representations to
crystalline cohomology. A good reference is [8] or [18].

For each y € U the representation p,, (see (3.2)) is crystalline upon restriction to K,
because of the existence of the model X, for X,. By p-adic Hodge theory, there is [8,
Proposition 9.1.9] a fully faithful embedding of categories:

(3.12) crystalline representations of Galg, on Q,, vector spaces — FL,
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where the objects of FL are triples (W, ¢, F') of a K,-vector space W, a Frobenius-
semilinear automorphism ¢ : W — W, and a descending filtration F' of W. The mor-
phisms in the category F £ are morphisms of K, -vector spaces that respect ¢ and filtrations
[[18, Expose III, §4.3].

By the crystalline comparison theorem of Faltings [[16], the embedding (3:12) carries
py to the triple (H{s(X,/K,), ¢, Hodge filtration for X,). But induces an iso-
morphism in FL:

(HgR(Xy/Kv), ¢y, Hodge filtration for X)) ~ (V,,, v, @4 (v)),

As a sample result of what we can now show, we give the following. We will use the
method of proof again and again, so it seems useful to present it in the current simple
context.

Proposition 3.4. Notation as above: in particular X — Y is a smooth proper family over
K, V is the degree q de Rham cohomology of a given fiber X above yy € Y(K), H a
space of flags in'V,

D, {y € V(0y) :y =yo} — H(K,)

is the v-adic period mapping, T' C GL(V) is the Zariski closure of the monodromy group,
and ho = ®(yo) is the image of yo under the period mapping.
Suppose that

(3.13) dimp, (Z(quK“:QP])) < dimg T - A}

where the left-hand side Z(. .. ) denotes the centralizer, in Autg, (Vy,), of the K,-linear
operator (;SE,K Ql,

Then the set
(3.14) {y € Y(O) : y = yo modulo v, p, semisimple}
is contained in a proper K ,-analytic subvariety of the residue disk of Y (K,) at yq.

Proof. For any y as in the Galois representation p, belongs to a finite set of iso-
morphism classes (Lemma|[2.3). By our previous discussion the triple (V,, ¢, ®,(y)) also
belongs to a finite set of isomorphism classes (now in the category FL). Choosing repre-
sentatives (V,,, ¢, h;) for these isomorphism classes, we must have

‘I%(y) € UZ(¢1;) - hy,

where Z(¢,,) is the subgroup of elements in GL, (V,,) which commute with ¢,,.

Now certainly Z(¢,) C Z( LK“:QP]), and the right-hand side is now the K, -points of
a K,-algebraic subgroup of GLg, (V). Therefore, any y as in (3.14) is contained in the
preimage, under ®,,, of a proper Zariski-closed subset of H,, with dimension the left hand
side of (3.13). This is obviously a K ,-analytic subvariety as asserted. It is proper because
of Lemma[3.3 O

In conclusion we note that we really have bounded Y(O) rather than the set of y €
Y (K) for which the abstract Galois representation p, has good reduction outside S. To
bound the latter set, we would have to deal with the possibility that such y would be non-
integral at .S; this would require a more detailed analysis “at infinity” and we have not
attempted it.
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4. THE S-UNIT EQUATION

As a first application, and a warm-up to the more complicated case of curves of higher
genus, we will show finiteness of the set of solutions to the S-unit equation. This argu-
ment is not logically necessary for the later proofs but we hope it will serve as a useful
introduction to them.

Theorem 4.1. The set
U={te0;:1-te 0%}

is finite.

4.1. Reductions. We begin with some elementary reductions.

We may freely enlarge both S and K. Thus, we may suppose that S contains all primes
above 2 and that K contains the 8th roots of unity. Let m be the largest power of 2 dividing
the order of the group of roots of unity in K. By assumption m > 8.

First of all, it suffices to prove finiteness of the set

Uy={tecOL:1—te0ht¢ (K",

because U C Uy UUZ U UL U --- U U™, To see this, we take ¢ € U and try to repeatedly
extract its square root; observe that such a square root, if in K, also belongs to U. If we
cannot extract an mth root of ¢, we are done; otherwise, write ¢ = ¢7* and adjust ¢; by a
primitive mth root of unity to ensure that ¢; is nonsquare.

Suppose that t € U;. Since ¢ is a nonsquare and p,,, C K the order of ¢ in the group
(K*)/(K*)™ is exactly m. Otherwise there is some proper divisor £ > 1 of m, and an
element ¢ € K*, such that t* = o™, ie. t € a™/ kUk, contradicting the fact that ¢ is
nonsquare.

Fixing t1/™ an mith root of ¢ in K, the field K (tl/ ™) is Galois over K, and Kummer

theory guarantees that its Galois group is Z/mZ. There are (Hermite—Minkowski) only

finitely many possibilities for K (tl/ ™). Enumerate them; call them Ly, ..., L,., say. Each
L; is a cyclic degree-m extension of K, and it is sufficient to prove finiteness of the set
(4.1) Uy ={teU, K(t/™) ~L}.

for a fixed field L € {L1,..., L, }; here we understand K (t'/™) = K[z]/(z™ — t).
Fix an L as above. L is cyclic of degree m over K. Choose a prime v of K such that:

(i) the class of Frobenius at v generates Gal(L/K);
(ii) the prime p of Q below v is unramified in K.
(iii) no prime of S lies above p.

In particular, v is inert in L/ K; thus, if t € U 1,z then ¢ is not a square in K, for otherwise
L ek K, ~ K,[z]/(z™ — t) would not be not a field.
In summary, it is enough to prove the following lemma.

Lemma 4.2. Suppose K contains the 8th roots of unity, and S contains all primes above
2. Fix a cyclic field extension L/ K, a place v € S as above, and a basepoint to € Og. Let
Ui 1 be as above. Then the set

(4.2) {t e Uy 1, : t = to modulo v}
is finite.

The proof of this Lemma will occupy the rest of the section. Throughout the proof, p is
the prime of QQ below v, and “Tate module” always refers to p-adic Tate module.
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4.2. A variant of the Legendre family. As discussed in the Introduction, we apply Propo-
sition not to the Legendre family, but to a modification of it: Let Y = P}, — {0,1, 00}
(where 0,1, 00 denote the corresponding sections over Spec @) and let V' = P}g —
{0, i, co};letw: Y — Y be the map u — u™

Let X — )’ be the Legendre family, so that its fiber over ¢ is the curve y? = x(x —
1)(x — t); and consider the composite

X —y -5
We will apply our prior results to the family X — ); also, as before, we denote by X
and Y the fibers of X’ and ) over Spec(K). Thus the geometric fiber X; of X — Y over

t € Y(K) is the disjoint union of the curves y? = x(z — 1)(x — t'/™) over all mth roots
of £.

4.3. Proof of Finiteness. Assume for the moment the following two Lemmas; they will
be proved in §4.4]

Lemma 4.3 (Big monodromy). Consider the family of curves over C — {0, 1} whose fiber
overt € C is the union of the elliptic curves E,, : y*> = x(x —1)(z — 2), over all m" roots
2™ = t. Then the action of monodromy

4.3) 71 (C —{0,1},t9) — Aut < @ Hp EmQ)

Z"L to
has Zariski closure containing ], SL(HE(E,, Q)).

Lemma 4.4 (Generic simplicity). Let L be a number field and p a rational prime, larger
than 2, and unramified in L. There are only finitely many z € L such that z,1 — z are
both p-units, but for which the Galois representation of G, on the Tate module T,(E,) =
HY(E, 1,Qp) of the elliptic curve

E.:y* =x(x—1)(z - 2),
fails to be simple.

Of course much stronger results than Lemma [4.4] are known. The point here is that
we prove this in a “soft” fashion, using the Torelli theorem as a substitute for more so-
phisticated arguments; although we use the specific feature of Hodge weights 0 and 1, the
argument is robust enough to generalize (although with a little added complexity, see e.g.

Lemmal6.3)).

Proof of Lemma.2| assuming LemmasH{-.3|and[#.4] This argument is similar to the proof
of Proposition [3.4] with added complication coming from the interaction of the fields K
and L. Recall that we have fixed ¢y € U;,7, and we must verify the finiteness of the set of
te U1 L witht = Ifo modulo v.

By Lemmas [4.4] and 2.3] it is enough to verify the finiteness of the subset of such ¢
where the pair ( (™), p|G K(11/m)) lies in a fixed isomorphism class; in particular
(K, (t™), py |Gk, (11/m)) lies in a fixed isomorphism class.

Under the correspondence of p-adic Hodge theory, p; restricted to Kv(tl/ ™) corre-
sponds to the filtered ¢-module

(4.4) (Hig(Xt,x,/Ky) as K, (t'/™)-module, Frobenius, filtration) ,

where we equip H g (Xt ,/K,) with the structure of 2-dimensional vector space over
K, (t'/™) that arises from the scheme structure of X, over K (t'/™).
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Let us clarify this vector space structure over K, (t'/™), which is crucial to our ar-
gument. Although a priori a K-scheme, the factorization X — Y’ — Y induces on
X, the structure of K (t!/™)-scheme, i.e. arising from the morphism X, — (Y'); ~
SpecK (t'/™). Now the de Rham cohomology of X; is the same whether we consider
it as a K (t'/™)-variety or as a K -variety. If we consider it as K -variety, we can recover
its structure of K (tl/ ™)-vector space by means of the natural map

K(t™) = Hig (Y /K) = Hip(X:/K).

The same picture works with K replaced by K, everywhere.

(Similarly, there are two natural interpretations for “Frobenius” in (@.4), but they are
equivalent: As just explained, we can consider the space H 5 as the de Rham cohomology
of either a K, (t'/™)-scheme, or of the associated K,-scheme obtained simply by restrict-
ing the scalars. Both of these schemes have evident integral models, over O, [z]/(x™ — t)
and O, respectively. Accordingly, the de Rham cohomologies can be identified with the
crystalline cohomologies of the special fibers; these crystalline cohomologies are identi-
fied, in a fashion that respects the semilinear Frobenius endomorphisms.)

The Gauss—Manin connection for the family X — Y induces

(4.5) Hap (X xc, /Ko) = Hig (X, Ko)

which, by compatibility of Gauss—Manin connection with the cup product, is compatible

with their module structures over the corresponding H’s. The corresponding identifica-

tion of H's induces the standard identification K, (t!/™) ~ Kv(té/ ") and therefore the

isomorphism (@.3)) is compatible with structures of K, (t'/™) ~ K, (t(l)/ ")-modules.
Therefore, under the identification of (#.3), the F'!-step of the filtration on H} (X k, /Ky)

is identified with a K, (t(l)/m)-line inside Hlg (X4, i, /Ky). Call this line ®(t). The vari-

ation of this line gives a K, -analytic period mapping

(4.6)

®: {t € K,,t =ty modulo v} — K, (ts/™)-lines in H' (Xy, 1,/ K,) —— Pl i

| |

K ,-subspaces in H}p (X, i, /Ky) —— Gr(2m,m)k, .

v

(The period mapping for the family X — Y a priori takes values in the bottom row, but we
have just seen that it factors through the top row. See §3.3|for a more detailed discussion
of the radius of convergence; in particular it defines a rigid analytic function on a domain
containing {t € K,,t = to modulo v} i.e. the K,-points in a residue disk.)

Therefore (applying the Gauss—-Manin connection to identify @.4) with similar data
over t) the isomorphism class of the quadruple

<Kv (™), HYL (X4 1,/ K) as Ko (t/™)-module, ®(t), Frobv)
is determined from (4.4) and therefore the triple
<Hd1R(Xt07KU/Kv) as K, (t4/™)-module, ®(t), Frobv>

lies in a finite set of isomorphism classes for filtered ¢-modules over K. U(t(l)/ ") (coming

from the finitely many automorphisms of Kv(té/ ") over K,). Therefore, ®(t) lies in a
finite collection of orbits for

Z = centralizer of Frobl»*Q] in K, (t(l)/ ")-linear automorphisms of H}g (Xy, r, /Ky).-



24 BRIAN LAWRENCE AND AKSHAY VENKATESH

Now we can apply Lemma to the field extension Kv(t(l)/ "™)/K, and the K,-linear
automorphism FrobXv' @] of H dr (Xto, K, /Ky). This gives us that

dimg, Z < (dimKU(té/m) HéR)Q = 4.

Our analysis thus far has shown that the set of t € U; 1, such that ¢ = ¢y, modulo v is

contained in
7 (2),

where @ is the period map as in {.6) and Z C Grg, (2m,m) has dimension at most 4.
By Lemma|3.3] this set is finite so long as we verify an assertion about the complex period
map, namely, that the dimension of the orbit of the algebraic monodromy group over C is
strictly greater than 4. As in Lemma [3.3] we fix an embedding K — C throughout the
following discussion.

As mentioned, the vector space V = HJy(Xt,/K) has the natural structure of a 2-

dimensional vector space over K (t(l)/ ). The splitting of X;, ¢ into geometric components
induces a splitting

@7 Vo = é Vi,
i=1

where each V; is a 2-dimensional complex vector space; moreover the Hodge filtration
on Hiy (X /K) ® C also splits along this decomposition. Lemma shows that the
algebraic monodromy group I' contains []!", SL(V;). The pertinent flag variety H =~
Gr(V,m) is the variety of m-dimensional subspaces in V'; the splitting induces a
natural inclusion [];", PV; < Hc. Therefore the the orbit T'hj, is all of [, PV; and,
in particular, has dimension m > 8. Lemmanow gives the desired finiteness.

In conclusion, assuming Lemmas and we have shown that the set described in

(@.1) is finite. O

4.4. Big Monodromy and Generic Simplicity. In this section we prove Lemmas[4.3|and

44

Proof of Lemma Write I' for the Zariski closure in question. It preserves the splitting
of (@.3), although not the individual summands. Then:
- T transitively permutes the factors on the right-hand side of (4.3), by considering
the action of local monodromy near ¢ = 0;
- I' N SL(2)™ projects to SL(2) in each factor: indeed, this projection contains a
finite-index subgroup of the algebraic monodromy group of the Legendre family.
- T' contains an element of the form

(1,1,...,1,u,1,...,1)

where u € SL(2) is a nontrivial unipotent element, as we see by considering the
action of local monodromy near ¢ = 1.

We now apply a slight variant of Lemmam to conclude that T' D SL(2)™. O

Proof of Lemma[.4] Fix z; € L with the quoted p-integrality properties; in particular,
E ., has good reduction at all primes of L above p.
It is enough to show the same finiteness when we restrict to the set
Vi ={z € L : z = zp modulo v, for all v|p}.

If T,,(E.) is reducible there exists a one-dimensional subrepresentation W, C T,(E,). By
Lemma (applied with K = Q) there is a place w of L above p such that F1(WJR) =
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WIR; here WA is the filtered L,,-vector space associated to W, by p-adic Hodge theory
over the p-adic field L,,.

Because the Newton and Hodge polygons of IR have the same endpoint, the slope of
semilinear Frobenus acting on W3R is equal to 1; by the same reasoning for Hi (E/Ly,),
the sum of slopes for the semilinear Frobenius acting on H}g (E./L,) is 1, so it has
another slope equal to 0.

In particular, the L,,-linear Frobenius FrobLJL Qs hag distinct eigenvalues.

Also, the L,,-line WIR must coincide with F*Hy (E,/L,,), so that the latter space is
the slope-1 eigenline for the semilinear Frobenius Frob,,.

As in the discussion around (3.9), Gauss—Manin induces an identification

(4.8) Hir(Ezy/Lw) ~ Hig(E./Ly)

of L,-vector spaces with semilinear Frobenius action. But the position of the Hodge
line F*H}R(E./L,,) varies w-adic analytically inside the disk V;, — here we use (&.8)
to identify this line to a line inside the fixed space H g (E.,/L,,) — and the associated w-
adic analytic function is nonconstant (by the — trivial — Torelli theorem for elliptic curves).
It follows there are at most finitely many z € V;, for which F* Hi, (E./L,,) is the slope-1
Frobenius eigenline. Taking the union over possible w we still see that the exceptional set
is finite. (]

5. OUTLINE OF THE ARGUMENT FOR MORDELL’S CONJECTURE

The proof of the Mordell conjecture is substantially harder than the S-unit equation. To
try to assist the reader, we summarize the proof here, and then elaborate on the ingredients
over the next three sections.

First of all, we will make crucial use of the type of structure that occurred in §4.2] to
which we give a name:

Definition 5.1. An abelian-by-finite family over Y is a sequence of morphisms
X =Y 5Ly
where T is finite étale, and X — Y is (equipped with the structure of) a polarized abelian
scheme.
A good model for such a family, over an S-integer ring O C K, is a family X — V' —

Y of smooth, proper O-schemes, satisfying the same conditions and also the assumptions
at the start of and recovering X —Y' — 'Y on base change to K.

Of course the polarization on X — Y is an additional structure but for brevity we do
not explicitly include it in the notation.

For any such abelian-by-finite family X — Y’ — Y take a complex point yg € Y (C)
and consider the action of the topological fundamental group 71 (Y (C), yo) on

Hlli’(Xme) = @ H%(Xﬂ’Q%
m(7)=yo
where the sum is taken over § € Y'(C) lying over yo. We say that the family has full

monodromy if the Zariski closure of 71 (Y, yo), in its action on the right-hand side, contains
the product of symplectic groups:

(5.1) (image of 1 (Y(C),90) 2 [[ Sp(H5(X5Q)w),

(§)=yo

where the symplectic group is with reference to the form w defined by the polarization.
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The key reason to use abelian-by-finite families is that we can guarantee that the Galois
orbits on any fiber of Y’ — Y, above a K-rational point of Y, are “large.” In fact, what
we need (see discussion in Introduction) is that most points in the fiber above yo € Y (K)
cannot be defined over “small” extensions of K,. To quantify the notions of large and
small we introduce the following quantity:

Definition 5.2. Let E be a G-set and v a place of K such that the G k-action on E is
unramified at v. Let

number of elements of E that belong to Frob,-orbits of size < 8

5.2 ize,(E) =
(52)  size,(E) number of elements of E

If E is a zero-dimensional K -scheme, we will write size, (E) instead of size,(E(K)).

Note that if E — E’ is a morphism of G -sets, and all fibers have the same cardinality,
then

(5.3) size, (E) < size, (E').

The next result is, in essence, a variant of Proposition @ but it requires some careful
indexing. It will be proved in §6]

Proposition 5.3. Let Y be a curve over K of genus g > 2.

Let X — Y'" 5 Y be an abelian-by-finite family over Y, with full monodromy (see
Definition and subsequent discussion). Let d be the relative dimension of X — Y.
Suppose that X — Y' 5 Y admits a good model over the ring O of S-integers of K. Let
v & S be a friendly place of K (Definition[2.7).

Let size, be as in (5.2). Then the set

Y(K)" = {y € Y(K) : size, (771 (y)) < dj—l}

is finite.

In we introduce a specific abelian-by-finite family X, — Y, 2 Y for each prime
q = 3, referred to as the “Kodaira—Parshin family for the group Aff(q).” Roughly, Y, is a
Hurwitz space for Aff(q) and X is the Prym of the universal curve. It has the following
properties:

(i) It has full monodromy (Theorem [8.1).
(i) The relative dimension d, of X, — Y, is given by dg = (¢ — 1)(g — 3).
(iii) For each yg € Y (K) there is a G -equivariant identification of 71 (yg) with the
conjugacy classes of surjections 75°°™ (Y — yo, *) — Aff(q) that are nontrivial on

a loop around yq.

Note that we can identify 7$°°™ with the profinite completion of a free group on 2g

generators 1,2, ..,Zg, x’q in such a way that the loop around y, corresponds to the
conjugacy class of [z, z1 ][22, ¥5] . . . [x4, 7] Therefore, the set of surjections 7¥**™ (Y —
Yo, *) — Aff(q) nontrivial on a loop around ¥ is identified with the left-hand side of 2.3).
There is probably nothing very special about the use of Aff(q), but it is simple enough
that we can compute everything explicitly.
Assuming these things we can prove:

Theorem 5.4. Let Y be a curve over the number field K with genus g > 2. Then Y (K) is
finite.
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Proof. We apply Proposition to the Kodaira—Parshin family with parameter q. What
we will show is that we may choose ¢ and the place v in such a way that v is friendly and

(5.4) size, (171 (y)) < forally € Y(K).

1
d, +1
The key point is to use the mapping (5.3) below and the Weil pairing to give an upper
bound on size, (771 (y)).

We choose ¢ with the following properties:

(i) ¢ — 1is not divisible by 4 or by any odd primes less than 8[K : Q].
(ii) The Galois closure K’ of K is linearly disjoint from Q(¢,—1) over Q.
...y g.09t1 1
(i) 7 < G
This is possible by Dirichlet’s theorem: we choose ¢ such that g is not congruent to 1 mod
¢ for any prime ¢ that either divides the discriminant of K, or that is less than 8[K : Q],
and also ¢ is not congruent to 1 mod 4. Then linear disjointness follows: for ramification
reasons K’ N Q(¢y—1) = Q. Such a ¢ can be chosen arbitrarily large; in particular it can
be chosen to satisfy the third condition.
Now form the Kodaira—Parshin family X = X, — Y:I' — Y for the group Aff(q)
and choose a set S such that it has a good model over the ring of S-integers.
Next we show that there exists a place v ¢ S of K such that:

(i) v is friendly (in the sense of Definition [2.7)
(i) (gv,q — 1) = 1 (recall that ¢, was the cardinality of the residue field at v)
(iii) For any odd prime factor 7 of ¢ — 1, the class of g,, in (Z/r)* has order at least 8.

Note that the latter two conditions depend only on the residue class of ¢, modulo g — 1.
We will produce v by the Chebotarev density theorem, applied to Gal(K'(¢;,—1)/Q). By
hypothesis, K’ and Q(¢,—1) are linearly disjoint over Q, so the map

Gal(K'(¢-1)/Q) — Gal(K'/Q) x Gal(Q((-1)/Q)-

is an isomorphism.

If K has no CM subfield, choose o € Gal(K’/Q) arbitrarily. Otherwise let E be the
maximal CM subfield of K, and let E™ the maximal totally real subfield; choose some
o € Gal(K'/E™) C Gal(K’/Q) inducing the nontrivial automorphism of E over E+.

By the Chinese Remainder Theorem, we can choose a residue class a € (Z/(q — 1))*
whose reduction modulo r is a primitive root for (Z/r)* for every prime factor r of (¢—1).

By Chebotarev density, there is a place o of K’({;—1) such that the Frobenius Frob,,
is the element (o, a) of Gal(K'(({;—1)/Q) ~ Gal(K'/Q) x (Z/(¢ — 1))*. Let p be the
prime of Q below p; thus p = a modulo ¢ — 1. The place v of K below g has residue field
of size g, = p*, with i < [K : QJ; therefore, if r is an odd prime factor of (¢ — 1), the

order of ¢, mod r is at least [[}(_é]—‘ > 8. For the last inequality we used property (i) of q.

If K admits a CM subfield then the place of E* below g is inert in E, by choice of o.
This shows that there indeed exists v as desired.

Now consider the Kodaira—Parshin family X = X, — ¥,/ — Y for the group Aff(q)
and write d, for the relative dimension of X — Y. For any y € Y (K) property (iii) of
Kodaira—Parshin covers (page [26), and the surjection Aff(q) — F; ~ Z/(q — 1), gives
rise to a map of G i -sets

(5.5) 7 Ny) — HL(Yr, Z/(q —1)).

M
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Let T C M be the image of the map. In explicit coordinates, the map (5.3) has been
studied in Lemma[2.TT](see also remark after (iii) on page[26). Therefore, by Lemma[2.11]
all fibers of the map have the same size. Therefore, in view of (13;5]), it is enough to show
that size, (1) < ﬁ.

Now M has the structure of a (2g)-dimensional free module over Z/(¢ — 1). On
choosing an identification of M with (Z/(q — 1))29, the set T consists of those elements
(Y1,Y1,- -, Yg» Yy) such that the elements y1, vy, . .., Yy, y, generate (Z/(q — 1)). (This
is shown in the proof of Lemma[2.T1])

M is also equipped with a Galois-equivariant Weil pairing

(—,=): M xM— ,ug_l = Hom(pq—1,2/(q — 1)Z).

The Weil pairing is perfect, i.e. the corresponding map M — Hom(M, qu_1) is an iso-
morphism. The Frobenius at v induces, in particular, an automorphism 7" : M — M that
satisfies

(T, Tve) = q;1<v1,v2>.

We want to bound the number of elements of M belonging to T-orbits of size less than
8. These elements are contained in the union of the submodules ker(7% —1) for 1 < i < 8.
If my,ma € ker(T* — 1) then (g, * — 1)(my, ma) = 0. For every odd prime factor r of
g — 1 we know that ¢/ is not congruent to 1 modulo r; therefore (¢? — 1) is relatively prime
to r. Thus 2(m1, my) = 0 for any my, my € ker(T% — 1).

Now if A is a finite abelian group endowed with a nondegenerate pairing Ax A — Q/Z
then any subgroup B C A such that (B, B) = 0 has order at most v/A. Applying this to
2M we find

g
|2ker(T" — 1) < (‘]21> = |ker(T" —1)| < 29(q — 1)°.

Hence, the number of elements of M contained in the union of the submodules ker (7" —1)

for1 < i< 8isatmost8-29(qg — 1)9.

It remains to give an upper bound for the “size,” of Y, the image of (5.3). The number
of generating (2g)-tuples in Z /N equals #(Z/N)* x P29~1(Z/N), which equals N29 -
[T~ = p~29) > 1N%.So T has at least (¢ — 1)?9 elements, of which at most
8 - 29(q — 1)7 belong to Frobenius orbits of size 8 or smaller. It follows that

N = 3 8:29(¢—1)7 _ 820" !
o(mH(y)) < sizey(T) < = < ’
sizey(r{y)) S stzeo(D) S T T T e < (g 1/2)(g 1) 41
dq

the last inequality by property (iii) of the prime g. This concludes the proof of (5.4). O

6. RATIONAL POINTS ON THE BASE OF AN ABELIAN-BY-FINITE FAMILY

In this section we prove Proposition [5.3] which is in essence a variant of Proposition
[3:4] and which we rewrite for the reader’s convenience.

Proposition[5.3} Let Y be a curve over K of genus g > 2.

Let X — Y' 5 Y be an abelian-by-finite family over Y, with full monodromy (see
Definition and subsequent discussion). Let d be the relative dimension of X — Y.
Suppose that X — Y' 5 Y admits a good model over the ring O of S-integers of K. Let
v ¢ S be a friendly place of K (Definition .
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Let size,, be as in (5.2). Then the set

Y(K)" = {y cY(K): SiZe,U(ﬂ'_l(y)) < dil}

is finite.

Here’s what happens in the proof. There are two central lemmas, Lemmas [6.1] and [6.2]

e The assumption that size, (77 (y)) < d%_l guarantees that most points in the fiber
771 (y) are defined over fields of large degree over Q,. As discussed in
we will use the fact that an extension K, of Q,, is of large degree to bound the
centralizer of Frobenius for a variety defined over K,,.

Some care is required with indexing since we only have most points; in partic-
ular, we need to identify the fibers over p-adically nearby points y. The discussion
of indexing occupies the first part of the proof; the bound on the Frobenius cen-
tralizer is in the proof of Lemma|[6.2]

e Lemmal6.]handles the possible failure of semisimplicity (see discussion in §T.4).
As in Lemmaf.4] we use constraints on Hodge weights coming from global rep-
resentations (Lemma to show that only finitely many fibers can give rise to
non-semisimple Galois representations. This requires a general position argument
in linear algebra (Lemmal6.4).

Proof. Through the proof, we denote by p the prime of Q below v; “Tate module” always
means “p-adic Tate module,” and “étale cohomology” means geometric étale cohomology
taken with Q,, coefficients.

Recall also that we have fixed an algebraic closure K with Galois group Gg. Fix
an extension of v to that field; the completion of K gives an algebraic closure K, of
K. In particular, if L C K is unramified at v, we obtain a Frobenius element Frob,, €
Gal(L/K).

Fix yo € Y(K)*. It is sufficient to show that there are only finitely many points of
Y (K)* that lie in the residue disk

Q, ={y e Y(K,) : y = yo modulo v},

which we are regarding as a K ,-analytic manifold.

For each y € Y (K), let E, be the ring of regular functions on the zero-dimensional
scheme 7m~1(y); this is an étale K-algebra and Hom(E,, K) is identified with the G-
set 71 (y)z of preimages of y under 7. By our assumptions, the G -set 7~ 1(y) ¢ is
unramified at v. Write Ey for .

The fiber X, of X — Y above y € Y (K) is a priori a K-scheme, but the factorization
X — Y’ — Y gives it the structure of an E,-scheme; in particular its de Rham cohomol-
ogy Hip(X,/K) has the structure of a free E,-module. Moreover, the polarization on X
induces an E,-bilinear symplectic pairing

H(}R(Xy/K) X HéR(Xy/K) — Ey.

Write Ey,, = Ey @k K, and V,, :== H}p(X,,/K,). Then V, is a free Ey,-module
equipped with an (Fj ,-bilinear) symplectic form. Denote by H,, C G, the K,-schemes
defined by Weil restriction:

Gy = Res" Gr(V,, 9)
Hy = Resif}’” LGr(V,,w).
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Here Res?}’“ denotes Weil restriction of scalars, Gr(V,, g) classifies free E,-submodules
of rank g inside V,,, and LGr classifies free rank-¢g submodules on which the symplectic
pairing is trivial.

Then the period map at yg gives a K, -analytic function

®,:Q, — H,

(see for a more detailed discussion of the radius of convergence; in particular it defines
a rigid analytic function on a domain containing €2,, i.e. the K, -points in a residue disk).

A priori, this period mapping is valued in a suitable Lagrangian Grassmannian of K-
linear subspaces inside V,,, but, just as in the discussion of §4.3] each of these Lagrangian
subspaces are actually E ,-stable, so that the period mapping actually takes values inside
‘H,. Lemma and the assumption of full monodromy, imply that ®,(€2,,) is Zariski-
dense in H,,.

To proceed further, as we discussed in the proof sketch, we need to carefully index the
points above y. Firstly, E;, decomposes as a product of fields:

By = HK(Z//)

where the product is over points 3’ of the scheme Y’ lying above y. For any such v/,
the fiber X,y of X — Y above ¢’ is a d-dimensional abelian variety over the field K (y');
write p, for the corresponding 2d-dimensional p-adic Galois representation of the absolute
Galois group of K (y').

The base change E, ® i K, splits as a product of fields
6.1) Byox Ky =[] K@)

Y w

indexed by pairs (i, w), where 3/ is a closed point of 7~ (y) as above, and w is a place of
K (y') over v. In this situation we will say, for short, that (y', w) is above (y, v).

Write X,/ ,, for the base change of X, along E;, — K (y')w, and py ., for the G (1,

representation on its étale cohomology. The de Rham cohomology V,, = Hig(X,/K,)
over K, splits as a product

(6.2) Vo= [T Vo Virw = Hin(Xy /K (y))

y'w
in a fashion that is compatible with the £, ®  K,,-module structure and (6.I). The dimen-
sion of each Vyy ,, over K (y'),, is the same, namely, 2d.

Crystalline cohomology of the reduction modulo v (or, phrased differently, the Gauss—
Manin connection for Y’ — Y) gives an isomorphism

(6.3) E, @k K, — Ey, = Ey @k K,
whenever y belongs to the residue disk €2 of yg. In particular this induces a bijection
(6.4) (y',w) above (y,v) +— (yh,wo) above (yo, v)

since both sides are identified with the spectrum of the common algebra of (6.3). Moreover,
the identification ([6.3) is compatible with the Gauss-Manin isomorphism

G
©3) Hin(Xy /1) =5 Hip (X0 /K0).
If (v, w) corresponds to (y(, wo) under this identification, then (6.3)) and (6.5) induce
(6.6) K )w ~ KWo)wer» Hir(Xy /K Y )w) ~ Hig(Xyg wo /K (W0)w)-
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Also, (6.2) induces the splitting of the variety H,, as a product
H’U = H H(yé,w)a

(y6,w)

where the product is taken over (y(,, w) above (yo,v), and where
H(yé,w) = Resﬁiyé)"“ LGT(Vy67,w, (.d).

We have a similar decomposition G,, = H(yé’w) Gyl w)-
If y € Q,, and if (v, w) above (y, v) corresponds to (y, wo) under (6.4), then

(6.7) projection to H (y; wg) of @, (y) = F'HiR (Xy w)-

where we identify F'' Hg (X, ,,) with a Lagrangian in the K (y()w,-vector space Vy: .,
using the Gauss—-Manin connection (6.6)). This result (6.7) comes down to the fact, already
noted, that (6.4) and (6.3)) are compatible.

We will establish the following two lemmas.

Lemma 6.1 (Generic Simplicity). There is a finite subset ' C Q, N Y (K)* such that, for
y € (Q,NY(K)*) — F, there exists (y',w) above (y,v) such that:

(i) [K(Y)w: Ky] =8

(ii) py is simple as a G i (,\-representation.

Observe that for y € (2, NY (K)*) — F, and 3’ above y, there are only finitely many
possibilities for the isomorphism class of the field K (y'). Thus, by Lemmal[2.3] there are
only finitely many possibilities for the isomorphism class of the pair (K (y)’, p,/), and so
also only finitely many possibilities for the isomorphism class of any pair (K (y')uw, py' |k (y).,)
arising from (y’,w) as in Lemmal[6.1} The proof of Proposition [5.3] will then follow from
Lemma[6.1] above and Lemma[6.2] below. O

Lemma 6.2 (Galois representations really do vary in our family). Fix a finite field extension
K| of K, with [K], : K] > 8, and a Galois representation p' of the absolute Galois group
of K.

There are only finitely many y € Q, N Y (K) for which there exist (y',w) satisfying
conditions (i) and (ii) of Lemmal6.1|and moreover the pair

(K )uos pyr ) i isomorphic to (K, p')

i.e. there is an isomorphism K (y)!, — K carrying the isomorphism class of p' to that of
Py’ w-

To prove Lemmas [6.1]and[6.2 we shall analyze the period mapping more carefully.

Proof of Lemma(6.2] Under the correspondence of p-adic Hodge theory, p, ., corresponds
to the K (y'),,-vector space Hjp (X, /K (y')w), together with its natural semilinear Frobe-
nius operator ¢, and the (two-step) filtration defined by F' Har (X, /K (y')w).-

Suppose that (y', w) corresponds to (y{,, wo) under (6.4). Using the isomorphism (6.6)
the triple just described corresponds to

(HjR(XyG/K(y{))wO), ¢, = semilinear Frobenius, projection of ®,(y) to Hy; w,)-

It is enough to show that the set of y, for which this triple belongs to a fixed isomorphism
class, is finite.

Belonging to a fixed isomorphism class means that the projection of ®,(y) to Hys wo
lies inside a single orbit for the action of the Frobenius centralizer Z(¢,,) on gyg],wo, and
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so also a single orbit of Z( LK”:Q’)}) on gyé,wo. (In both cases, these centralizers are taken
inside K (Y )w,-linear automorphisms of V,, )

Apply Lemma 2.1]to the field extension K (y().,/ K, to see that this Frobenius central-
izer has K,-dimension at most (dimgyy),, Vyg,wo)Z = 4d>.

As noted earlier, the period map ®, has Zariski-dense image (in the K, -variety H,;
therefore this remains true when projected to H,/ .,,,). Since dim, Hyr 1w, = [K (Y )w :

K,]- @ > 4d(d+ 1) > 4d?, Lemmacompletes the proof of Lemma O

Proof of Lemmal6.1] Let us call y € Y (K)* N Q, “bad” when, for every (y',w) above
(y,v) such that [K(y'),, : K,] > 8, the representation p, fails to be simple. We must
show there are only finitely many bad y € Y (K)* N Q,.

Sublemma: If y € Y(K)* N, is bad, there exists:
- (v, w) above (y,v), with [K(y')y : Ky] = 8;
- anonzero proper Frobenius-stable subspace W;lf”w of Hig (Xy /K (Y )w)
such that dim F'Wg R > dim(Wg~R,)/2. (Here, and in the discus-
sion below, dimensions are dimensions over K (y'),.)

Proof of sublemma: Take abad y € Y (K)* N(Q,. For each y" above y let
W, be a nonzero subrepresentation of p,, of minimal positive dimension.
(It is therefore possible that W, is all of p,). For each place w of K (y’)
we define W;,li'u by applying p-adic Hodge theory to W, < p,; thus

Wk, is a ¢-stable submodule of Hjg (X, /K (Y )w)-

,w

Note that
(6.8) dim W3R < d whenever [K(y/),, : K] > 8.

y',w

Indeed because 3y’ is bad, the supposition [K (y'),, : K] > 8 forces p,
to be non-simple; because it preserves (up to similitude) a bilinear form,
we have dim Wy, < § dim p,, thus (6:8).

Now assume that, for each (y’, w) above (y, v), satisfying [K (y'),, :
K,] > 8, we have

1
o lyrdR : dR
dim F" W7, < 3 dim Wy,7,.

We will derive a contradiction, which will conclude the proof.
By Lemma [2.10] applied to W, as a Galois representation of K (y’),

we have
dim F'WIR
6.9 Ky : K))————2% = 2Ky : K
(6.9) §|:[ (v) ]dimwgﬁfw SIEW) : K]

for any 3’ a closed point of 7~ (y). Sum over 5’ above y; using (6.8) we

get

(6.10)
1 1 1
Kk (3-5)+ 3 KGO K g 3 KO K

(K (y")w:Ky]28 [K (¥ )w:Ky]<8 (v ,w)

Here all summations are over (y’, w) above (y, v). Therefore,

1 , 1

(6.11) Yo SEW Kz o Y K@) K

[K(y")w:Ky]<8 [K(y")w:Ky]28
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Let ey, ..., ex be the cycle structure of Frob, acting on the K points of
7~ 1(y). The inequality above means that

1 1
526'&2%2%

1:6,<8 ie; =28

which is to say that size, (77 1y) > ﬁ. This contradicts the assumption

thaty € Y(K)*. O
We now return to the proof of Lemmal6.1] Fix any (y§, w) above (yo, v) with [K ().
K,] > 8. Such a (y(,, w) exists because of the assumption that yo € Y (K)*. In view of the
Sublemma and (6.7)), it is enough to show that there are only finitely many y € Y (K)NQ,
such the projection of @, (y) to H (y; ) lies in the subvariety

bad
Higrw) © Mgy

defined as the Lagrangian, K (y;).-subspaces I C V, ., (recall (6.2) for definition) for
which there exists a Frobenius-stable subspace W C V, ., satisfying

1
(6.12) dim(FNW) > 5 dim(W),
By the lemmas that follow, H?;ﬁw) is contained in a proper closed K,-subvariety of
H (4, )5 We conclude as in the proof of Lemma@ O

Lemma 6.3. Suppose L., is a finite unramified extension of K,, of degree r > 8. Let (V,w)
be a symplectic L,,-vector space, with dimp, | V = 2d; let ¢ : V — V be semilinear for
the Frobenius automorphism of L.,/ K,, and bijective.

Then there is a Zariski-open

AC Resfgz LGr(V,w)

(where LGr(V,w) is the Lagrangian Grassmannian, and Resfg;’ denotes Weil restriction
of scalars from L., to K, ) with the following property:

If F C V is a Lagrangian L,,-subspace, corresponding to a point of A(K,), there is
no ¢-invariant Ly,-subspace W of V satisfying (6.12).

Proof. Just as in Lemma V ®k, K, splits into 2d-dimensional spaces Vi,...,V,
indexed by embeddings L., — K,; we can order them so that ¢ induces isomorphisms
Vi ~ Vg for 1 < i < r — 1, and thus can identify them all with V; (we do not use the
“cyclic” isomorphism V. >~ V7).

The base extension W ®p, K, of any ¢-invariant L,-subspace yields a subspace
P W, < @ V;, where each W; corresponds to W7 under the above identifications. Simi-
larly, the base extension of a Lagrangian L,,-subspace F' < V gives an subspace @ F; <
@ Vi, where each F; is Lagrangian. If (6.12)) is satisfied, then dim(F;NW;) > % dim(W;)
foreachl <i<r.

The next, and final, Lemma shows that the set of (7 ..., F}.) for which such a W exists
is a proper, Zariski-closed subset. Thus there is a Zariski-open set inside in

(ResILgZ LGr(V, w)) X, K,

such that, if F' belongs to this Zariski-open, it has the property quoted in the statement.
Taking the intersection of Galois conjugates of this set, we get the desired Zariski-open
inside Resfgz LGr(V,w). O
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Lemma 6.4. Let (V,w) be a symplectic vector space over a field of characteristic zero
with dim(V') = 2d; write LGr(V,w) for the Grassmannian of Lagrangian subspaces. Let
E be the set of r-tuples of Lagrangian subspaces

(Fy,...,F,) € LGx(V,w)"

for which there exists a proper nonzero subspace W C 'V such that dim(F; N W) >
% dim(W) for every j. If r > 8 then E is contained in a proper, Zariski-closed subset of
LGr(V,w)".

Proof. In fact our argument will show that » > 5 is enough.

First we argue that E is Zariski-closed. Consider the product Gr(V) x LGr(V,w)"
parametrizing tuples (W, Fy, Fs, ..., F,.) such that each F; is Lagrangian. For each i, the
dimension dim F; N W is (Zariski) upper semicontinuous; so the set E of tuples satisfying
the conditions described is closed. Now E is the image of the closed set E under a proper
map, so it is itself closed.

Since E is closed it’s enough to produce a single tuple (F1,. .., F,.) notin E.
Take eq,...,eq,€},...,¢e; a standard symplectic basis for V, so (e;,e}) = 1, and
(el, e;) = —1, and all other pairings between basis vectors are zero. Let
F, = span(ey,ea,...,eq)
Fy, = span(e), e, ... e}
F3 = span(e; +e€j,ea+eh,...,eq+¢€))
Fy = span(e; +2¢€),ea +4eh, ... eq+ 2de)).

Now each of these four spaces is maximal isotropic, and any two of them have trivial
intersection.

Write w15 : V' — F} for the projection along the decomposition V = F; & F5, and
similarly define w31 : V' — F5. Both 75 and m9; are isomorphisms when restricted to
either I3 or Fy. Write ®19.3 : Iy — F} for the isomorphism

-1
F 2 By B4 By

In explicit coordinates ®12.3 takes e; to e}, and the similar map ®12.4 takes e; to 2ie;.

We claim that only finitely many W can satisfy the condition stated in the Lemma with
respect to Fy, Fy, F3, Fy. Suppose given such a W. Since W N F; and W N F5 have trivial
intersection with each other, and they each have dimension at least % dim (), we have a
direct sum decomposition

(6.13) W=(WnF)a(Wnk)

and an equality dim(W N F}) = dim(W N F,) = 1dimW. Similarly, we find that
dim(W N F3) = dim(W N Fy) = £ dim W.
Next 15 gives an isomorphism F3 — F}; comparing dimensions, we see the restriction

7T122WQF3L)WQF1

is an isomorphism as well. Similarly 7o, : W N Fz = W N F.

In particular, ®5 3 carries W N Iy isomorphically to W N F,. The same reasoning
applies to ®12 4. Therefore, WNF} is stable under <I>f2{ 4®12,3, which shows that WNF; C
F1 is stable under the map e; — 2ie;.

There are then finitely many possibilities for W N F}; then there are also finitely many
possibilities for W N Fy = @15 5(W N F}) and then by (6.13) finitely many possibilities
for W; call them Wy, ..., Wy.
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Now, for each W, the condition that dim(Fs N W;) > 3 dim(W;) cuts out a proper
Zariski-closed subset of the Lagrangian Grassmannian parametrizing F5; thus we may
choose Fj so that no W satisfies the dimension bound. [l

7. THE KODAIRA—PARSHIN FAMILY

The argument that we have given for Mordell’s conjecture in Section [5] made use of a
specific abelian-by-finite family, the Kodaira—Parshin family. In this section we explain
how to construct this family, making use (in effect) of an algebraic version of the theory of
Hurwitz spaces. We need this theory only in characteristic zero.

7.1. Hurwitz spaces for curves.

Proposition 7.1. Let Y be a curve of genus at least 2 over a number field K, and let
G be a center-free finite group. Then there is a K-curve Y' equipped with an étale map
m:Y' =Y, and a relative curve Z — Y, with the following properties:

(i) “Y' parameterizes G-covers of Y branched at a single point”: Fory € Y (K),
there is a bijection between w1 (y) and the set of G-conjugacy classes of surjec-
tions w$°"" (Y —y, *) — G nontrivial on a loop around y. Moreover; ify € Y (K),
this identification is G g -equivariant.

(ii) “Z gives the universal G-cover of Y branched at a single point”: There is a
morphism Z — Y' XY of relative curves over Y' (here, we are regarding Y’ xY
as the trivial family of curves over Y', with fiber Y everywhere).

Moreover G acts on Z covering the trivial action on Y' X Y. This action makes
Z — Y' x Y into a G-covering away from the graph of 7. If we take the fiber of
this morphism of relative curves above y' € Y'(K), the resulting map Zy =Y
of curves is ramified exactly at w(y'). The induced homomorphism

Y =y o) = Autg(Zy ) =G

is exactly (in the conjugacy class of) the surjection from (i) classified by 1y’

y’,Y0

There are several references on this matter that address much more general settings
(e.g. [30, §3.22]) but since none of them give the precise statement we need, we will
simply outline a direct proof, descending from the complex analytic analogue, in

Now we apply this to the group G = Aff(q):

Definition 7.2. Let Y be a curve of genus at least 2 over a number field K, and let q be
a prime number. The Kodaira-Parshin curve family over Y with parameter q will be the
sequence of morphisms

(7.1) Z, —>Yq’—>Y,
obtained from Propositionapplied to the group G = Aff(q).

We now want to form an associated abelian-by-finite family to the Kodaira—Parshin
curve family.

7.2. Prym varieties. We first describe the situation fiberwise:
Given a morphism C'; — C5 of curves over an algebraically closed field, the associated
Prym variety is the cokernel of the induced map Pic®(C5) — Pic’(C}) on Jacobians.
Now suppose that that the covering C; — C5 is Galois, with Galois group Aff(g), and
ramified over exactly one point of C5. The degree of this covering is ¢(¢ — 1). Rather than
take its Prym directly, however, we prefer to use a reduced version. Namely, we can form
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a smaller degree-q covering C; — C5 using the permutation action of Aff(q) on Z/¢Z,
and we are interested in the Prym variety of this associated covering:

(7.2) coker(Pic’(Cy) — Pic(C}))

We emphasize again that this is not the Prym variety of C7; — C5 but a “reduced” version
of it where the role of C has been replaced by CY.

We can reformulate this in terms of Cf, rather than the associated curve C]. Both
Pic’(Cy) and Pic’(C}) map to Pic’(C}), with finite kernel. The image of Pic’(Cs) in
Pic’(C1) is now the connected component of the Aff(g)-invariants; similarly the image
of Pic’(C}) in Pic’(C}) is the connected component of the invariants by the subgroup
H, = (Z/qZ)*, which is a point stabilizer in the permutation action of Aff(q) on Z/¢Z.
In summary, then, the Prym variety of Cj — C is isogenous to cokernel of the map

connected component of Pic’(C})%e — connected component of Pic’(Cy)e.

This is an abelian variety of dimension (2g — 1) - "2;1, isogenous to (7.2).
We may alternately describe this as follows: Form the idempotent

= > h_#%ﬁ(q) > g€ QAfi(g)

9 heH, gEATE(q)

and let ¢’ = 1 — e be the complementary idempotent. Then e” := #Aff(q) -’ € Z[Aff(q)]
acts on Pic’(C1 ), and moreover the connected component of its kernel is isogeneous to the
Prym variety described above:

(7.3) connected component of Pic®(Cy)[e” isog Prym for C] — Cs).
1

Equation gives a way to access the ‘reduced” Prym variety (at least up to isogeny)
that we can conveniently apply in our relative situation: In the situation described in Defi-
nition[7.2} Z, — Y is a relative curve over Y and it admits a Aff(g)-action, where Aff(q)
acts trivially on the base. The relative Picard scheme of this curve is an abelian scheme
over Y, equipped with a symmetric and fiberwise ample line bundle. Thus we may form

X, = relative identity component of Pic%q Ny [e"],

where [¢”] means the kernel of e”, and for the notion of “relative identity component,”
see [13, Proposition 15.6.4]. This X, is an abelian scheme over Y, equipped with a
symmetric and fiberwise ample line bundle; its fiber over any y € Y] (K) coincides with
the construction on the left hand side of (7.3)); in particular this fiber is isogenous to the

reduced Prym variety of the associated Aff(g)-covering Z, — Y.

Definition 7.3. Notation as in the prior definition. The Kodaira—Parshin family of Jaco-
bians over Y, associated to the group Aff(q), is the sequence of morphisms

X, — Y, =Y,

where X is, as defined above, the reduced relative Prym of Z — Yq’ x Y, considered as
a morphism of relative cuves over Y:]’.

This is an abelian-by-finite family, in the sense of Definition [5.1]
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7.3. Proof of Proposition We give the proof of Proposition As we have men-
tioned this is largely for lack of a good reference which states precisely what we need;
certainly much more general statements about Hurwitz schemes exist in the literature.

We start by supposing that Y is a proper smooth curve over C; while we work over C
we identify Y with its complex points.

For y € Y set S(y) to be the set of conjugacy classes of surjective homomorphisms
from 7 (Y — y,*) — G, with the property that a loop around y has nontrivial image.
Equivalently, S(y) is the finite set of isomorphism classes of connected coverings of ¥
with Galois group G, branched precisely at y.

For y near y* there is a natural identification S(y) 2 S(y*) since we can topologically
identify (Y, y) and (Y,y"). Thus the set [, cy(c)S(y) has the structure of a Riemann
surface Y’ equipped with a covering map e : Y’ — Y. Explicitly, for each 3/ € Y’, we
have y' € S(e(y’)), or in words: y’ classifies a connected G-covering of Y branched at
y=e(y).

Moreover, the coverings indexed by the elements of S(y) fit together to a morphism

f:Z—=Y' xY

of smooth complex manifolds; here G acts on Z, covering the trivial action on Y’ x Y.
More explicitly:
e f is a covering map and a G-torsor when restricted to the complement of the
analytic divisor
A :=graphofe CY' x Y

e the pullback of the above morphism along 3y’ X Y — Y’ x Y (fory’ € Y') is
isomorphic to the covering of Y classified by 3/.

Near the preimage of A on Z the map looks in local coordinates like (z, w) — (z,w™) for
suitable n.

Now everything can be algebraized, i.e. Z and Y’ have unique structures of complex
algebraic variety compatible with their analytic structures, and the G-action on Z as well
as the morphisms Z — Y’ x Y and Y/ — Y are algebraic. This is clear for Y’; also the
the structure sheaf of Z defines a coherent analytic sheaf on Y/ x Y which can be made
algebraic by GAGA ([40, Theorem 3]); similarly the algebra structure on this coherent
analytic sheaf comes from an algebra structure on the algebraic sheaf [40, Theorem 2].

We now switch to using the letters Z, Y, ... for the complex algebraic varieties, rather
than the associated analytic spaces. So we have defined a sequence of complex algebraic
varieties
(7.4) z Ly xy ¥y «y
where f is étale away from the graph of e, and e is étale; the composite Z — Y? is
therefore étale away from the diagonal A. (Note that it is equivalent to check étale in the
algebraic and analytic settings, see [1, XII, §3]).

Now suppose that Y is actually defined over a subfield K C C; we denote by Y the
corresponding K -scheme (similarly (Y2) g, etc.); we want now to descend everything in
sight to K.

Lemma 7.4. Write Z° for the preimage of Y? — A in Z.

(1) The étale cover F : Z° — Y? — A can be uniquely extended to a cover Fy :
Z% — (Y2 — A)k. (In both cases, these étale covers are understood to be
equipped with G-action.)
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(2) Let (y1,y0) € Y(K)?% with yy # yo. The geometric fiber

Fgl(ylayo)/G
geom

is identified with the set S(yo), as defined above, now using étale w7°°" (Y —
Yo, y1)- If (y1,y0) € Y (K)? this identification is equivariant for G k.

(3) The quotient Z3 /G (which is étale over (Y — A) i) extends uniquely to an étale
cover of Y. This cover is isomorphic to one of the form Y}, x Y — Y2 for an
étale cover Y}, — Y, such that Y is the base change of Y} to C.

Assume Lemma [7.4] (the proof, which will be given in a moment, will involve only the
theory of étale 71 and group theory). It produces a sequence Z5 — Y/ x Y — Y32; we
need to extend Z 3, to a K-structure on all of Z, and extend the first map accordingly.

Let Zx — Y2 be the normalization of Y7 inside the fraction field of Z$,. Then Zjx
is normal, and finite over Yf(. The base extension Zx ®x C is therefore also normal (the
extension of a normal scheme along a field extension in characteristic zero is normal — see
[44) Tag 037Z] or [20, Cor. 6.14.2]), and it is finite over Y?2. Consequently, Zx @k C
coincides with the normalization of Y2 in the function field of Z°. This latter normalization
is identified with Z, for Z is also normal and finite over Y2.

The morphism Z5, — Z3, /G — Y}, x Yk now extends to Zx — Y} X Yk, and the
other desired properties can be verified since they are true over C.

Proof of Lemma[7.4] We do this by means of the theory of the étale fundamental group.
We first formulate the basic point in purely group theoretic terms.

Let I', G be groups, with G finite center-free, and ¢ a conjugacy class of morphisms in
Hom(A,T") for some other group A; when we apply this, I" will be a 71 of a punctured
curve, A will be the profinite completion of an infinite cyclic group, and ¢ will come
from monodromy around the puncture. Consider the set S = S(T', ¢, G) of all surjective
homomorphisms ¢ : I' — G, with the property that they are nontrivial when pulled back
by c. There are natural commuting actions of I' and G on S:

Yp=poAd(7) ' (veT), ¢-h=Ad(h ") oy (he€Qq).

where we’ve written Ad(x) for the automorphism g +— zgz .

This I"-action extends uniquely to an action (commuting with G) of any overgroup )
T" in which I is normal and whose conjugation action preserves c. Indeed the extension is
described by exactly the same formula; uniqueness comes from the fact that the stabilizer
of p € S(T', ¢, G) inside " x G°P is given by

{(yeT,heG):h™' = o(y)},

and so ¢ is determined by its stabilizer in I" x G°P. (We used that ¢ is surjective and that
G is center-free.)

We apply this as follows. As above, fix two points yg # y1 € Y (C); we will use
vy = (y1,y0) as a geometric basepoint for Y x Y. Consider the sequence of pointed
schemes:

,40) (y,y' )=y’
(7.5) (Y —{yoky) " (V2 - Ay) IR (Y, o)
—— —
I'i=m Teeom. —r;

and let T, ['8°°™ be defined as the geometric étale m; of the first and second spaces, at
the specified basepoints. Now the long exact sequence for homotopy groups of a fibration
gives rise to an exact sequence of fopological fundamental groups; in the setting at hand
this is short exact because the w5 of Y — {y} vanishes. The corresponding sequence of
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geometric étale fundamental groups is obtained by profinite completion; it remains exact
by the results of [38]. Therefore the first map above identifies I" with a normal subgroup
of I'#®°™ Tt follows easily that, if we write

I=m((Y’-A)xk,y),

(arithmetic fundamental group) then the map I' — ['geom jdentifies I' to a normal subgroup
of T. R

Now let S = S(I', ¢, G) be as above, where c is the conjugacy class of maps Z —
m(Y —{yo},y1) = T arising from the monodromy around yy. The commuting I" x G
actions on S define a cover of Y — {yo}, equipped with an action of G by automorphisms,
whose fiber at y; is identified with S. This cover may be described as follows: it is the
disjoint union of all the connected G-covers of Y branched precisely at yo. In other words,
itis the restriction of Z — Y2 — A to the fiber {yo} x (Y —{yo}). From the uniqueness just
described, the extension of this I" x GG action on S to an action of ['geom 5 (7 corresponds
to the cover Z — Y2 — A. Therefore, the (further) unique extension of the I' x G-action
onStol x G gives the statement (1) in the Claim.

Statement (2) of the Claim (and the G i -equivariance if y,yo are K -rational) follows
for the specific (y1,¥o) chosen above; however, since we showed that the K -structure on
Z° is unique, it must also be true for any choice of (y1, yo).

For statement (3) we notice that the action of " on S(T', ¢, G) /G is in fact trivial. There-
fore the resulting action of T factors through the quotient 71 (Y, yo) arising from the last
map of (7.3). This amounts to the third assertion. O

8. THE MONODROMY OF KODAIRA—PARSHIN FAMILIES

8.1. Introduction, Notation, Statement of Main Theorem. In this section we consider
surfaces in the classical topological category: by a “surface” we mean the complement
of finitely many interior points inside a connected, orientable, compact two-dimensional
manifold with boundary. Thus a surface can have both boundary and punctures. Through-
out this section, the letters Y and Z will denote such a surface, and we will use y to denote
a base point on Y. For such a surface Y, MCG(Y") denotes the mapping class group of Y.
To emphasize, Y could have “punctures” or boundary. The book of Farb and Margalit [17]]
is a reference on this material that contains all the results we will use. When we discuss
homology or cohomology, the coefficients are always assumed to be the rational numbers
Q unless stated otherwise.
We first reformulate the statement to be proven.

8.2. Covers and their homology. Let Y be a surface (possibly with punctures or bound-
ary). An Aff(g)-cover of Y is, by definition, a connected surface Z together with a degree
q covering map

Tm:J —Y

whose monodromy representation on a general fiber is equivalent to the action of Aff(q)
on F, (i.e. we can label points in the fiber by F, in such a way that the monodromy
representation has image Aff(q)). We will often abuse notation and refer to this cover
simply as Z, i.e., regard the map 7 as implicit.
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After choice of basepoint yy € Y, such a cover determines an Aff(q)-conjugacy clasf]
of maps

8.1 m1(Y, y0) — Aff(q).

We define two Aff(q)-covers (Z7,71) and (Z5, 72 ) to be isomorphic when there is a home-
omorphism Z; ~ Z, commuting with the projections to Y'; equivalently, when the associ-
ated conjugacy classes of 71 -representations (8.1)) coincide.

If we have fixed a Aff(¢q)-cover Z — Y, we denote by Cov : m; — Aff(q) any
homomorphism in the conjugacy class of (8.I). For € m; we can unambiguously talk
about the cycle decomposition of Cov(n) in Sym(F,), which we regard as a partition of
the positive integer ¢; this cycle decomposition is conjugation-invariant.

Given any covering map 7 : Z — Y, the pullback and pushforward on homology define
a splitting

Hi(2,Q)=m"Hi(Y,Q @& H{'(Z,Y;Q)
ker(m.:H1(Z)—=Hi(Y)).
Henceforth we will drop the coefficients Q from the notation. The symbol Pr stands for
primitive; alternatively, HY*(Z,Y) is the homology of a Prym variety.

Now H,(Z,Q) and H,(Y, Q) are both equipped with skew-symmetric pairings, the
intersection pairings. The map 7* scales the pairing by the degree ¢ of the covering of
Z — Y. If the pairing on H;(Z, Q) is nondegenerate, we may identify the primitive
homology with the orthogonal complement to 7* H1 (Y, Q) in H;(Z, Q), and in particular
this primitive homology inherits a skew-symmetric pairing. In our case, Z and Y will both

be compact surfaces punctured at a single point, and therefore the intersection pairings on
H,(Z,Q) and H; (Y, Q) are perfect.

8.2.1. The mapping class group and its action on homology; the map Mon. Clearly the
diffeomorphism group of Y acts on the finite set of isomorphism classes of Aff(q)-covers
of Y, and this action factors through the mapping class group MCG(Y'). In algebraic
terms, this action is induced from the map MCG(Y') — Out(m1(Y, y0))-

Let MCG(Y) z denote the stabilizer of (Z, ) for this action. Since Aff(q) has trivial
centralizer in Sym(F ), such elements lift uniquely to mapping classes on Z, i.e. there is
a homomorphism

MCG(Y)z — MCG(Z).
Namely, fixing a representative a : Y — Y/, there is a unique f : Z — Z that renders the
diagram
f

Z ——7

Yy 2>V

commutative. Sending the mapping class of « to the mapping class of f defines the desired
homeomorphism.

This construction gives rise to actions of MCG(Y)z on Hy(Z) and HY*(Z,Y). This
latter action is the monodromy map

Mon : MCG(Y)z — Sp(H{"(Z,Y)).

(8.2)

SA priori, the map is defined up to conjugation by the normalizer of Aff (¢) in Sym(F4). This normalizer is
equal to Aff(q).
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8.2.2. The main theorem. Fix a surface Y of genus g > 2, apointy € Y, a prime q > 3;
as before, Aff(q) denotes the group of affine-linear transformations of F .

We consider Aff(g)-covers Z° of Y —{y} such that the monodromy around y is nontriv-
ial (hence a g-cycle); the compactification of such a cover is a surface Z of genus gq — %1.
We call such Z singly ramified Aff(q)-covers of Y. The notation hides the dependence on
the point y, which will remain fixed. There are, up to isomorphism, only finitely many such
Z; choose a representative for each isomorphism class and call them Z;, Z5, ..., Zy, and
let Covy, Covy,...,Covy : m (Y — {y}) — Aff(q) be representatives for the associated
monodromy mappings.

Let MCG(Y — {y})o denote the intersection of the groups MCG(Y — {y})z,. The
individual monodromy maps attached to the covers Z; combine to give a map

N
(8.3) Mon : MCG(Y — {y})o — [ [ Sp(H{"(Z:,Y)).
i=1
The mapping class group of a punctured surface fits in the Birman exact sequence [17,
Theorem 4.6]

(8.4) 0—m((Y,y) > MCG(Y — {y}) > MCG(Y) — 0.

Let 71 (Y, y)o denote the inverse image of MCG(Y — {y})o in 71 (Y, y); the inclusion
m1(Y,y)o C 71 (Y, y) is of finite index.

The restriction of to the subgroup 71 (Y, y)o describes the monodromy of a Kodaira-
Parshin family, as in Definition We review this connection in more detail in
The following statement is equivalent to the large monodromy property of Kodaira—Parshin
families, stated without proof as point (i) before Theorem 5.4}

Theorem 8.1. Let notation be as above; in particular, Z1, . .., ZN are a set of represen-
tatives for isomorphism classes of singly ramified Aff(q)-covers of Y. Then the map

N
(8.5) Mon : my (Y, y)o — [ [ Sp(HT™(Z:,Y))
=1

has Zariski-dense image.

We briefly outline the proof. We give in a “normal form” for each Aff(q)-cover.
Using the sequence (8.4)), we reduce to showing a similar assertion with 71 (Y, y)o replaced
by MCG(Y —{y})o. This allows us to use Dehn twists. Using our normal form for Aff(q)-
covers, and constructing a suitable system of curves to Dehn-twist around, we can see that
the monodromy surjects onto each factor Sp(H{*(Z;,Y)). A version of Goursat’s lemma
completes the proof.

When considering the general problem (replacing Aff(q) or cyclic covers by G-covers)
the primitive homology must be further decomposed according to the representation theory
of G. Looijenga [28] has proven a similar result for cyclic covers of surfaces without
monodromy; in fact, Looijenga determines the exact image of Mon in this situation. See
also [[19, Theorem 1.6] for an analogous result for unramified covers of a closed surface,
and [37] for covers whose covering group is the Heisenberg group.

8.2.3. Application to Theorem For clarity we now write out why Theorem[8.1] in the
form stated, above, implies what is used in Theorem @ namely, the Kodaira-Parshin
family X, — Y, 5 Y for the group Aff(q), ¢ > 3, has full monodromy.

In stages:
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e We begin, as in With afamily Z, — Y, — Y,, with Z, — Y arelative curve.
(The Kodaira-Parshin family was constructed by applying a Prym construction to
this, as explicated in Definition .

e Fix y € Y,(C). The fiber of ¥, — Y, above y € Y,(C) is identified with the
isomorphism classes of singly ramified Aff(q)-covers of Y (C), branched at y.
This follows from property (i) of Proposition

e Fixy' € Y (C) above y € Y;(C). Let Z, , be the fiber of Z, — Y over y/'.

By construction, Z,,» — Y (C) is a singly branched Aff(g)-cover, and we
can form the degree ¢ cover associated to the action of Aff(q) on Z/¢Z, i.e.
Zq,y'(C) X afi(q) Z/qZ. By our definitions above, we have

Zq’y/(C) XAH(q) Z/qZ ~ ZZ

(for some unique ¢ in {1,2, ..., N'}) as Riemann surfaces over Y (C).
e The construction of Kodaira—Parshin families then gives rise, as in (7.3), to an
isogeny

fiber X, of X, above y’ — Prym(Z; — Y (C))
This isogeny induces an isomorphism of the rational homology groups:
H{*(Z;,Y; Q) ~ first homology of X, ,(C) with rational coefficients.

e This identification is compatible with monodromy, and so Theorem@]translates
to definition (5.1)) of full monodromy.

8.3. Dehn twists and liftable curves. We say that e is a simple closed curve in a surface
Y if it is the image of a smooth embedding S* — Y’; a simple closed curve has no self-
intersection. For us, a simple closed curve will always come with an orientation, namely,
the orientation induced from a fixed orientation on S*. If y € Y is a point, then we say
n € m(Y,y) is represented by a simple closed curve if there is a loop e in Y, based at
y and representing the class 7 € 71 (Y, y), which is a simple closed curve. We may say
(somewhat imprecisely) that n “is” a simple closed curve.

If e is a simple closed curve in Y — {y}, the Dehn twist D, about e acts on H; (Y) by
the transvection 7T; indeed, we can regard D, as an element of MCG(Y — {y}). We want
to study how this lifts to an Aff(¢)-cover Z — Y: Let n. be the order of the image of e in
Aff(q). Then DZ< lifts to an automorphism of the cover Z, as we now describe. Suppose
the image of e under m (Y, yo) — Aff(¢) — Sym(F,) has cycle structure (dy, ..., ds).
The preimage of e under Z — Y is a disjoint union of circles ey, .. ., e, with the circles
e; in natural bijection with the cycles in the permutation. Then D7 lifts to the product of
commuting Dehn twists

H DZ:/ d;
;

onZ.
In our cases, the only possibilities for cycle structure are as follows:

- If e maps to an element of Aff(g) that is not in F;, i.e. has nontrivial image
a € Fy then (di,...,d;) = (1,0rdy(a),ordy(a),. .., ordy(a)).

- If e maps to a nonzero element of Ff" then (d1, ..., dx) = (q).

- If e maps to the identity element of Aff(q), then (d1,...,d;) = (1,...,1).

Now we note that:
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Lemma 8.2. Let e be a simple closed curve inY — {y}. Then the classes of the preimages
le1], ..., [ex] in the homology of Z are linearly independent; projected to HY*(Z,Y), their
span has dimension k — 1.

Proof. 'Y admits the structure of a CW complex with one 2-cell such that e belongs to
the 1-skeleton. The inclusion of this 1-skeleton into Y — y is a homotopy equivalence.
Correspondingly the inclusion of the preimage (in Z) of this 1-skeleton into the preimage
(in Z) of Y — y is also a homotopy equivalence. Note also that the inclusion of Y — y into
Y induces an isomorphism on Hy, with a similar statement for Z — 7~ (y).

These remarks allow us to reduce the Lemma to corresponding assertions for a covering
of a finite graph, which are clear. (I

The action of Mon(D"¢) on HY*(Z,Y) is a unipotent transformation u such that the
image of u—1 is exactly the span of the classes of the circles e;. By the Lemma just proven,
this has dimension k — 1; correspondingly the fixed space Mon(D"<) on HY*(Z,Y) has
codimension k — 1.

We record the following consequence:

Lemma 8.3. Suppose Z — Y is an Aff(q)-cover. Let e be a simple closed curve in'Y,
and take M such that DM € MCG(Y)z. Then the rank of Mon(DM) — 1d acting on
HY™(Z,Y) determines the conjugacy class of Cov(e) in the symmetric group Sym(F ).

A particularly important case is when e is a simple closed curve in Y such that Cov/(e)
maps to a generator for F'; under the natural map Aff(q) — F;. We call such a e a liftable
curve (for the Aff(g)-cover Z — Y). Its preimage in Z splits into a union of simple closed
curves e™ of degree 1 over e, and e of degree ¢ — 1 over e. For liftable e we write

¢ := projection of the class of e™ to primitive homology.
According to our discussion above, D, induces a transvection on H}*(Z,Y’), with center
€.

Write - for the intersection pairing on homology. Given liftable curves A and B, we
have

(8.6) E-EZ(A+-B+)_1A-B.
q

Indeed, identifying primitive homology with the kernel of the pushforward, we have qg =
gAT — w* A, and so the intersection pairing of ¢A with ¢B is

(¢A* —7*A)- (¢BT —7"B) = ¢*(A* - BT) = 2¢(A- B) + q(A- B),
as desired.

8.4. A normal form for an Aff -cover. Again, take Z a singly ramified Aff(q)-cover of
Y. We will describe the cover Z — Y in a normal form by cutting Y carefully, using
essentially the fact that Aff(q) is solvable. The end result is roughly that the covering
Z — Y can be expressed as the sum of a trivial cover of a genus g — 1 surface and a
nontrivial cover on a torus.

Choose a basepoint yo € Y. The map Cov : m1(Y — {y},yo) — Aff(q) specifying the
cover Z — Y induces a map

H\(Y,Z) = Hi(Y — {y},Z) — F,

on abelianizations. The group F'; is cyclic and H, (Y, Z) is free. If we choose a surjection
Z — F, then the map on abelianizations lifts to a map

H\(Y,Z) = Z — Fy.
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We can choose this map so that H, (Y, Z) — Z is surjective, so it is given by intersecting
with a primitive integral homology class o .

Choose a simple closed curve, which we also call a, representing this class. (Indeed,
any primitive integral homology class is represented by a simple closed curve: [17, Propo-
sition 6.2].) In fact, choose two such curves, af and a7 , which pass “close by” but on
either side of the ramification point y, and are parallel to one another. Note that, since our
cover is ramified at ¢, and the monodromy at y is a nontrivial element of in F;r, Cov(aj)
and Cov(a; ) cannot both be trivial.

FIGURE 1. The curves o5 and oz on Y.

Cutting Y along the curves ozli and discarding the connected component of y, we obtain
a surface Y'! with two boundary components. Let Z' be the pullback of our covering to
Y!. The map Cov : i (Y",y0) — Aff(¢) has image contained in F C Aff(q) by our
choice of «; so it factors through H (Yl7 Z).

The boundary components (with orientations defined by an outward normal) define

classes by,b_ € H;(Y', Z); these classes satisfy by + b_ = 0 because their sum is
the boundary of Y'!. We saw above that b and b_ cannot both have trivial image in F;
so Cov(b;) = — Cov(b_) must be nontrivial. Conjugating by a suitable element of Aff(q)

as necessary, we may as well suppose that by € H;(Y!,Z) mapsto 1 € F;“.
For a surface such as Y with boundary dY!, Poincaré duality takes the form of a
perfect pairing between absolute and relative homology:

(8.7) H (Y'Y, 0YYZ) x H(YY;Z) —» Z

The map Hy (Y, Z) — F lifts toamap H, (Y, Z) — Z; since b, is a primitive element
of Hy(Y'!,Z), we can choose such a lift taking by to 1. This lift is of the form z — (x, ap)
for a relative homology class ay € Hy(Y'?,0Y; Z). Therefore o intersects the boundary
components with multiplicity +1 and —1.

The following lemma readily implies that a2 can be represented by a simple curve, the
image of an immersion e : [0,1] — Y'! that meets OY'! only at the endpoints, which we
also call as. Indeed, it implies M CG(Y) acts transitively on that subset of H; (Y,9Y") ~
Hom(H:(Y,Z),Z) consisting of elements whose pairing with a fixed boundary circle is
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1. It follows that we can find a mapping class carrying the homology class of e to the
homology class «s, as desired.

Lemma 8.4. Suppose Y is a surface of genus g with 2 boundary components, so V. =
H1(Y,Z) is a free Z-module of rank 2g + 1. We regard it as equipped with a (degenerate)
alternating form via H1(Y) — H(Y,0Y) and the duality pairing ®8.); the radical of
this form is the rank-1 submodule V° generated by b, the class of one of the two boundary
components of Y.

Let Sp(V, b) denote the group of automorphisms of V' preserving the bilinear form and
fixing b. Then the natural map MCG(Y') — Sp(V,b) is surjective.

Proof. The group Sp(V, b) fits into an exact sequence
1 — Hom(V/V°, V) — Sp(V,b) = Sp(V/V°) — 1,

where the left-hand map is given by f — 1+ f.

Now one obtains a closed surface from Y by capping off both boundary components.
The mapping class group MCG(Y") surjects onto the mapping class group of this closure
[[17, Prop 3.19]. Therefore (by the surjectivity of the symplectic representation for a closed
surface [[17, Theorem 6.4]) it surjects onto Sp(V/V?).

Now letv € V be aclass, notin V°, which is represented by a simple closed curve in Y';
and let b be one of the two boundary components of Y. We can represent v + b by a simple
closed curve as well (possibly after replacing b with —b). Thus the image of MCG(Y)
contains the transvections 7, and 7},4p. The composition 7,47~ ! is a nontrivial element
of Sp(V, b), coming from the element

x +— {(z,v)b € Hom(V/V°, V).
These generate Hom(V/V?, V) so the result follows. O

Cut Y'! along o, and let Y2 be the resulting surface; it is a surface of genus g — 1 with
one boundary component. The pullback of the cover Z — Y to Y2 splits, i.e., becomes
a disjoint union of ¢ copies of Y'2. We can recover Y from Y2 by gluing to Y2 a torus
with one boundary component. Thus our discussion has shown that it is possible to put any
Aff(g)-cover Z — Y into a normal form: a connected sum of a trivial cover of a genus
g — 1 surface and a nontrivial cover of a torus.

To summarize: Let Sy be a genus-(¢g — 1) surface and let T be a torus. Fix a small
open disk D in Sy and D" in T, and set

(8.8) S =S, D, T°=T-D,

so these are, respectively, a surface of genus g — 1 with one boundary component and a
torus with one boundary component. We identify Y with the genus-g surface obtained by
gluing S;_; to T° along an identification D" ~ 9D. (In relation to the discussion just
given, Sg_; is homotopy-equivalent to Y2)

Proposition 8.5 (Normal form for Aff(q)-covers). Let Z be a singly ramified Aff(q)-cover
of Y. Then we may write Y as a connected sum:

Y =S, 1#T,
where Sy_1 is a genus-(g — 1) surface and T is a genus-1 surface, satisfying the following
properties (with notation as above).

o The ramification point y belongs to the interior of T°,
e the cover Z —'Y splits over S _;.
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20:20'

S ®
9- '
FIGURE 2. Y as a connected sum.

o the cover Z — Y, when restricted to T°, extends over T, i.e. has trivial mon-
odromy around the boundary circle of T°.
o With respect to a standard basis for 71(T — y, *), a free group on two generators
B1, B2, the monodromy of the cover sends
— 1 to an element of Aff(q) projecting to a generator for ¥, and
— fs to an nonzero element of qu

Here 3 is a curve which crosses a;; once and does not cross a; and similarly for (5s.

FIGURE 3. The curves 3; and (5. (The basepoint is the intersection of

f1 and 3.)

Thus Z consists of g copies of Sy _; glued to a degree-g cover Toof T° along g boundary

circles. In the sequel we will use S/;: for the cover of S_; induced by Z.

8.5. Proof of Theorem [8.1, We must show (8.3) has Zariski-dense image. We will per-
form a series of reductions; the main steps are Lemmas [8:9] and[8.10]
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Lemma 8.6. The image of 1 (Y, y)o (see after §.4) for definition) under the monodromy
map

™ (Y,y)o = Sp(H{ " (Z:,Y))
to any factor Sp(HY™(Z;,Y)) of the right-hand side of (8:3) is not contained in the center
of Sp.

Proof. We leave the simple topological proof to the readerr_’] (]

Because 71 (Y, y)o is normal inside MCG(Y — {y})o and the symplectic groups are
almost simple, Theorem [8.1] follows from the subsequent Lemma:

Lemma 8.7. The monodromy map restricted to MCG(Y — {y})o,

N
Mon : MCG(Y - {y})o — [ [ Sp(H{*(Z:,Y)),
i=1
has Zariski-dense image.

In turn, using Lemma[2.12] this will follow from Lemmas [8.8]and [8.9]

Lemma 8.8 (Distinct covers are distinguished by monodromy around a simple closed
curve.). For two non-isomorphic Aff(q)-covers Z1, Zy there exists a simple closed curve
n in'Y such that the cycle decompositions of the monodromy around 7 in Zy and Z5 are
different.

Proof. Two coverings Z1, Zo define two maps w1 (Y — y) — Aff(q). Suppose, first of
all, that their projections to F have different kernels (i.e. are not related by an automor-
phism of ). We may find a primitive homology class whose images under the two maps
fi, fo: H1(Y,Z) — F;, have different orders in F. Indeed, there is a basis ey, ..., e,
for Hy(Y,Z) such that the kernel of f; equals (¢ — 1)ey, ea,...,e.; notall of e, ..., e,
can be in the kernel of f5, and so at least one of these latter classes suffice. Represent this
primitive homology class by a simple closed curve to construct 7.

Otherwise, the coverings 71, Z, define maps 71 (Y — y) — F} having the same kernel.
Accordingly, in the algorithm to convert an Aff(g)-cover into a normal form described in
§8.4] we can cut Y along the same curve o, as in §8.4} for both Z; and Z,. We obtain, as
before, a surface Y'! with two boundary components; the covers Z;, Z, define two maps

91,92 : Hi(Y',Z) — F}.

If gy is not proportional to g», we can find a primitive homology class for H; (Y'!, Z) which
is in the kernel of one map but not the other. Represent this primitive homology class by a
simple closed curve to construct 7.

Otherwise g; and g are proportional, so the two maps 7 (Y1) — F;j have the same
kernel. Therefore, we can cut Y; along the same curve ae for both Z; and Z,. So we get
a decomposition of Y as a connected sum Y = S,_1#T as above, such that both Z; and
Z5 become trivial on Sy_;.

Let 8 and B2 be curves on T as in the end of Then both maps 71 (Y —y) — Aff(q)
send /7 to an element of Aff(q) projecting to a generator for F*; and they both send /35

%One can also give an algebro-geometric argument, as follows. Suppose to the contrary. Now, as in §7| there
is an associated finite covering Y/ — Y such that the various Z; fit together into a curve fibration Z — Y. If (a)
were false, the theorem of the fixed part means that the Hodge structure of the fibers of Z — Y’ are constant, at
least over one component of Y. By Torelli, this means that all the fibers are actually isomorphic. This contradicts
de Franchis’s theorem.
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to an element of F;. Each of Covy (1) and Cova (/1) has a unique fixed point in F; up
to conjugation, we may suppose this fixed point is 0. By a further conjugation we may
assume that Covy (82) = Cova(fB2) =1 € F/.
So we can write
Covi(B1): x — 1z
and
Cova(f1):  — cox.
If Z, and Z5 are not isomorphic covers, we must have ¢; # ca.
There is a map
(Y —y) — m(T —y)
which is obtained (in the notation of (8:8)) by collapsing Sy to a point; this gives a map
from Y — y to a surface that is homotopy equivalentto T — y.
There exists a simple closed curve 7 € 71 (Y — y) mapping to 31323, ' 32" under
this map m1 (Y — y) — m1(T — y): see Figure[8.5)and its caption.
Then Covy(n) is trivial but Covy(n) is not trivial. This concludes the proof. O

FIGURE 4. The curve 7.

How to read the picture: Follow along the path 7, starting at the basepoint
yo. Write down a word in the symbols 57 and 3z as follows. Every time
7 crosses o, write 81 or 81 !, depending whether the crossing was in the
positive or negative direction. Every time 7 crosses ag, write 83 or 35 L
The resulting word is the image of 7 under the map m (Y — y,y0) —
71(T — y, yo), which we readily see is 313237 ' 33.

Lemma 8.9. The monodronty map Mon : MCG(Y )z, — Sp(HY™(Z;,Y)) has Zariski-
dense image.

We are now reduced to proving Lemma [8.9] Let Z = Z, for some fixed i. By the
construction of Dehn twists from liftable curves (see discussion at end of §8.3), as well as
Lemma[2.74]on generation by transvections, it is enough to show:

Lemma 8.10. There exists a collection of liftable curves Ay, ..., An onY such that:
(a) the A; span the primitive homology HY*(Z,Y);
(b) the graph obtained by connecting A;, Aj when A; - A; # 0 is connected.
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8.6. Proof of Lemma[8.10, We put the singly ramified Aff(q)-cover Z — Y in a normal
form, as explained in §|8.4 Recall notation (D, D’, S g—1, T, and so forth) from the end of
We will produce the curves A; by concatenating curves on T° and curves on Sg_;.

Fix apointp € 0D = 9D’. Fix a labelling of the points of Z above p by F;, compatible
with the usual action of Aff(gq) for some fixed homomorphism

Cov : m (Y —y,p) — Aff(q).

Recall that the cover Z — Y splits over Sg_; the labelling above p therefore permits
us also to label the components of S¢_; by F;.

Lemma 8.11. There exist ¢ + 1 simple closed curves {v; : 0 < j < q} on T°, beginning
and ending at p, not passing through vy, and intersecting 0D’ only at its endpoints, such
that:

(i) For each j, the monodromy Cov(v;) projects under Aff(q) — F to the same
Jfixed generator of ¥ ;
(ii) The monodromy of y;, defining a map ¥, — F, fixes exactly j modulo q.
(iii) The (unique) lifts 7;" to simple closed curves on T° span the homology of T°
modulo the homology of its boundary.
(iv) Eachy; has the same orientation near p, i.e., either the outgoing branch is “above”
the incoming branch for all j, or vice versa.

20=2D’

° ’ T ®
S

FIGURE 5. The curves y; and w on Y.

Proof. Take an explicit basis 31,82 of homology of T, such as was described in §8.4}
conjugating if necessary we can suppose that the monodromy of 3; is z — gz (for g € F
a generator) and the monodromy of 35 is « — = + 1. We can choose this basis in such a
way that all powers [, ﬂg with j non-negative are represented by simple closed curves on
T°, which start and end at p. '

The monodromy around 34 33 is given by x — g(x + j), which fixes lgqu € F/. Write
[¢] for the unique representative of ¢ € F, that lies in [0, ¢ — 1], and put

j*:{[lg_m, i#a

q Jj=q
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The map j — j* gives a bijection from [0, ¢] to itself. Now put

v = BB (j €[0,4)).
Conditions (i) and (ii) are clearly satisﬁefl; To check (iii) we must verify that the asso-
ciated homology classes span homology of T° modulo its boundary. One could verify this

by computing an explicit CW-complex for T°; we present an alternative group-theoretic
proof. It is sufficient to show that

(8.9) the homology clases of the lifts of ; span H; ('?:/y)

Here and in what follows we make use of the fact that our Aff(g)-cover extends over T,
and thus write (e.g.) T. To see that (8.9) indeed implies (iii), consider the diagram

—~—

Hy(Te —y) Hy(T°)/H,(9T°)

Hy(T ~ y) — Hy(T)/Hy (D) = Hi(T)

where f is surjective because in fact H 1(?:/?/) ~ H 1('?): the preimage of y is a single
point.

—_~

Let p be the point above p corresponding to 0 € F,,. Projection to T identifies w1 (T — y, p)
with the subgroup H < (f1, 82) defined by

H = stabilizer of 0 € F,.

Therefore the first homology of '?:/y is the abelianization of H. Under this correspon-
dence, the homology class of the lift of y; corresponds to the image in H* of (8,7 )3183(% ) €
H.

We must therefore show that the elements 857 813" actually generate H*". Note
that among these elements are 31 and (a conjugate of) 3131, so it is enough to show that
(8.10) Bland By7 BB (0<j<q—1)
generate H*P. However, a set of left coset representatives for H are givenby 1, 3a, . . ., 34 -1
according to Schreier’s algorithm a generating set for H is given by

B2, 8599 8,83, 5 € [0,q — 1]

Now considered modulo g the set of pairs (—[g4],3) = (—gj, j) appearing here coincide
with the pairs (—j*, y —1—3*) = (.—%,.11—9) appearing in (8.10). So the elements of (8.10)
even generate H not just its abelianization. (]

We return to the proof of Lemma For each primitive homology class in S _; we
fix a representative which is a simple closed curve on S;_; beginning and ending at p. Let

W be the resulting collection of simple closed curves. For each w € W at least one of the
two homotopy classes

(8.11) Aw, j) = v; - wEt € 7 (Y, p)

is representable by a simple closed curve on Y. The choice of sign depends only on w and
does not depend on j, in view of property (iv) of the curves ;. For a picture of the curve

A(w, j), see Figure[8.6]
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The image of this curve in Aff(q) projects to a generator of F; therefore it is “liftable”
in the sense of Recall also from the notation e for the degree-1 lift of a liftable
curve e. The lift of A(w, j) has homology class given by

[A(w, )] =[] £ [wy],
where w; means that we lift w to a closed loop on the jth preimage of S;_; inside Z; the

sign above is the same as in (8.11).
We have

[A(w, 5)"] = [A(w',§)T] = €[w;] + €'[(w');] (e, ¢’ € £1)

and we see readily that these classes — as both w, w’ vary through W — span the homology
of the jth preimage of S{_; in the cover Z.

The boundary of §§_/1 is a union of g circles. Considering the Mayer—Vietoris sequence
Hy(8Y)7 — Hy(S5_,) @ Hy(T°) — Hi(Z).

and using the fact that the [y;] span H. 1('?5) modulo its boundary (Lemma (iii)), we
see that the [A(w, j)] span H1(Z).
As before, we define

A(w, j) = projection of [A(w, j)T] to primitive homology.

so that the homology classes A(w, j) span HY*(Z,Y). This completes the proof of part
(a) of Lemma[3.10]

To prove part (b), we need to compute some intersection numbers. We note that the
intersection number between any %Jr and any wy, is trivial. Thus

[A(wi, 5)] - [A(wa, k)] = [v5] - [vi] £ [wn] - [we]

[A(wl,j)ﬂ ’ [A(U)Q,k)ﬂ = [’Y;r ’Yz_:] + j1[w1] - [wa],
where ¢, is the Kronecker 6 symbol, and, in both instances, the sign that appears ithe
product of the sign for w; and the sign for wy. Upon projecting to primitive homology,

(8:6) gives

Alwr, j) - Alws, k) = £ — g Hw] - [ws] + (7] b ] — a1 - we))-

The connectedness of the “intersection graph” follows from this. It is enough to show
that given (w1, j) and (ws, £) there exists (ws, k) with both intersection numbers nonzero.
For this, we note that the factor (0,5 — q!) is never zero, so we simply choose w3 so that
[w1] - [ws] and [wq] - [ws] are sufficiently large: this is possible because [w1], [wa] # 0, the
intersection pairing on H;(S;_;) is perfect, and we can choose wj such that [w3] is any
given primitive homology class. This proves Lemma|[8.10|and Theorem 8.1] O

9. TRANSCENDENCE OF PERIOD MAPPINGS; THE BAKKER—TSIMERMAN THEOREM

It is desirable to extend the method to settings where the base Y is higher-dimensional,
thus feasibly leading to finiteness results for integral points on Y. We will study the exam-
ple when X — Y is the moduli space of smooth hypersurfaces in P"*; then integral points
on Y correspond to integral homogeneous polynomials P(xo, ..., Z,,) of degree d whose
discriminant (disc P) € O*.

(A natural family of generalizations of this example is given by considering the integral
points on P™ — ZV_ where Z C P™ is a smooth subvariety, and Z" is the dual projective
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variety to Z: there is a natural smooth projective family over P™ — ZV, namely, the family
of smooth hyperplane sections of Z.)

9.1. The Ax-Schanuel theorem of Bakker and Tsimerman. Suppose that we are given
a smooth proper map X — Y of relative dimension d over the complex numbers (we
identify complex algebraic varieties with their complex points). The primitive cohomology
of each fiber H%(X,, C)P"™ carries a polarized Hodge structure. Let § be the associated
period domain which classifies polarized Hodge structures with the same numerical data
as this primitive cohomology, so we have an analytic period map

<I>:)~’—>S'j

where Y is the universal cover of Y (C). This $) is open (for the analytic topology) in a cer-
tain complex flag variety $*, which parameterizes isotropic flags with a given dimensional
data inside a certain orthogonal or symplectic complex vector space.

Bakker and Tsimerman [2] have proven the following analogue of the Ax—Schanuel
theorem. It is a very strong statement about the transcendence of ®.

To simplify the statement, we assume that the monodromy mapping

m(Y) — Aut(HY (X, C)P™)

has image whose Zariski closure contains the full special orthogonal or symplectic group,
stabilizing the intersection form. (This restriction, which guarantees that the image ® ()N/) is
Zariski-dense in $)*, is not important, and in [2] the theorem is formulated for an arbitrary
Mumford-Tate domain as target.)

Theorem 9.1. (Theorem of Bakker and Tsimerman.) Suppose that V. C Y X $* is alge-
braic. Write W for the image of Y in'Y x 9. Suppose that U C V N'W is irreducible
analytic such that

codimy x g+ (U) < codimy x o+ (V') + codimy x 5= (W),

where all the codimensions are taken inside Y x $*. Then the projection of U to 'Y is
contained in a proper ( “weak Mumford-Tate”) subvariety.

In particular this has the following corollary:

Corollary 9.2 (Transcendence property of period mappings). With notation as above, sup-
pose that Z C $* is an algebraic subvariety, and

9.1) codimg- (Z) > dim(Y).

Then any irreducible component of ®~*(Z) is contained inside the preimage, in Y, of
the complex points of a proper subvariety of Y.

Proof. Let (Q be an irreducible component as in the statement of the corollary.

Let V = Y x Z. The intersection W% of W with Y x (Z N H), intersction taken in
Y X $), is an analytic set. Moreover, the image of () under the analytic map Y 5 Y x $His
contained in W#. Therefore, the image of ( is contained in some irreducible component
of W%, callit U:

U = an irreducible component of W N (Y x (Z N $)).
We apply Theorem [9.1| with this chioce of U, V, W. Then

codimy x5+ V = codimg+ Z and codimy x g+ W = dim H*.
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o)
codimy x g+ W 4 codimy x ¢V = dim H* 4 codimg-Z = dim H* + dim(Y).
This shows dim U = 0, unless the projection of U to Y is contained in a proper weak
Mumford-Tate subvariety. This implies the same property for (), as desired. (]

9.2. Transferring transcendence to a p-adic setting. Theorem[J.T|can be transferred to
the p-adic setting, which is where we use it:

With notation as above, suppose additionally that X — Y is defined over Z[S~!]. Fix
p ¢ Sandyy € Y(Z,). As before we can form the p-adic period map

(9.2) ®,, : residue disk around yo in Y(Q,) — ﬁ*Qp,

Up

where ﬁap is the base-change of $* to Q,; the map above is p-adic analytic, i.e., it is
given in suitable coordinate charts by power series absolutely convergent on the residue
disk.

Now suppose that we give ourselves a Q,-algebraic subvariety Z C ﬁap satisfying
the dimensional condition (9.)), i.e. the codimension of Z is greater than or equal to the
dimension of Y.

Lemma 9.3. Let U, be as in 0.2), i.e. {y € Y(Z,) : y = yo modulo p}. The set

2,'(2)

is not Zariski dense in'Y .

Note that ®,, is defined only on the residue disk U,,.
Proof. [Z]

It will be convenient to have the freedom to vary g later in the argument. To that
end, note that the statement above depends only on U,; after all, at the level of points,
®,, is the map sending y € U, to the induced Hodge filtration on the primitive crystalline
cohomology of the special fiber of X,.

By [29, Thm. 7.6] (or by the discussion of the image of ®,(U,,) is contained in a
residue disk on $; containing ®,(yo), in particular, in some affine open set SpecA,, of 7,
containing ®,(yo). We may suppose that Z C ﬁap is defined locally by equations F; = 0,
where we suppose F; € A,, i.e. the F; are regular functions on this affine open set.

Consider now
These are defined by power series converging absolutely in U, i.e. in a suitable choice of
local coordinates, G; lies in a Tate algebra

X X
R:Qp<pl,...,;v>

of formal power series convergent on a disk of p-adic radius |p|. In these coordinates U,
corresponds to (x1,...,2x) € (pZ,)"N. We want to show that the common zero-locus,
inside Up, of the G; is contained in (the Q,-points of) an algebraic set. As a preliminary
reduction, we will reduce to considering a single “irreducible component” of this common
zero locus.

"The anonymous referee pointed out that one could also deduce the p-adic transcendence result from the
complex transcendence result using the Seidenberg embedding theorem, as in [32| Section 2.5].
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Fix a suitable open affine set Spec B, C Yq, “containing the residue disc of 39.” (More
precisely, we may fix an open affine neighbourhood in Y, considered now as Z,-scheme,
of the image of the Z,-valued point 3, : Spec Z,, — Y/, and take its generic fiber.) Then
there is a morphism from B, to R. Our result will now follow from the

Claim: Let p be a prime ideal of R, vanishing at some point of U,.
Suppose that p is minimal among prime ideals containing (G, ..., G,).
Then p contains (the image in R of) a regular function H, i.e. a function
H belonging to B,, as above.

To see why this implies the statement of the lemma, assume the Claim. There are only
finitely many such minimal primes as in the statement. Call them py, ..., p;. Let H; € p;
the function constructed according to the claim above. Then the vanishing locus of [ H;
contains the common vanishing locus of the G;: if y lies in this common zero-locus, it lies
in the vanishing locus of some p;, and then H;(y) = 0.

We now prove the Claim. The ideal p vanishes at some point at U,, by assumption;
choose such a point yg.

We now transfer the question to the complex numbers. We fix an isomorphism o :
Q, ~ C, which gives in particular an embedding o : Q,, <+ C. Then yy gives rise to a
complex point y§ € Y(C), and the de Rham cohomology of X7 is obtained from that of
Xy, via o:

9.3) H&kR(Xyo) ®(Qyp.0) C= HgR(Xyé’/C)'

‘We may regard the period map ®,, as taking values in the Grassmannian Sﬁap for the left-
hand de Rham cohomology. Also let Uc be a small complex neighbourhood of y§ and let
Oc : Uc — HE be the complex period mapping, which we regard as taking values in the

g
associated complex variety ¢ = (55 *Qp> . This complex variety parameterizes certain

flags inside the right-hand space of (9.3). Note the identification @ (y§) = P, (y0)°.

Now Z gives rise to an algebraic subvariety Z9 C $¢ and this subvariety again sat-
isfies condition (9.I). The functions F; are regular on an open affine containing ®,(yo);
correspondingly we obtain F7 on an affine open in ) containing ®¢(yg ), which locally
cutout Z°.

Ignoring convergence for a moment, regard the G in the completed local ring of Yq,
at yo. This is a formal power series ring over Q,, and ¢ induces an injection from this
completed local ring to the corresponding completed local ring of Y¢ at yg; call this map
G — G°. Then we have in fact

9.4) G7 = power series expansion of F} o ¢ at yf.

This follows from just the same analysis of §3.3] or phrased informally, from the fact that
the complex and p-adic period map satisfy the same differential equation.

It follows from (9.4) that the G¢, a priori complex formal power series, are in fact
convergent in a small complex neighbourhood of yg; their common vanishing locus for a
sufficiently small such neighbourhood V' coincides with @61 (Z9)nV.

Corollary applied to Z% C $)¢, shows that <I>a1 (Z°)NV C Yc is not Zariski dense
in Yc. Indeed, after analytically continuing ®¢ from V' to a universal cover of Y, there
are only finitely many irreducible components of @61(2 @) which intersect V' (by local
finiteness of irreducible components of an analytic set). We can apply Corollary [0.2] to
each of them to conclude that the common zero-locus of G¢ on V is contained in the zero
locus of some algebraic function G (i.e., G arises from a regular function on a Zariski-open
subset of Y containing V).
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Consider the ring Rc = C{xz1, ..., 2, } of formal power series that are convergent in
some neighbourhood of 0. Given an ideal I of this ring, we can associate a germ V' (I) of
an analytic set at the origin. The locally analytic Nullstellensatz [[10, §3.4] asserts that the
ideal of functions vanishing along this germ is precisely the radical v/T of 1.

We apply this with Rc the ring of germs of holomorphic functions near y§ € Yc,
taking I to be the ideal generated by the G7. Then VT is the ideal of functions vanishing
on V(I) and in particular contains G. Thus G™ € I for some m > 1.

Therefore the ideal spanned by GY inside the ring of locally convergent power series
contains the image of an algebraic function, i.e. a regular function on some Zariski-open
subset of Y containing y§. The same is then a fortiori true if we replace “locally con-
vergent” by “formal,” and this latter assertion can be carried back, via 01, to YQTV Thus,
there is a regular function H, in a neighbourhood of y, on Y—p, belonging to the ideal

(9.5) He(Gy,...,Gp)

generated by the GG; in the completed local ring O of Ypr at yo.

By taking a norm we may suppose that I in fact arises from a regular function in a
neighbourhood of yg on Yq . Without loss of generality (multiplying by a suitable denom-
inator if necessary), we may suppose that H is regular on the chosen open affine around
Yo, i.e., H € B,,. Note that B, ® Q,, surjects on to each quotient o / mt(5 (where m g is the

maximal ideal). Therefore, for each ¢ > 1, there are Zy,...,Z;, € B, ® @ such that
t
(9.6) He> ZG;+mb.

By linear algebra we see that we can even choose Z; € B,,.

The function H then defines a rigid-analytic function on the residue disk of yy. Thus H
and G; both lie inside the Tate algebra R previously defined. Recall that we have fixed a
prime ideal p of R, contained in the maximal ideal m associated to ¥, and containing the
ideal J generated by the G; inside R.

Now (0.6) implies that

HeJ+m!

for every ¢ > 1. Then the image of H in R/p lies in the intersection ﬂt21 mt. Krull’s
intersection theorem, applied to the Noetherian integral domain R/p, implies that the in-
tersection of powers of m is trivial. Therefore H € p, as desired. O

10. BOUNDS ON POINTS WITH GOOD REDUCTION

Let 7 : X — Y be a smooth proper morphism over Z[S~!], whose fibers are geomet-
rically connected of relative dimension d. The goal of this section is to bound Y (Z[S~1])
by means of the same general techniques we have used elsewhere in the paper, i.e., by
studying the variation of p-adic Galois representations of the fibers. We refer the reader
to the Introduction (§I)) for a discussion of the methods and how they compare with the
curve case; the main difference in this general setting is that the linear algebra arguments
required to avoid semisimplicity are much more elaborate, and are discussed in §TT]

10.1.  Fix yp € Y(C), with fiber X; and set Vo = H%(Xo,c, Q)P"™. This is equipped
with an intersection form (—, —). Assume that the image of

(10.1) m (Yo, yo) = Aut (Vo ® C, (=, —))

has Zariski closure containing the identity component of the right-hand group.
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The Hodge structure on V, induces a weight-zero Hodge structure on
(10.2) Lie GAut (Vo ® C, (-, —)) ~ C @ Sym?V, or C & A%V,

according to the parity of (—, —). We will refer to this as the adjoint Hodge structure to
distinguish it from the Hodge structure on Vy ® C.

Let h? be the dimension of the Hodge component (p, —p) in the adjoint Hodge struc-
tureﬂ For any E € Zy( that is at most the dimension of the adjoint Hodge structure,
let

T(E) = sum of the topmost £ Hodge numbers.
Here the Hodge numbers are the list of ps for which h? = 0, each written with multiplicity
h?; thus, for example, if pyayx 18 the largest p for which h? # 0, then T'(1) = pmax, and if
hPmax > 1 then T'(2) = 2pmax-

We can extend T to be a continuous piecewise linear function [0,
such that 7'(0) = 0, and with derivative specified as

JEZ h]] - R)O

Pmax forx € (O, hpnlax)’
(10.3) T'(z) = { Pmax — 1 for z € (RPmax, Pmax 4 pPmax—1),
and so forth.

The transcendence property of period mappings is an essential ingredient in the follow-
ing theorem. It says that integral points on the base are not Zariski dense whenever the
adjoint Hodge structure is quite “spread out,” that is to say, whenever the contribution of
large |p| to the total dimension ), kP is large.

Theorem 10.1. Let 7 : X — Y be a smooth proper morphism over Z[S~1], whose fibers
are geometrically connected of relative dimension d. With notation as above, suppose that
the monodromy representation has large image, i.e. that (10.1) is satisfied, and moreover
that

(10.4) > hP = b+ dim(Y)
p>0
and
(10.5) > ph? > T (K0 + dim(Y)) + T (2h0 + dim(Y)) .
p>0

Then Y (Z[S™1Y]) is not Zariski dense in Y.
If we assume, moreover, that the monodromy representation for any subvarietyY' C'Y
continues to have large imag(ﬂ (see (T0.1)), then in fact Y (Z[S~1]) is finite.

Roughly speaking, a condition of type (10.4) is easily seen to be necessary for our
method: with reference to the discussion of we want Y to be transverse to all orbits
of a certain group Z(¢) on a flag variety; the dimension of the flag variety is > >0 hP, and
in our argument we shall bound the dimension of Z(¢) above by h". Equation is in
practice a much more restrictive condition and is needed to control semisimplification.

The combinatorial machinations that give rise to inequality [I0.5] could probably be
greatly optimized. We aimed to give a treatment that was fairly short, at some cost to the
sharpness of the results. Informally speaking, the condition says that the Hodge diamond
of Y is not very concentrated near the middle.

8Asin Section we are abusing the symbol p to refer to the indexing on a Hodge filtration.
9This is an unrealistically strong assumption. We include this statement simply to make clear the importance
of this problem — controlling monodromy drop along subvarieties — for our method.
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10.2. Application to hypersurfaces. We will now outline the proof of the following state-
ment

Proposition 10.2. There exists ng and a function Dy(n) such that both (10.4) and (10.3)
apply to X — Y the universal family of hypersurfaces in P™ of degree d, so long as
n = ng and d = Do(n).

Numerical experiments suggest that ny ~ 60 will do. Note that this family indeed has
large monodromy image by [4].

We must emphasize that, in this case, the dimension of Y is very large, and so the
statement that Y (Z[S~!]) is not Zariski dense is very modest indeed; but it seems to us
an interesting first step, and potentially one can then iterate the argument by replacing Y
by the Zariski closure of integral points. As suggested by the last line of the Theorem, it
becomes relevant to analyze the following question:

What is the smallest possible codimension of a subvariety Y’ C Y along
which the monodromy drops?

In outline, the proof of Proposition [I0.2]is as follows. It can be verified (we will omit
the proof) that the middle Hodge numbers h*9 of a degree-d hypersurface inside P" satisfy

(10.6) wa(d) ~ - An,p)

where p + ¢ = n — 1, and A(n,p) is the Eulerian number: the number of permutations
o:{1,...,n} — {1,...,n} with the property that o(¢ + 1) > o (i) for precisely p values
of . (Here we fix the dlmensmn n of the ambient projective space and the meaning of ~
is that the ratio approaches 1 as d — 00.) Now consider o, := A(n p), which defines a
probability distribution on p € {0, ...,n—1}. The conclusion w111 be deduced, in essence,
from the fact that «ay, is well appr0x1mated by a binomial distribution with mean n/2 and
variance n/12. We now describe the details.

First, consider the Hodge numbers /P for the adjoint Hodge structure. Since the dimen-
sion of the symmetric or adjoint square of a k-dimensional vector space equals m , we
have

IRP = Z BPLa@ pp2,a2 4 py (pn—1)/2,(=p+n—1)/2
p1+p2=p+(n—1)
where in all cases p; + ¢1 = p2 + g2 = n — 1. In particular, we deduce that

(10.7) d2" > apap,.
Pl —Pp2=p
By

Next, note that the dimension of the moduli space of degree d hypersurfaces in P™ is
given by

n+d 17d(d+1)...(d+n) dartt
d—1 B (n+1)! (n+1)!
where the meaning of ~ is as before. In particular, for any fixed n > 2,
dimY
(10.8) dl;n;o = 0,

where hY is the dimension of the zeroth Hodge number for the adjoint structure.

107p Section only, the symbol d represents the degree of a hypersurface, and n — 1 its dimension.
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Let X (n) (or just X for short) be the random variable which sends a uniformly dis-
tributed random permutation o of {1, ..., n} to the number of i for which (i 4+ 1) > (i),
subtract "7_1 Write y;(1 < ¢ < n — 1) for the random variable, on the same space, with
value 1/2 if o(i + 1) > o(i), and —1/2 if 0(i + 1) < o(i). Thus X = >y, and the
expectation E(X) is zero. The variance of X is then given by

n—1 n—2 n+1
(10.9) Var(X) =Y " E(yiy;) = 2 =1
iy J N N——

=7 li—jl=1

Now let X'(n) be the random variable obtained by convolving X (n) with itself, i.e.
with adding together two copies of X (n). Then

n+1

(10.10) Var(X') = 2Var(X) = , and the probability that (X' = p) = f3,,

where S, is as in (I0.7). Moreover, it is also known (see [9] for discussion and references
to the literature) that as n — oo,
(10.11)

X (n)/+/n converges in distribution to a normal distribution with variance 1/12.

and it follows then that X'(n)/+/n converges in distribution to a normal distribution with
variance 1/6. It follows in particular that

(10.12) > pBy>Avn
p>0
for some absolute A > 0. We also need:

Lemma 10.3. For sufficiently large n, we have By < %.

Proof. The sequence /3, is symmetric and log-concave. The symmetry follows readily
from the definition, whereas the second statement follows from the classical fact that the
Eulerian numbers are log-concave. (See, for example, [21, Thms 1.4, 3.3].)

Letc = %. This number is chosen to be less than the density of the normal distribution
with mean zero and variance 1/6, at the point 1.1. From the convergence in distribution
of X', it follows that for all large enough n there exists P > \/n with the property that
B P> ﬁ B

We show that 5y < S~. Suppose not; then log-concavity means

v
(1/c)' =P/ Pcp/P

for all p € [0, P]. In particular, this implies that 3, > ﬁ whenever [p| < P/2. This
contradicts Y, 3, = 1 for large enough n. (]

Proof. (of Proposition[T0.2): In what follows, write “for big enough n and d” as an abbre-
viation for “for n > ng and d > Dy (n), for some function Dy of n.”

There are two conditions to be checked, (10.4) and (I0.5). That the former condition
holds for big enough n and d follows from (10.8)), and the convergence in distribution
of X’(n)/+/n. It remains then to verify that (T0.3)) holds for big enough n and d.

Write T'(y) for the sum of the topmost y adjoint Hodge numbers and H for the total
dimension of the adjoint Hodge structure. We claim that

2T(21°) < ) ph?,

p>0
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for big enough n and d. That statement readily implies the desired conclusion, in view of

By Lemma , for sufficiently large n we have By < %. Therefore, for d sufficiently
large (depending on n) we have h® < 40H/\/n. On the other hand, by (T0.12), the right-
hand side Zp>0 ph? is bounded below by a constant multiple of H+/n, for big enough d
and n. Therefore, it is enough to verify that, for fixed positive constants ¢, §, we have the
inequality
cH

(10.13) T(\/R

) < 6H

for big enough n and d.
Lete = % Separate the contribution of Hodge numbers above and below en to T'; we
get:

cH cH
— ) K - p
\/ﬁ) < (en) Tn + pémph

Now the first quantity is bounded by %6H \/n. The second quantity equals

e hp
> ph —H2p6p+HZp(H—Bp)~

p>en p>en p>en

7(

There is a function D; such that, for d > D1 (n), the second term is at most H. Also, using

the variance bound Y p?3, = "L, the first term is at most He!. Thus,

cH 1
T(—=) < =6H H(l+e!
(T) < gOHVA+H(1L+ )
and the latter term is certainly bounded above by %(5H \/n for n = ng. This concludes the
proof of (10.13)), so also of our Proposition.

O

10.3. Setup for the proof of Theorem[10.1} In what follows, £ denotes an arbitrary prime
number not belonging to the fixed set .S.

Working in the complex analytic category, let V. = R%m,Q. It is a local system of
Q-vector spaces on Y (C) (and it admits an integral structure); the V defined in is
its fiber above .

Let G be the connected automorphism group of the intersection form on V(, a semisim-
ple Q-group; also let

G’ = GAut(Voy, (—, —)),

the corresponding generalized automorphism group, where we permit to scale the form
<_7 _>'

Passing to /-adic étale cohomology, there is a monodromy mapping 73"t (Y, ) —
G/'(Q) and the section associated to an integral point y € Y (Z[S~1]) gives a representa-
tion

pye: Gq — G'(Qu).
This describes the Galois action on the primitive geometric étale cohomology of the fiber
X, in degree d (after using an isomorphism Vo ® Qg ~ V, ® Q).

In what follows we will freely use certain results about Galois representations into G’
which are parallel to certain known results about GL,,-valued representations; we refer to
§2.3|for further discussion of these points.
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We denote by p;’, the semisimplification of p, ¢ relative to G’ (see . By Faltings’
finiteness theorem (Lemma there are only finitely many possibilities for the G'(Qy)-
conjugacy class of p°,.

We must understand the variation of the representation p, with y; as usual, we will
study this using the period mapping. We begin with the complex Hodge structures.

The Hodge structure on V,, the fiber of V at y, is given by a self-dual filtration

(10.14) V,=FV, > DF'V, D ...
and in this way we can regard the period mapping as
(10.15) universal cover of Yo — Mumford-Tate domain for G/,

where the Mumford-Tate domain in question is understood to be the space of self-dual
filtrations on V( with the same dimensional data as the Hodge filtration on V.
Also, the Hodge structure on V{ gives rise to a morphism

¢ : St — G/(C).
For each y € Y(Z[S™!]), we may reduce modulo ¢ and consider the crystalline Frobe-

nius of the reduction X, g, := X, Xz[s-1] F¢. This determines a transformation of the
(primitive) crystalline cohomology

Fovl e Aut H (X0, )P,

crys
The characteristic polynomial of this endomorphism is determined by the (-function of
Xy F,, and it can be deduced (see [22]) that its eigenvalues coincide with the eigenvalues
of /-Frobenius on p-adic absolute étale cohomology for any prime p # £.

In the coming subsections we will prove the following two Lemmas:

Lemma 10.4 (Frobenius centralizer small, for some ¢ below an absolute bound). There
exists an integer L with the following property:
For any y € Y (Z[S™Y)), there exists a prime { < L,{ ¢ S such that the
semisimplification of F;fys’[ (and so also the crystalline Frobenius itself)
satisfies

(10.16) dim Z([FE¥*]) < dim Za/(c)(¢0)-

On the left hand side, we take the centralizer inside GAut(H, d’prim), to which the crys-

crys
talline Frobenius — and so also its semisimplification — belongs.

Lemma 10.5 (Not Zariski dense. This is where semisimplicity gets taken care of.). Given
a prime { ¢ S and yo € Y (Z[%]) with the property that the centralizer of crystalline

. £ ; .
Frobenius Froby »™>" is at most the dimension of Zg:(c)(¢o), the set

1
(10.17) {y € Y(Z[ED Ly = yo modulo U, piy == pit o}
is not Zariski dense. (Here ~ means that the representations are G'-conjugate).

Assuming these Lemmas, let us conclude the proof of Theorem With L as in
Lemmalet N = HKL,MS £. Now each y € Y(Z[%]) gives a collection of represen-
tations p : Gq — G'(Qy), one for each ¢ dividing N. For each ¢ dividing N, let G, be
the set of representations Gq — G'(Q) that arises as some p;’. This is a finite set (mod-
ulo conjugacy) by Lemma applied to G’ C GL(Vy); note that it is straightforward to
verify that the integrality of characteristic polynomial of Frobenius passes from the whole

cohomology to the primitive cohomology.
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Call a pair (y, ¢) as in Lemma good if it satisfies (10.16). For each ¢, Lemma

and the finiteness of G, guarantee that the set of y for which (y, ¢) is good is not Zariski
dense. Taking the union over ¢ < L and applying Lemma|10.4| we see that Y (Z[S1]) is
itself not Zariski dense.

10.4. Proof of Lemma [10.4] Fix a prime p ¢ S and let p,, : Gq — G'(Q,) be the
p-adic Galois representation at y, as above. We have observed that there are only finitely
many possibilities for p;,, (here, and below, the semisimplification is taken inside G).

Let H be the Zariski closure of p;°,(Gq), with identity component H. Tt is a reductive
group (because we took the semisimplification, see and references therein). Call an
element in H°(Q,,) very regular if it is semisimple and:

(*) its centralizer inside Aut(Vo ® Q,) has minimal dimension amongst
all semisimple elements of H°(Q,,).

Choose a maximal torus Ty C H®, and let ® be the set of nontrivial characters Tg —
G,, arising from the conjugation action of T on the Lie algebra of Aut(Vo ® Q). For
t € To(Q,) the dimension of the centralizer of ¢, in Aut(Vo ® Q,), is the dimension of
the centralizer of T in Aut(Vo ® Q,), plus the number of roots o € & with a(t) = 1
(counted with multiplicity). The condition (*) for an element ¢t € TO(Q7P) amounts to
asking that a(t) # 1 for all « € ®. In particular:

e Any very regular element is regular inside H®, and o
o Condition (*) implies the same condition with Aut(Vy ® Q,) replaced by G'.

The set of very regular elements is a nonempty Zariski-open subset of H® (so also of
H). Indeed, the function f = [],cq((t) — 1) defines a regular function on T which is
invariant under the Weyl group. Therefore f extends to a regular function on H®, and the
set of very regular elements is the locus where f # 0 (this forces semisimplicity).

It follows, then, that the set of very regular elements in H(Q,) is the complement of a
proper Zariski-closed set. The preimage of the very regular set under pj’, : Gq — H(Q,)
is nonempty, because p;’,(Gq) is Zariski-dense in H. This preimage is also topologically
open, since the very regular set is open. By the Chebotarev density theorem, then, we may
choose some ¢ such that

(10.18) i (Froby) is a very regular element of H°.

Because there are only finitely many possibilities for pj’ ,, this £ can be taken to be bounded
above by L that depends only on S, p, dim(V).
On the other hand, it is known that:
the Zariski closure of p, ,(Gq,) (this is an algebraic subgroup of G')
contains a group S defined over Q,, with the following property: with
respect to a suitable isomorphism (‘Tp ~ C, the group S becomes isomor-
phic to the Hodge torus, i.e. to the Zariski closure of the image of ¢q in
G'(C).

A result of rather similar nature to the quoted statement was proved by Sen [39] us-
ing Hodge—Tate decomposition (Sen’s result pertains to the target group GL,,). It can be
deduced using a remarkable result of Wintenberger [46] about functorially splitting the
Hodge filtration for Fontaine—Laffaille modules. This is carried out by Pink [33} §2]; this
latter method also readily adapts to G’ target[r]

e outline how this is done. We may describe the Zariski closure Z in question as the Tannakian group
associated to the neutral Tannakian category of G'q ,-modules generated by Vy ® Qp (i.e., the automorphisms
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Thus

Moreover, a G(Q,)-conjugate of S — call it S’ —is also contained in the Zariski closure of
the image of p;°,(Gq). Indeed, choose a parabolic Q < G’ containing the image of p, ;,
and minimal for that property; then p;’ , is obtained by projecting p ;, to a Levi factor of Q,
and in particular the Zariski closure of the image of pj}, certainly contains the projection
of the Zariski closure of the image of p,, ,. Now apply Lemma[2.5]

Now we have

[y (Froby ) “mmEH [y (gron, ) T jss (gl

where ~ denotes G’(Q,)-conjugacy. By (T0.18)), the definition of “very regular” element,
and the discussion that follows it, the centralizer of this element inside G’ is as small as
possible, amongst semisimple elements in H°(Q,,). In particular, this centralizer is at most
as large as the centralizer of S’ on G/, and so

(10.20) dim Zg- [py,p(Froby)]” < dim Zg/(S') = dim Zg/ (S) = dim Zar(c)(@o)-

We now transfer this to the corresponding assertion for the crystalline Frobenius Frob;,”".
We know that the crystalline /-Frobenius on the /-adic vector space Hcdrys(Xy,F ,) and
the usual ¢-Frobenius on the p-adic geometric étale cohomology of X, have the same
characteristic polynomial. The same is true for primitive parts. Thus p,, ,(Frob,)* and
(Frob;™®)® both have the same characteristic polynomial; also they both scale the bilin-
ear forms by /.

Split Vo ® Q, = €P V, into eigenspaces for p,, ,(Frob,)%. The biinear form gives a
perfect pairing between each V and V-1 (interpreted as a self-pairing when \? = /);
the centralizer of p, ,(Frob,)® in G’ is the set of g stabilizing each V) and respecting
these pairings. In particular the centralizer dimension is determined by the function A —
dim(Vy); the same analysis applies for (Frob;™*)**. We deduce that

18 ., [0
(10.21)  dim Zgaut([Frob,™**) = dim Zg/ (py,p(Frob,)*®) "< dim Zg/(c) (o),
concluding the proof of the Lemma. d

10.5. Proof of Lemma We must analyze the set

1 SS SS
(10.22) {y € Y(Z[g]) :y = yo modulo p, pi, =~ pye )

(we have switched from ¢ to p for typographical simplicity). Here we are assuming that the
centralizer of crystalline Frobenius Froby ¥*", inside the group GAut of generalized auto-
morphisms of the intersection pairing, has dimension at most the dimension of Z¢/(c)(o).

of the natural fiber functor). By the theory of Fontaine-Laffaile, there is another fiber functor on this category,
arising from passing to filtered ¢-modules; in particular, this gives rise to another Tannakian group Z’, which acts
on the (primitive part of the) de Rham cohomology of X, X q Qp. These two fiber functors become isomorphic
over Qp (cf. [12l §3]); in particular there is an isomorphism of V,, ® Q,, with the de Rham cohomology of
Xy ®q Q7P, which can be taken to preserve the respective intersection forms, and which carries ZCTP to Z/C»Tp'

The Hodge filtration gives this fiber functor the structure of a filtered fiber functor; it gives a parabolic
subgroup P/ C Z’. Now Wintenberger’s canonical splitting of the Hodge filtration provides a character
ow : Gm — P’.

Now pass to C by means of an isomorphism Q, ~ Cj; then Z acts on the cohomology of X, ®q C,
as does p. We claim that o and ¢y |g1 are conjugate inside GAut(H% (X, ®q C)P™™); but they both
preserve the Hodge filtration and induce the same scalar on the successive quotients; the conjugacy then follows
by Lemma
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Now let us unwind the condition in (10.22), namely, that the semisimplified p-adic
Galois representations for y and for yy are isomorphic. Recall that semisimplification
is taken relative to the ambient group G’(Q,). The representation p, , is realized on
H (Xy, Qp)prim, and similarly for yo. The semisimplification of p,, , (in the ambient
group G’) is obtained by taking a maximal self-dual flag of p,, ,-stable subspaces

ocflcfPc --cfmc (™t c - c HYX,, Qp)Pr"™
~——
f’:m+1

with the property that the representation on each graded piece is irreducible. (For the
middle graded piece, i.e. the piece f" ! /™, we interpret “irreducible” to mean that there
is no isotropic invariant subspace, see §2.3|for explanation. We also permit the possibility
that f™ = fm+1))

Since pj’ and py; are isomorphic, it means that there exist such flags f, and fo for both
y and yo such that the Gq-representations on €P j grj- are isomorphic. In fact, we can
arrange even that this is true for every j individually, and that the isomorphism preserves
the intersection form for j = m: this follows by using the last sentence of Lemma

Now the functors of p-adic Hodge theory carry H4(X,,,Q,) to Hiz(X,,,Q,) and
similarly for y. Moreover, the intersection form

Hd(Xym Qp) ® Hd(Xyoa Q;D) — H2d(Xy0a Q;D) (2 QP(_d>)

is carried to the intersection form Hp (X, Qp) @ Hig (Xy. Qp) — Hig (Xyo, Qp)-
These assertions remain valid for the primitive parts of cohomology.

The flags f, and fo are in particular GQp—invariant, and, under the correspondence of
p-adic Hodge theory, these flags f,, fo correspond to self-dual flags ng and f3® inside the
associated “de Rham” vector spaces:

y i Hig (X)P™™ and FGF in Hg (X,,)"™.
Moreover, under the correspondence of p-adic Hodge theory, the filtered ¢-modules

()™ /()™ and (1™ ()

correspond, respectively, to the Galois representations of Gq, on f?‘“ /fy and fg”“l /i
These Galois representations are isomorphic, so the filtered ¢-modules just mentioned
above are also isomorphic. For m = m, the middle degree, the isomorphism of Galois
representations can be taken to preserve the bilinear form, and so the same is true for the
isomorphism of filtered ¢-modules.

The map sending y to the Hodge filtration on X, defines a period map

®,, : residue disk at yy, modulo p — p-adic period domain ),

where $),, is now the set of self-dual flags inside V := H% (X, , Q,)P"™ with the same
dimensional data as the Hodge filtration on Hy (X, )P"'™. Write ¢ for the Frobenius map
on V. Our analysis above shows that the the set {y € Y (Z[]) : y = yo modulo p, pj,, ~
p;ﬁ)’p} is contained in a finite union of sets of the following type:

®,(6),

p

12 1n more detail: In our reasoning to date, instead of using the finiteness of conjugacy classes of possible
py + Gq — G’, we could instead use the stronger finiteness provided by the last sentence of Lemma.
Namely, we fix for each y a parabolic subgroup Q, containing the image of p, such that the projection of p, to
its Levi gives the semisimplification, and then use the finiteness up to conjugacy of possible pairs (Qy, pff).
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where & C ), is the space of filtrations F on V = Hd; (X,,, Q,)P* ™ with the property
that there exists another self-dual filtration f, the “semisimplification filtration”:

o= cflcfPc---cimc(fMtc---cPmtl=Vv
——"
fm+1
with the following properties:
e §is ¢-stable.
o The filtration induced by F' on each graded piece gr; has weight equal to d/2.
(This follows because it arises from applying p-adic Hodge theory to the restriction

of a global Galois representation that is pure of weight d, using Lemma[2.9])
e We have an isomorphism of filtered ¢-modules

(gr;7 filtration induced by F’) ~ (gr}”7 filtration induced by Fp)

(i.e., an isomorphism of vector spaces respecting Hodge filtration and Frobenius).
In particular, the left-hand side of the above equation lies in a fixed isomorphism
class.

On the right hand side Fyj is the filtration at 4. In the case of the middle graded
piece 5 = m, the isomorphism above may be taken, moreover, to preserve the
bilinear forms on both sides.

The following Proposition implies that the codimension of the set & above is at

least equal to the dimension of Y. Given this Proposition, Lemma[I0.5|now follows from
Lemma[9.3] (the p-adic transcendence of period mappings).

Proposition 10.6. Suppose V is a vector space over the field K equipped with a bilinear
form (—, —) and a linear automorphism ¢ € GAut(V).

Suppose Ay, ..., Ay is a collection of K-vector spaces, each equipped with a decreas-
ing filtration and a linear automorphism ¢; : A; — A;. We suppose the final space A, is
equipped with a bilinear form (—, —).

Consider all self-dual filtrations

V=FV>FWV>-..2FWV>FYV={0}

on V, where we fix the dimensions of each F".
Call such a filtration F' “bad” if there exists another self-dual filtration § on V

O=fPcflc---cfrcfttc...cP =V
such that the following conditions hold.
(a) §is ¢-stable.
(b) The weight of the filtration induced by F' on each graded piece gréf equals d/2,

i.e. the weight of the filtration F on V.
(c) There exists an isomorphism of filtered ¢-modules:

(gr?V, filtration induced by F’ ) ~ A

for each j < m, and in the middle dimension j = m this also preserves bilinear
forms.
Define the Hodge numbers h? as the dimension of gr'. LieGAut(V'); let T(y) be the
sum of the topmost y Hodge numbers, extended by linearity as in (10.3).

Put z = dim Z(¢™), the dimension of the centralizer of the semisimple part of ¢ in
GAut(V).
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If e is a positive integer such that
(10.23) number of positive Hodge numbers > z + e

and

hO
(10.24) sum of all positive Hodge numbers > T(z +¢€) + T (2 +z+ e) ,

then the codimension of the space of bad filtrations is greater than or equal to e.

To be clear, we apply this with:

e K =Q,and V = Hé;(Xy,, Q,)P"™ for some fiber of the family of Theorem
0.1}

o The filtration F' comes from the Hodge filtration on X, where y lies in the residue
disk of .

e §is another filtration which comes from a potential failure of the global Galois rep-
resentation at y to be semisimple; the passage to the graded gr; affects semisim-
plification of the Galois representation.

e Condition (b) comes eventually from global purity.

e We have z < h° by assumption (this came from Lemma and we take e =
dim(Y).

The statement of Proposition [10.6] is complicated — it is an analogue, in our current
setting, of Lemma [6.3] We’ll offer some vague motivation here. Proposition [I0.6] asks:
for which filtrations F on V' do Ay, ..., A, form a composition series for V' as filtered
¢-modules? Of course, filtered ¢-modules are in general far from simple, and the choice
of I often amounts to a choice of extension class. Based on this, one might expect that the
space of bad filtrations is large, perhaps even Zariski dense in the flag variety. This does
not happen here because of the condition that the weight of the filtration on each A; equal
d/2. This equal-weight condition generalizes Equation . Requiring the subobjects
7V giving the composition series to have large intersection with pieces of the filtration
turns out to impose strong conditions on the filtration F'. This is the content of Proposition
10.6)

11. COMBINATORICS RELATED TO REDUCTIVE GROUPS

It remains to prove Proposition [I0.6] from the prior section. This is “just” a problem
in linear algebra but it is a notational mess. We analyze it using some simple ideas about
root systems. Although we work in the generality of an arbitrary reductive group, to help
the exposition we will often explicate the discussion in the case of GL,,. One other reason
we chose to work in this generality is that analysis of this type is likely necessary when
carrying out a similar analysis for more general monodromy groups.

Since Proposition [0.6] is geometric, concerning the dimensions of certain algebraic
sets, we can and will suppose that the base field K is algebraically closed. We will there-
fore permit ourselves to identify algebraic groups with their K-points; they will be corre-
spondingly denoted by usual letters P, G etc., rather than boldface letters as we have done
previously.

There is a correspondence between filtrations and parabolic subgroups. We have a ques-
tion about the interaction of two filtrations § and F'; we’re going to convert it to a question
about the interaction of two parabolic subgroups P and Q).

One important warning: As defined f is an increasing filtration, whereas I’ is decreasing.
However, in actual fact, the indexing of § is irrelevant. All that will matter throughout is
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the stabilizer of f; we could re-index it to be a decreasing filtration and nothing at all would
change. On the other hand, the indexing of F' does matter, and thus we will need to keep
track of extra data beyond its stabilizer.

Tracing back the origins of Proposition f comes from the semisimplification fil-
tration on a global Galois representation, and F' from the Hodge filtration. The following
informal dictionary may be helpful, at least in interpreting the material from §IT.3|onward:

e The parabolic denoted P should be thought of as the stabilizer of the semisimpli-
fication filtration f.

e The Levi quotient M of P corresponds to the associated graded for f; globally, the
semisimplification of the Galois representation takes values in M.

e The parabolic @) should be thought of as the stabilizer of the Hodge filtration F'.

The argument can be informally summarized like this:

e First of all, we bound the number of possibilities for f, using the fact that it is
¢-stable. This uses the fact that the centralizer of ¢ is not too large and happens
in (TT.I8). After this point, it is enough to work with a given f and P.

e Having fixed { and P, we break up the space of possible F' into P-orbits. The set
of F satisfying the weight condition (b) of Proposition[I0.6] is a union of P orbits.
We need to show that no P orbit of small codimension occurs in this set.

e To illustrate the idea, we will just explain why the open P orbit doesn’t occur.
Suppose F' satisfies the weight condition (b) of Proposition [I0.6] We show then
that PQ/(Q is not open in G/Q).

We find a maximal torus T C P N @ and a character v : G,, — T which
defines the filtration F'. In particular, () consists of non-negative root spaces for v.
The weight condition will imply that

(11.1) > (=0,

yEX—-Xp

the sum being taken over roots 3 for 7" that correspond to root spaces outside P.
By using the assumed numerology of Hodge numbers, not too many of these
(v,7) can be zero. In particular, (TT.I) implies that (v,~) < 0 for at least one
yeX—Yp.
That means there is at least one such root v € ¥ — ¥ p that doesn’t belong to
the Lie algebra of (); equivalently,

Lie(®) + Lie(P) # Lie(G),

which implies the desired conclusion.

11.1. Filtrations on reductive groups. Let GG be a reductive group over an algebraically
closed field K.

A (rational) cocharacter A : G,,, --» G is simply a co-character that is allowed to be
defined on a finite cover of G,,,. It determines a parabolic Py, whose Lie algebra is the sum
of non-negative weight spaces for \; the centralizer of \ is therefore a Levi factor for this
parabolic. A “filtration” for G will be, by definition, an equivalence class of such rational
cocharacters A\, where A ~ )\ if ) is conjugate to A under Py (or equivalently under the
unipotent radical of Py).

Example 1. Filtrations.
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o A filtration on G = GL(V) is the same as a (decreasing) filtration F*V on V,
where the indices are indexed by rational numbers. Specifically we set

(11.2) FPV = sum of all weight spaces for A on 'V with weights > p

The associated parabolic Py is precisely the stabilizer of this filtration.

Note that F*V determines \ up to the equivalence described above: any two
rational characters G,, — P with the same projection to a Levi quotient are
actually P-conjugate by Lemma

o [fV is equipped with a bilinear form (—, —), then a filtration on GAut(V, (—, —))
is the same as a self-dual filtration on V, again via the formula (I1.2); more
precisely, if the filtration F corresponds to a character x : G, --+ GAut(V) for
which x(z) scales the form by x", then

(11.3)
FPV and F"~PT¢V are orthogonal complements of one another (for sufficiently small ¢).

A map G; — G4 of reductive groups induces, obviously, a map from filtrations for
G to filtrations for GG5. Thus a filtration on G determines a filtration on the underlying
space of any G-representation. If G = GL,,, this corresponds to the usual way in which a
filtration on V induces (e.g.) a filtrationon V ® V, V*, etc.

Indeed, for a general group G, to give a filtration of G is the same as giving a filtra-
tion functorially on every representation of G: this is part of the theory of filtered fibered
functors, see [36, Section IV.2.1].

For any reductive group S write

as = X.(Z5)® Q

where Zg is the center. (As usual, we write X, for cocharacters and X * for characters.)
This space is canonically in duality with X*(S)® Q. If F is a filtration on .S the projection
of the associated cocharacter to the torus quotient of S defines a class in ag. We call this
the weight of F':

Wt(F) € ag.

Example 2. Weights of filtrations.

e For GL(V), agr(v)is a one-dimensional Q-vector space. We identify it with Q
by identifying the character t € G, — tIdy with 1 € Q. With this identification,
the weight of the filtration on GL(V), corresponding to FPV as in (a) above,
. 2P dim(FP/FPtl)
LS dim V
22).

o For GAut(V), we can make the same identification of a with Q as for GL. With
this identification, the weight of the filtration described before (11.3)) is necessarily
equal to /2, one-half of the integer by which the associated character scales the
form.

s thus this definition coincides with our previous definition

We can alternately describe filtrations using parabolics: For A : G,,, — G the projection
of A to the Levi quotient M), of the parabolic P, is central in My ; thus we get a class ) in
aps, - The pair (P, A€ M, ) depends only on the filtration associated to A, and moreover
completely determines that filtration, because of Lemma In fact, any pair (P, e € ayy)
of a parabolic and a “strictly positive” element of ays, i.e. positive on all roots in the
unipotent radical of P, arises from a filtration.
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11.2. Levi subgroups. Now suppose that [V is a Levi subgroup of G. The center of N
then contains the center of GG. In this way we obtain a map

(11.4) ag — an

which is naturally split: A character of G, i.e. a homomorphism G — G, can be pulled
back to a character of N. The resulting map

X'(GeQ—X"(N)oQ

* *
=ag an

gives rise to a splitting of (T1.4).

Example 3. [f dim V; = n; then GL(V1) x GL(V2) is a Levi subgroup of GL(V1 & V3).
We identify ax = Q? as in the previous example; then ag is embedded as the subspace
(1,1) and the complementary subspace is spanned by (— dim(V3), dim(V7)).

11.3. The induced filtration on a Levi subgroup. If V' is a vector space equipped with
filtrations F'® and §*, then F'® induces a filtration on griV. We need to analyze this induced
filtration carefully when F'® the Hodge filtration and * the semisimplification filtration.

It is convenient to again express this abstractly: For any reductive group G and any
parabolic P, a filtration F' on G induces a filtration F); on the Levi quotient M of P.
(With reference to the example above, P corresponds to the filtration §*, and M to the
associated graded). To explain this we require the following Lemma:

Lemma 11.1. Let x : G,,, — G be a character defining the parabolic subgroup Q. Let Q)
act transitively on an algebraic variety Y. Then all fixed points of x on Y are conjugate
under the centralizer N of x.

Proof. We have a Levi decomposition Q = NV, with V' the unipotent radical. Suppose
that yp € Y is x-fixed. It is enough to verify that ¥, is the unique point in Vyq that is
x-fixed. Let V}, be the stabilizer of y inside V. For x € G,,,

x(@) - (vyo) = (x(@)vx(=) ™" )yo,

and thus the x-fixed points on Vyq correspond to the fixed points for x(z)-conjugation on
V/Vg.

But all the weights of this G.,-action on V are positive, i.e. the limit of y(z)vx(x) ™!
as ¢ — 0 is equal to the identity. Therefore the only fixed point on V/V} for conjugation
by x(G,,) is the identity coset. O

Before we formulate the induced filtration in terms of parabolics, we recall some linear
algebra associated to two parabolics. Suppose that P, () are parabolic subgroups of G,
where @) is the stabilizer of a filtration F'. It is known that P and @ contain a common
maximal torus 7" and that P N () is connected; this, together with everything else we will
use is contained in [14, Chapter 2]. We will briefly summarize what we need.

Fixing T as above, we get Levi decompositions of P and () such that both Levi factors
contain 7"

(11.5) P=MUand Q =NV

We have a factorization

(11.6) PNnQ=(MnNQ) - (UNQ).

In particular, this implies that the projection of P N Q to M along P — M is just M N Q.
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To verify this factorization, we note that (M N @) normalizes (U N Q), and also that
it is easy to verify the corresponding splitting at the level of Lie algebras; since P N () is
connected, this factorization also follows.

Lemma 11.2. (Induced filtration on the Levi factor of a parabolic.) Let F be a filtration
for the group G. There exists a representative xp : G,, — G for the filtration F with
the property that x is valued in P. Moreover, any two such representatives are conjugate
under P N Q.

For each such representative x p, the projection of xp to the Levi quotient M of P
defines a filtration on M which is independent of the choice of x p.

Proof. Let x : G,, — G represent the filtration, and let ) be the associated parabolic.
The intersection P N ) contains a maximal torus 7" of G’ and we may certainly conjugate
X soitis valued in 7, so in P; this proves the existence statement.

For uniqueness fix x p, which we may now suppose to be valued in P N ). Now the
image of Ad(q) ~!xp isin P if and only if

xp(Gm) C Ad(q)P,

i.e. ¢P lies in the set of fixed points of xp(G,,) on QP/P. These fixed points are all
conjugate under N, the centralizer of x p, as we have seen above; thus gP € N P, so that
q € N(Q N P). Thus the characters Ad(q) ~*xp lie in a single (P N Q)-orbit.

It remains to prove the final statement. Choose x p, X : Gy, — P, as above, both P-
valued representatives for the filtration F. We have x> = Ad(g)xp for some g € PN Q,
SO E = Ad(g)Xxp, where bars denote projection to the Levi quotient of P. To see that
these two characters define the same filtration we need to verify that

g € Qxp-

This follows from the remark after (I1.6): extend the image of x p to a maximal torus
inside P N @Q); then, with the corresponding choice M of Levi subgroup for P, we have

Xp = xpand Qxz = QN M.
([

Example 4. Induced filtration on the associated graded.

o Consider the case of G = GL(V). Suppose given a decreasing filtration F*V
(with associated parabolic Q) and another parabolic P; we fix an increasing fil-
tration f*V with stabilizer P. We show that the construction above gives precisely
the filtration induced by F' on the associated graded to f.

As above, we can represent the character for F' by a character x preserving the
filtration §. Then, writing F for the induced filtration:

FI(* /)
is the sum of all eigenspaces with weights > j; this is the image of the correspond-
ing space in ¥, that is to say,

FI(*/f*71) = image of FI (¥ in j* /{1,
o We now modify the example above by taking G to be GAut(V, (—, —)) for some

symmetric or skew-symmetric nondegenerate bilinear pairing (—, —). Now sup-
pose that P is a parabolic subgroup of G, stabilizing the self-dual increasing
filtration

OZfOCflC"'Cfmem+1C"'Cf2m+1:V.
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Just as before, F induces a filtration F on each graded piece g/ = {7 /§~. The
associated Levi subgroup is isomorphic to

GL(g') x --- x GL(g™) x GAut(g™"!),

where we regard the last factor as G, even if f™ = {™*!, and the corresponding
filtration on each factor is the one induced by F'.

11.4. Balanced filtrations and parabolic subgroups. As above, let G be a reductive
group over a field K, and let:

e [ be afiltration of G associated with the parabolic subgroup @),
e P aparabolic subgroup of G, with Levi quotient M.

We say that F' is balanced with respect to P if wt(F') € ag is carried, under the
embedding ag — ayy, to the weight wt(F) of the filtration induced on the Levi quotient.
Here ag < ayy is asin §T1.2]

Example S. Balanced filtrations.

o I[fG = GL(V), and P is associated to the increasing filtration {1V, then “bal-
anced” says that, for every q, the filtration that F induces on §1 /{1t has the same
weight as the filtration F on V.

o The same assertion holds for GAut(V'), where now F and § are self-dual filtra-
tions.

Note that if we choose a cocharacter xp : G,, --+ P representing F', the condition of
being “balanced” implies that, for any character ¢ of P trivial on the center of G,

(11.7) (¥, xp) = 0.
Now define
X (F) = {G-conjugates of F' that are balanced with respect to P},
so that X (F) is a P-stable subvariety of G/@ and is equipped with a map
(11.8) X (F) — {filtrations of M }

via the rule F' — Fj;. We may regard this, in an evident way, as a “constructible” map
between algebraic varieties (i.e. its graph is a constructible set) and thus we can reasonably
speak of dimension of fibers.

We will analyze by breaking X (F') into P-orbits. Consider for a moment F' —
F'yr as a map

(11.9) filtrations P-conjugate to F' — filtrations on Levi quotient of P

where both sides are P-varieties. The left hand side is identified with P/(P N Q), and —
if we choose a maximal torus of P N () containing the image of a character defining F/,
and take the corresponding Levi decomposition P = MU - the image is identified with
M/(M N Q). From this and (T1.6) we find that each fiber of (TT.9) has dimension

(11.10) dim(U) — dim(Q N U)

where U is the unipotent radical of P, and () the stabilizer of F'.
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11.5. Double cosets of parabolic subgroups. Fix, as before, F’ a filtration of G associ-
ated with the parabolic subgroup @), and P a parabolic subgroup of G, with Levi quotient
M. Continue with notation X (F) as above. We will be concerned with estimating the size
of the fibers of (TT.8).

Fix a Borel B contained in P and a maximal torus 7 C B. Since the variety X (F)
depends only on the G-orbit of F', we may harmlessly replace F' by a G-conjugate; in
particular we may suppose that F' is defined by a co-character p : G,,, — T that is positive
with respect to B, i.e. B C Q.

Let 3 D 27T be the set of roots of T"on G and on B, respectively; one therefore gets
notions of simple and positive roots. Let ¥p, X be the set of roots of 7" on P and Q).
Therefore, 3T C ¥p and + C Xg. Let Ap be the subset of simple roots a for which
—a € Yp, and similarly define Ag; thus P and () correspond to the subsets Ap, Ag of
the set of simple roots. Note that, since 1 defines the parabolic subgroup @, X is the set
of roots having nonnegative pairing with u, and in particular p is orthogonal to all roots
for Ag:

(u, B) =0, B€Ag.

Recall the “adjoint” Hodge numbers associated to Lie GAut (Vo ® C, (—, —)), intro-
duced in Section[I0] The following proposition uses an abstraction of that notion:
Proposition 11.3. Let the “Hodge numbers” be the multi-set of integers of the form (. )
with v € %, adding multiplicity dim(T') to the multiplicity of zero. For i # 0 let a; be
the number of roots v € ¥ with (uu,~) = i, so that a; is the multiplicity of i as a Hodge
number and ), a; = dim(G/Q); we take aq the dimension of the Levi factor of Q.

Suppose e < dim(G/Q) is a positive integer such that

(11.11)  sum of all positive Hodge numbers > sum of top e Hodge numbers
+ sum of top (%0 + e) Hodge numbers,

Then the codimension inside G/Q of any fiber of the mapping (11.8)

X(F) — filtrations of M
is greater than e.
Proof. We are going to analyze this P-orbit by P-orbit. Note that we have G = PWpq(Q),
where Wp(, is the subset of the Weyl group W defined via
(11.12) Wpo ={weW: w tAp > 0,wAq > 0}.

Indeed, it is enough to see (by the Bruhat decomposition) that W = Wp-Wpg-Wq, where
Wp and W, are generated by simple reflections corresponding to Ap and Ag. Writing as
usual £(w) = #{a > 0 : wa < 0} for the length of a Weyl element, any minimal-length
representative in a fixed double coset Wp - w - W belongs to Wpg: for « € Ap, the
element s,w has shorter length than w if wla < 0. Similarly, for 8 € AQ, we know that
wsg has shorter length than w if wB < 0.

For each w € Wpg we have either PwQ/Q C X (F), or PwQ/Q N X(F) = (. Call
w bad in the former case. For each bad w € Wpq let X (F),, be the corresponding locally
closed subvariety of X (F), i.e.

X(F)w = X(F) N ((PwQ)/Q)-
Thus X (F) = [[ X(F)., the union taken over bad w. Assume, by way of contradic-
tion, that there exists some bad w such that a fiber of

(11.13) X (F), — filtrations of M
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has codimension inside G /() that is < e.
That w is bad means that the filtration defined by the co-character wy is balanced with
reference to P. This means in particular that

(11.14) > (wpy) =0.
yEX—-Xp

In fact ) Jes—xp Y computes the modular character of the parabolic subgroup P: it is the
negative of the character by which P acts on the determinant of its unipotent radical, and

then use (T1.7).

For this (bad) w, write
X={eX-Sp:w!'B>0}={Be8-%p: —w BT -2}
(using Lemma|11.4] see below) and let X’ be the complement of X inside ¥ — ¥p.
Each fiber of (IT.13) has, by (I1.10), dimension
dim(U) — dim(Ad(w)QNU) =#{a €S- Sp: —w a € ¥ — N} = #X.
(see Lemma . This is equal to the length ¢(w), although we won’t make explicit

use of it. Therefore our assumption means #X > dim(G/Q) — e. Then, since #X' =
dim(G/P) — #X, we have

(11.15) #X' < dim(G/P) — dim(G/Q) + e
— dim(Q) — dim(P) + e < dim(Q/B) + ¢ < % te.

Also, by (TT.14),
(11.16) > (w8 = —(mw ' B).

BeX X’
All entries on the left hand side are strictly positive because w '3 is the negative of an
element of ¥ — ¥ . All entries on the right-hand side are non-negative (because B C Q)
the cocharacter y is non-negative on positive roots.) Now X has size > dim(G/Q) — e,
so the image —w ™! (X) omits at most e roots inside 3 — . Therefore, the left-hand side

of (TT:I6) is at least

sum of all positive Hodge numbers — sum of the topmost e Hodge numbers.

On the other hand, the right-hand side of (I1.16) is ar most the sum of the top (ag/2 + €)

Hodge numbers. (Here we have used that, since e < dim(G/Q), the top e Hodge numbers

are all positive.) So we get a contradiction to (TT.16)) under the stated hypothesis. g
We used the following Lemma:

Lemma 11.4. Let X be the set of all roots, and take w € Wpq (see (IT-12)).
(i) For B € ¥ — X, we have wf >0 <= —wf € X — Xp.
(ii) Fora € ¥ — Xp, wehavew la >0 < —w lae X — Y.
(iii) The map x — —w(x) induces a bijection of these sets:
(11.17) {BeL-Sg:wB>0} — {aeX—Yp:w ta>0}
The size of this set is precisely the length {(w).

Proof. Take f € ¥ — ¥ with wf > 0. If —w(B) were in X p, then (3 is a positive linear
combination of roots in w~1Ap, contradicting the negativity of 3.

This shows the = direction of (i) and the = direction of (ii) is similar. The reverse
directions for (i) and (ii) are clear. For example, if —w/3 isin X —X p, then w3 > 0 because
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all roots in ¥ — ¥ p are negative. Now it is clear that the maps w and w™! give inverse
bijections in (L1.17). ([

11.6. Conclusion of the argument. We now return to the situation of Proposition [10.6
Let G = GAut(V, (—, —)).

We translate the problem into reductive group language. Let Fj be a fixed self-dual
filtration on V'; we will consider those filtrations F' that are conjugate to F under G. Let
@ be the stabilizer of F;, in G, with Levi quotient N. Reformulating Proposition [10.6]
(replacing § from the Proposition with the parabolic subgroup which is its stabilizer): we
must estimate the codimension of g € G/Q such that, writing F = g¢Fy, there exists
another parabolic subgroup P < G such that:

(a)” (from property (a) of Proposition[I0.6): ¢ € P;

(b)” (from property (b) of Proposition[I0.6): F' is balanced with respect to P, cf. the

example of §TT.4]

(¢)’ (from property (c) of Proposition : The G-conjugacy class of (P, ¢, Far)

is fixed, where ¢ is the projection of ¢ to the Levi quotient M of the parabolic
r[d

First of all, we reduce to the case when ¢ is semisimple. Firstly, ¢ € P — ¢°° €
P and, supposing that ¢ € P, then also (¢°*)pr = (éar)°® (the subscript M denotes
projection to M). Now if (P, ¢, Far) and (P, ¢, Farr) are conjugate, so that there is
g € G with Ad(g)P = P" and Ad(g) : M — M’ carries ¢ps to ¢pyr, then Ad(g) : M —
M’ also carries (¢pr)* = (¢™)ar to (darr)™ = (¢°)arr. In other words, if we replace ¢
by ¢ then the codimension of the set described above will only decrease. We do this, and
can therefore assume that ¢ is semisimple.

We will first show that

(11.18) (dimension of possible pairs (P, Fjs)) < z = dim Z(¢),

the dimension of the centralizer of ¢ in GG. (Note that, because of our reduction above, z
corresponds to the dimension of the centralizer of ¢*®, for the original choice of ¢.)

The set of P containing a given semisimple ¢ is a finite union of orbits of Z(¢), as we
see by infinitesimal computations. It suffices, therefore, to examine a single Z(¢)-orbit on
the space of P. Fix P; in this orbit. The dimension of Z(¢) - P; equals

(11.19) dim Z(¢) — dim Zp, (¢)

Next, if we fix P € Z(¢) - Py, the collection of filtrations F on its Levi factor M for
which (P, ¢pr, F) belongs to a fixed G-isomorphism class corresponds to a finite collec-
tion of orbits of Z;(¢pr) on the space of filtrations on M. Now ¢ is P-conjugate to ¢y,
by @.1)) so that dim Zys(¢pr) < dim Zp(¢). It follows that the dimension of the space of
possible filtrations on M, for P fixed, is at most dim Zp(¢) = dim Zp, (¢). Adding this
to (TT.19) we deduce (TT.T8).

We may now conclude the proof. Suppose e is as in (10.24)), so that both conditions are
satisfied:

number of positive Hodge numbers > z + e

hO
sum of all positive Hodge numbers > T'(z + e) + T(? +z+e).

Recall that X (F') C G/Q is the set of filtrations that are G-conjugate to F and are balanced
with respect to P; We may apply Proposition[TT.3] but taking the e of that Proposition to

13We say here that (P, érr, Far) is conjugate to (P’ ¢pyr, Fiyr ) when there is g € G such that Ad(g)P =
P’ and the induced isomorphism of Levi quotients carries (¢ar, Far) to (dprr, Farr)-
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be z + e in the discussion above. (Note that the first displayed equation above guarantees,
in the notation of Proposition (1.3} that z + e < dim(G/Q), as needed to apply it.) Thus,
if we fix P, the codimension inside G /(@ of any fiber of

X (F) — filtrations on M

is at least z + e.

However, we saw above that the dimension of possibilities for (P, filtration on M) is at
most z. Therefore, the total codimension of the set of g € G/Q satisfying (a)’, (b)’, (¢)’ is
at least e, concluding the proof. O

12. BOUNDING FROBENIUS VIA POINT COUNTS

We remark on an alternative approach to bounding the size of the Frobenius centralizer,
i.e. the step that was achieved in the previous argument by Lemma[T10.4] It is likely that in
some ranges this gives rise to better numerical bounds:

Lemma 12.1. Let Y be a smooth hypersurface of degree d and dimension n > 2, defined
over the finite field k with q elements; let b = dim H};, (Y%, Qr). Then the centralizer Z

of the semisimplified Frobenius, acting on H[;. (Y, Qe), has dimension at most 3v%/N,
where N is the largest integer for which (/>N < b/3.

Proof. To avoid confusion between ¢ = v/—1 and as an index we write e(«) := exp(27ia).
Let the Frobenius eigenvalues on Hp); (Y%, Q¢) be given by

A= q"/ze(Ql), ce A= q”/Qe(Gb),

and let p be the measure on S* given by Z?Zl dp,. If the multiplicities of the 6, are
mi,...,m., with > m; = b, thendim Z = > m?.

If g is any non-negative real-valued function on S* we have [ g(t—0)du(0) = >, g(t—
6s), and so

(12.1) /t dt / ot — 0)du(6)

which bounds from above the dimension of the centralizer; this estimate is most effective
if the support of g is concentrated near 0. Here, and in what follows, the measure is the
Haar probability measure on S*.

If k' is the field extension of k of degree j, the number of points of Y (k') is given by

2
> dimZ - ||g]2

n b
V() =Y a7+ (=1)"q"/* Y e(j6,).
=0 s=1

Since this lies between 0 and the size of P (k’), i.e. between 0 and 3", ¢%/, we see

that
(12.2) < q(n/2+1)j.

Ze(j@s)

S

Let

N 2 2N
gn(t) = < Z e(rt)) = Z (2N + 1 —|r|)e(rt),

r=—N r=—2N



DIOPHANTINE PROBLEMS AND p-ADIC PERIOD MAPPINGS 75

a function on S*. Note that [|gn |2, = (2N + 1)2 + 237 i2. We have
N b
[ontt=0)aute) = 37 2N+ 1= ) Y elr(t - 6.)
r=—N s=1

Using (12.2), we see that this is bounded in absolute value by

N
(2N +1) [b+23" @21 | < 2N +1) (b+ 3g"/2 DY)

r=1

since ¢"/2*! > 4. Therefore, by (T2.1)),
(2N +1)?
(2N +1)2 +23 2 42

dim(Z) < b2(1 4 3b~1q(/2H1IN)2.

3
S4N

Choose N the largest integer with ¢/ DN < b/3; we get
dim(Z) < 3b%/N.

REFERENCES

[1] Revétements étales et groupe fondamental (SGA 1), volume 3 of Documents Mathématiques (Paris) [Math-
ematical Documents (Paris)]. Société Mathématique de France, Paris, 2003. Séminaire de géométrie al-
gébrique du Bois Marie 1960-61. [Algebraic Geometry Seminar of Bois Marie 1960-61], Directed by A.
Grothendieck, With two papers by M. Raynaud, Updated and annotated reprint of the 1971 original [Lecture
Notes in Math., 224, Springer, Berlin; MR0354651 (50 #7129)].

[2] Benjamin Bakker and Jacob Tsimerman. The Ax—Schanuel conjecture for variations of Hodge structures.

[3] Michael Bate, Benjamin Martin, and Gerhard Rohrle. A geometric approach to complete reducibility. Invent.
Math., 161(1):177-218, 2005.

[4] Arnaud Beauville. Le groupe de monodromie des familles universelles d’hypersurfaces et d’intersections

completes. In Complex analysis and algebraic geometry (Géttingen, 1985), volume 1194 of Lecture Notes

in Math., pages 8—18. Springer, Berlin, 1986.

Pierre Berthelot. Cohomologie cristalline des schémas de caractéristique p > 0. Lecture Notes in Mathe-

matics, Vol. 407. Springer-Verlag, Berlin-New York, 1974.

[6] Pierre Berthelot and Arthur Ogus. Notes on crystalline cohomology. Princeton University Press, Princeton,
N.J.; University of Tokyo Press, Tokyo, 1978.
[7]1 Armand Borel. Linear algebraic groups, volume 126 of Graduate Texts in Mathematics. Springer-Verlag,
New York, second edition, 1991.
[8] Olivier Brinon and Brian Conrad. CMI summer school notes on p-adic Hodge theory.
[9] Sourav Chatterjee and Persi Diaconis. A central limit theorem for a new statistic on permutations. Indian J.
Pure Appl. Math., 48(4):561-573, 2017.
[10] Theo de Jong and Gerhard Pfister. Local analytic geometry. Advanced Lectures in Mathematics. Friedr.
Vieweg & Sohn, Braunschweig, 2000. Basic theory and applications.
[11] P. Deligne. Théoréme de Lefschetz et critéres de dégénérescence de suites spectrales. Inst. Hautes Etudes
Sci. Publ. Math., (35):259-278, 1968.
[12] Pierre Deligne, James S. Milne, Arthur Ogus, and Kuang-yen Shih. Hodge cycles, motives, and Shimura
varieties, volume 900 of Lecture Notes in Mathematics. Springer-Verlag, Berlin-New York, 1982.
[13] Alexandre Grothendieck; Jean Dieudonné. éléments de géométrie algébrique: Iv. étude locale des schémas
et des morphismes de schémas, troisieme partie. Pub. Math. IHES., 28:5-255, 1966.
[14] Frangois Digne and Jean Michel. Representations of finite groups of Lie type, volume 21 of London Mathe-
matical Society Student Texts. Cambridge University Press, Cambridge, 1991.
[15] Gerd Faltings. Endlichkeitss atze fur abelsche variet aten uber zahlk orpern. Invent. math., 73:349-366,
1983.
[16] Gerd Faltings. Crystalline cohomology and p-adic Galois-representations. In Algebraic analysis, geometry,
and number theory (Baltimore, MD, 1988), pages 25-80. Johns Hopkins Univ. Press, Baltimore, MD, 1989.

[5

=



76 BRIAN LAWRENCE AND AKSHAY VENKATESH

[17] Benson Farb and Dan Margalit. A Primer on Mapping Class Groups. Princeton University Press, 2012.

[18] Jean-Marc Fontaine. Périodes p-adiques. In Astérisque, volume 223. Société Mathématique de France, 1994.

[19] Alexander Lubotzky Fritz Grunewald, Michael Larsen and Justin Malestein. Arithmetic quotients of the
mapping class group. Geometric and Functional Analysis, 25:1493-1542, 2015.

[20] A. Grothendieck. Eléments de géométrie algébrique. IV. Etude locale des schémas et des morphismes de
schémas. IL. Inst. Hautes Etudes Sci. Publ. Math., (24):231, 1965.

[21] Oliver Johnson and Christina Goldschmidt. Preservation of log-concavity on summation. ESAIM Probab.
Stat., 10:206-215, 2006.

[22] Nicholas M. Katz and William Messing. Some consequences of the Riemann hypothesis for varieties over
finite fields. Invent. Math., 23:73-77, 1974.

[23] Nicholas M. Katz and Tadao Oda. On the differentiation of de Rham cohomology classes with respect to
parameters. J. Math. Kyoto Univ., 8:199-213, 1968.

[24] Minhyong Kim. The motivic fundamental group of P*\{0, 1, co} and the theorem of Siegel. Invent. Math.,
161(3):629-656, 2005.

[25] Minhyong Kim. The unipotent Albanese map and Selmer varieties for curves. Publ. Res. Inst. Math. Sci.,
45(1):89-133, 2009.

[26] Minhyong Kim. Tangential localization for Selmer varieties. Duke Math. J., 161(2):173-199, 2012.

[27] Brian Lawrence. Two results on period maps. Stanford University PhD Thesis, 2017.

[28] Eduard Looijenga. Prym representations of mapping class groups. Geom. Dedicata, 64(1):69-83, 1997.

[29] Barry Mazur. Frobenius and the Hodge filtration (estimates). Annals of Mathematics, 98(1), 1973.

[30] Shinichi Mochizuki. The geometry of the compactification of the hurwitz scheme. Publ. Res. Inst. Math.
Sci, 1995.

[31] A.N. ParSin. Algebraic curves over function fields. I. Izv. Akad. Nauk SSSR Ser. Mat., 32:1191-1219, 1968.

[32] Jonathan Pila and Jacob Tsimerman. Ax?schanuel for the j -function. Duke Math. J., 165(13):2587-2605,
09 2016.

[33] Richard Pink. [-adic algebraic monodromy groups, cocharacters, and the Mumford-Tate conjecture. J. Reine
Angew. Math., 495:187-237, 1998.

[34] Kenneth A. Ribet. Galois action on division points of Abelian varieties with real multiplications. Amer. J.
Math., 98(3):751-804, 1976.

[35] R. W. Richardson, Jr. Conjugacy classes in Lie algebras and algebraic groups. Ann. of Math. (2), 86:1-15,
1967.

[36] Neantro Saavedra Rivano. Catégories Tannakiennes. Lecture Notes in Mathematics, Vol. 265. Springer-
Verlag, Berlin-New York, 1972.

[37] Nick Salter and Bena Tshishiku. Arithmeticity of the monodromy of some Kodaira fibrations.
https://arxiv.org/abs/1805.06789.

[38] Hans Rudolf Schneebeli. Group extensions whose profinite completion is exact. Arch. Math. (Basel),
31(3):244-253, 1978/79.

[39] Shankar Sen. Lie algebras of Galois groups arising from Hodge-Tate modules. Ann. of Math. (2), 97:160—
170, 1973.

[40] Jean-Pierre Serre. Géométrie algébrique et géométrie analytique. Ann. Inst. Fourier, Grenoble, 6:1-42,
1955-1956.

[41] Jean-Pierre Serre. Abelian l-adic representations and elliptic curves. Advanced Book Classics. Addison-
Wesley Publishing Company, Advanced Book Program, Redwood City, CA, second edition, 1989. With the
collaboration of Willem Kuyk and John Labute.

[42] Jean-Pierre Serre. Galois cohomology. Springer-Verlag, Berlin, 1997. Translated from the French by Patrick
Ion and revised by the author.

[43] Jean-Pierre Serre. Complete réductibilité. Astérisque, (299):Exp. No. 932, viii, 195-217, 2005. Séminaire
Bourbaki. Vol. 2003/2004.

[44] The Stacks Project Authors. Stacks Project.|http://stacks.math.columbia.edu, 2018.

[45] André Weil. On a certain type of characters of the idele-class group of an algebraic number-field. In Pro-
ceedings of the international symposium on algebraic number theory, Tokyo & Nikko, 1955, pages 1-7.
Science Council of Japan, Tokyo, 1956.

[46] Jean-Pierre Wintenberger. Un scindage de la filtration de Hodge pour certaines variétés algébriques sur les
corps locaux. Ann. of Math. (2), 119(3):511-548, 1984.

[47] G. Wiistholz. The finiteness theorems of Faltings. In Rational points (Bonn, 1983/1984), Aspects Math., E6,
pages 154-202. Friedr. Vieweg, Braunschweig, 1984.


http://stacks.math.columbia.edu

	1. Introduction
	2. Notation and preparatory results
	3. Fibers with good reduction in a family
	4. The S-unit equation
	5. Outline of the argument for Mordell's conjecture
	6. Rational points on the base of an abelian-by-finite family
	7. The Kodaira–Parshin family
	8. The monodromy of Kodaira–Parshin families
	9. Transcendence of period mappings; the Bakker–Tsimerman theorem
	10. Bounds on points with good reduction
	11. Combinatorics related to reductive groups
	12. Bounding Frobenius via point counts
	References

