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Nearly Tight Bounds for Discrete Search under Outlier Noise
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Abstract

Binary search is one of the most fundamental search routines, exploiting the hidden structure of the search
space. In particular, it cuts down exponentially on the complexity of the search assuming that the search
space is monotone. This paper is prompted by a basic question — how does the query complexity of the search
problem change if the data has corruption? In particular, we study the powerful outlier noise model and
assuming a bound on the fraction of such corruptions, establish nearly matching upper and lower bounds for
the following problems: (i) binary search on an ordered set of size [n]; (ii) search on the posets {0,1}%; and
(iii) search on the posets [n]¢. In all three cases, we use randomization to create robust versions of classical
algorithms for these problems that handle corrupted data with relatively small performance penalties, specified
as a function of the amount of corruption K. We complement these algorithmic results with almost matching
lower bounds that show that no randomized algorithm can solve these problems with a smaller performance
hit on the query complexity as a function of K.

1 Introduction

Search problems are among the most fundamental class of computational problems. While it is possible to
always perform an exhaustive search on any domain, sometimes algorithms can substantially improve upon this
by leveraging underlying structure. Probably, the simplest and most prominent example of this is the binary
search. In particular, suppose f : [n] — R defines a monotone (say increasing) function. Then, given an oracle
for f and a target element x, the binary search algorithm makes [logn] calls to f and finds ¢ € [n] such that
f(@) = x (provided there exists such an ).

The high level question addressed in this paper is the following: Can we design noise tolerant versions of
non-trivial search routines like binary search? In particular, the usual guarantee of routines like binary search
requires that there is no noise in the oracle for f, a rather strong and sometimes unrealistic modeling assumption.
In this paper, we study the problem when the oracle for f is noisy.

1.1 Our results This work studies the basic (search) problem in computation — binary search — with the
goal of making it robust to noise. In particular, we study the powerful outlier noise model, where the only
assumption we make about the noise is that there is an upper bound on the fraction of corrupted points. We
note that there are plenty of works considering stochastic noise [KKO07, BMO08] or noise that is bounded in
magnitude [HS17, SV15, HS16]. We will discuss more about these works in our next subsection.

1.1.1 Noisy binary search The first problem we consider is the classical problem of binary search. Suppose,
we are given oracle access to a function f : [n] — R such that f is monotonically increasing, i.e., f(i) > f(j)
whenever ¢ > j. Then, given any element z, binary search can make [logn] queries to f and (i) if there exists
i* such that f(i*) = x, then return ¢*; (ii) return L otherwise. Now, consider a “corrupted” monotone function
where up to K entries have been altered in an arbitrary manner. In other words, we get oracle access not to f but
to f: [n] — R such that |z : f(z) # f(x)| < K. In other words, the function f defined by the oracle is guaranteed
to be K-close to the “true” monotone function f. We refer to the oracle for f as K-corrupted. We are interested
in the complexity of searching for an element z given a corrupted oracle f . We now make two crucial assumptions
about the target element 2: (i) the element x itself is not corrupted — i.e., if f(i) = x, then f(i) = f(i). (ii) if
f(j) # f(4), then f(j) # 2. In other words, we do not introduce a corruption whose value is z.
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Assumption (i) is easily seen to be necessary — if we are searching for a corrupted element z, it is easy to see
that the query complexity can grow as (n). To justify Assumption (ii), suppose f is the function f(i) =4 and
f is the corrupted version which is the same as f except f (n) = n+ 1. Then, note that if the target element is
n + 1, then we expect our algorithm to return “NO” as n+ 1 ¢ Range(f). On the other hand, given oracle access
to f (which is now itself monotone), even with an arbitrary number of queries, it is not possible to tell that n 4 1
is a corruption and not present in Range(f). Our first main result is stated below (informally).

INFORMAL THEOREM 1.1. There is a randomized algorithm which given query access to a K-corrupted monotone
f and an uncorrupted element x € Range(f) has the following guarantee: with O(K + logn) queries, it produces
an index i* € [n] such that f(i*) = x. On the complementary side, we show that any randomized algorithm for
this problem requires Q(K + logn) queries.

In fact, we prove a stronger guarantee, namely, there is a randomized algorithm that uses O(log(n/K)) queries
to trap the index i* (if it exists) in an interval of length slightly above 2K. On the other hand, we show that any
randomized algorithm that narrows down i* to any interval of size 2K must necessarily use Q(K) queries.

We refer the reader to Theorem 2.1 for the formal theorem of this statement. Note that the above theorem can
be interpreted as follows: Suppose A is a sorted array with K corruptions. Then, we can narrow down the target
index to an interval of size approaching 2K with Q(log(n/K)) queries. A fortiori, this implies that the unknown
element can be found with queries O(K + logn). Note that logn is just the time required for binary search and
thus, the additional overhead we require to handle K corruptions is just O(K). Further, the linear dependence on
K is necessary. In particular, if n = K + 1, then with K corruptions, we have an arbitrary array and thus search
in this array will necessarily take Q(K) queries. On the complementary side, we also show a sharp threshold
behavior at 2K: namely, narrowing down the target index to an interval of size 2K or smaller requires Q(K)
queries.

To explain the high level idea behind our algorithm, note that in the usual binary search, when we query an
element f (i), we move “left” or “right” depending on whether f(i) > z or f(i) < x (and return 7 if f(i) = ). This
search routine is of course extremely brittle to noise as it is possible that the point ¢ that the algorithm queries is
itself corrupted. To circumvent this problem, we instead query a randomly chosen index j in an interval of length
M around i. We now move “left” or “right” depending on whether f(j) > x or f(j) < x. It turns out that as
long as M exceeds 2K by a constant factor, using such a randomly chosen j is a noise-tolerant way to choose a
direction in binary search. This lets us essentially locate the target index to an interval of size O(K). Once we
have reduced the problem to this case, it suffices to a do a brute-force search. This leads to a query complexity
of O(K + logn).

1.1.2 Noisy search on the hypercube We now move to search over partially ordered sets (posets) — in
contrast, binary search is meant to find an item in a totally ordered set. To state the problem, define a function
f : [7]¢ — R to be monotonically increasing if x = y implies f(x) > f(y). Here x = y if for all 1 < i < d, z; > y;.
Note that the grid [n]? is a basic example of a poset and thus it is natural to ask if we can generalize “noisy binary
search” from a totally ordered set to this specific poset. Before we discuss the problem of noisy search on the
grid, let us first recall the complexity of search on the grid in the noiseless case. The monotone search problem is
defined as follows: given oracle access to a monotone function f : [n]® — R and = € Range(f), find a such that
fla) ==.

For simplicity, we first focus on the case n = 2 — i.e., the domain is equivalently {0,1}¢. The complexity of
the monotone search problem over {0,1}% is ©(2¢/v/d) [KTDV96]. The proofs of both upper and lower bounds
crucially depend on two combinatorial concepts — chain and anti-chain.

DEFINITION 1.1. For a poset X, a chain is a sequence x1,...,xny € X such that x1 X xo... 3 zN.
An anti-chain is a sequence x1,...,xn € X such that for any i # j, x; and x; are not comparable. In other
words, neither x; = x; nor T; = x;.

The algorithm for monotone search {0,1}? relies on splitting the domain into a so-called symmetric chain
decomposition (see Definition 3.1). Roughly speaking, a symmetric chain decomposition splits the domain {0,1}¢
into ©(24/ \/8) chains, each of size d. With such a chain decomposition, the search is easy — namely, for each
chain, do a binary search to find the unknown x. Each chain is of length d and thus the total time for monotone
search is O((2%log d)/V/d).
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To obtain the lower bound, we rely on the existence of the antichain X,ny of size (2% / \/ﬁ) Note that since
an anti-chain is an incomparable set of points, such an anti-chain can be used to embed problem of searching
an unordered array of |X,n| inside the monotone search problem on {0,1}¢. This also gives a lower bound of
Q(2?/+/d) on the complexity of the monotone search problem on {0,1}¢.

We now turn our attention to the noisy search problem on {0,1}?. As was the case with the previous
subsection, we define f : {0, 1}d~—> R to be K-corrupted monotone if there is a “true” monotone function
f:{0,1}¢ — R such that f and f differ in at most K places. Similar to Theorem 1.1, we stipulate that (i) the
target element x is itself not a corruption; (ii) if f(i) # f(i), then the corruption f(i) # z. Our main result here
is informally stated below.

INFORMAL THEOREM 1.2.  There is a randomized algorithm which given query access to a K-corrupted
monotone f : {0,1}¢ — R and an uncorrupted element v € Range(f) has the following guarantee: with

O(min{2¢ 2—d(logal + log K)}) queries, it finds an i* such that f(i*) = x. On the complementary side, we

' Vd
show that any randomized algorithm to find i* requires Q(min{2%, m;Td\/E log K'}) queries.

Our upper bound crucially uses the notion of symmetric chain decomposition. In particular, we first randomize
our chain decomposition by randomly permuting the coordinates. This ensures that the average number of
corruptions contained in any chain ~ O(log K). Now, within each chain, we essentially apply a noise tolerant
binary search (Theorem 1.1) to obtain the final upper bound on the complexity.

To obtain our lower bound, we first use Yao’s minimax lemma to reduce the problem to showing a lower
bound for deterministic algorithms. Subsequently, we leverage the structure of the hypercube, in particular, that
(i) the middle layer of {0,1}%, i.e., the points with d/2 ones are an antichain; (ii) for any a in the middle layer,
the number of points b in the next ¢ layers such that b > a can be bounded by ~ d’. Roughly speaking, our hard
instance starts with a function f with the property that (i) if a is above layer d/2 + log, K, f(a) = oo and (ii)
if a is below layer d/2 — log,; K, f(a) = —oo. All the other elements are filled with positive integers respecting
the order defined by the hypercube. Now, we randomly choose a position a* from the layers d/2 — log; K to
d/2+log, K and label f(a*) = 0. We let the target element = be zero — using property (ii) of the hypercube, it is
easy to see that f differs from a monotone function f in at most K places. Exploiting the size of the antichains in
the hypercube, it is not difficult to show that any deterministic algorithm must essentially now do a brute force
search for the target element in the middle d/2+log,; K layers. This finishes the proof sketch for the lower bound.

1.1.3 Search on the grid [n]? We now turn to our results for the high-dimensional grid [n]¢. Note that
vis-a-vis the hypercube, the alphabet size is now n as opposed to 2 (for the hypercube). Similar to the hypercube,
it is first instructive to understand the complexity of search without errors.

The complexity of the monotone search problem on the grid without errors turns out to be (up to log(nd)
factors) ©(n?~'/v/d) — note that this saves a factor of nv/d over the trivial search algorithm whose complexity is
O(n?). While we suspect that this is a folklore fact, we could not find a reference for this. The upper bound can
be achieved by doing a symmetric chain decomposition of the grid and performing a binary search on each chain.
The lower bound is immediate from the fact that the set Amig = {z : 1 + ... + 2, = [nd/2]} is an antichain
of size Q(n4=1/y/d). As we can always embed unordered search inside an antichain, this gives a lower bound
of Q(n?'/v/d). The next informal theorem describes the complexity of monotone search on [n]? in presence of
erTors.

INFORMAL THEOREM 1.3.  There is a randomized algorithm Search-corrupt-monotone-grid which given query
access to a K-corrupted monotone f : [n]? — R and an uncorrupted element x € Range(f) has the following
guarantee: with O(min{n?, n?=1K/q + % log(n)loglog(n)}) queries, it finds an i* such that f(i*) = x.
On the complementary side, we show that any randomized algorithm to find i* requires Q(min{n?, n¢ K/ 4\/d})
queries.

Note that our upper and lower bounds for the K-corrupted monotone search can be off by a factor of about v/d
in the worst-case. Further, vis-a-vis, Theorem 1.2, the dependence on K is K/4 (as opposed to log K). We also
note that our lower bound in this theorem only applies for n greater than some sufficiently large constant (10e
suffices, see our proof in Section 4.2), and thus it does not apply to the Boolean cube.
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The proof of the lower bound is similar to that of Theorem 1.2. Specifically, we randomly choose a position
a* from the points with £;-norm between dn/2 — dK/4/(20e) to dn/2 + dK/?/(20e) and plant the target there.
Then essentially repeating the same argument as Theorem 1.2 yields the lower bound in Theorem 1.3.

The upper bound in Theorem 1.3 follows a somewhat different idea. Namely, we tile the grid [n]? by, what we
refer to as, “cubic diagonals”. Roughly speaking, a cubic diagonal is a collection of cubes {C1,...,C;} such that
if j > i, then z; = x; for any z; € C; and z; € C;. We show that the grid can be covered with O(d(n/K*/?)4~1)
such cubic diagonals. Once we achieve such a tiling, we do a binary search on the “diagonals” and brute force
search inside the cubes to obtain the final time complexity.

1.2 Related Work We note that the high level question of “making algorithms robust to noise” is by no means
new. In particular, several papers in the past have studied the problem of binary search (and its generalizations)
where the data is erroneous [Now09, BOH08, KK07]. All these papers model noise as a probabilistic process. As
an example, in [KK07], for every comparison query (4, j), the algorithm gets the true order with probability 1 — ¢
and false order with probability §. In related vein is the long line of work on noisy sorting. This includes the
papers [BM08, RV17, AFHN15, BMP19]. Similar to the work on noisy binary search, the modeling of noise in
these papers is also probabilistic.

There are also some early works that have considered the question of solving search problems with an erroneous
oracle RMK™80, DGW92, FRPU94, Pel02]. We refer the reader to [Pel02] for a comprehensive survey on results
of this flavor. Of a particular note is the paper by Rivest et al [RMK™*80] which studies the problem of finding an
unknown value = € [n] using comparisons of x to any chosen y € [n], when at most K of the comparisons may be
incorrect. The authors give a tight bound of logy n + K log, log, n + O(K log, K) on the number of comparisons
needed to determine the value z. However, we remark that their results are incomparable to ours since in their
model the adversary can be adaptive—the adversary can decide whether to corrupt a comparison based on the
comparisons that the algorithm has made so far. In contrast, in our model the adversary is oblivious and has to
fix a (corrupted) input beforehand. In fact, in their model randomization does not help, since one can easily show
that there is always an optimal strategy that is deterministic. All our algorithms, on the other hand, crucially
rely on randomization.

Two recent papers [DFGM17, DFKM21] studied an extension of the problem in [RMK*80], where the target
is chosen from a distribution p on [n] known to the algorithm, and the performance of the algorithm is measured
by comparing the number of comparisons (or other kinds of queries) it makes to the entropy of p. Very recently,
the authors also studied optimization of convex functions under outlier noise, where we want to get close to the
minimizer of a convex function that is corrupted in a bounded region [DKLN21]. Such a problem may be seen as
a continuous analog of the discrete search problems studied in this paper.

1.3 Organization We present our upper and lower bounds for searching in a corrupted monotone array,
Boolean cube, and monotone higher-dimensional grid in Sections 2, 3, and 4, respectively.

2 Search in a Corrupted Monotone Array

We consider the problem of locating a given target element in a corrupted monotone array of length n where at
most K elements are corrupted. We will show that the query complexity of this problem is ©(logn/K + K). We
focus here on the algorithmic upper bound on the query complexity, and defer the lower bound results to the
Appendix.

At a high-level, our algorithm performs the search in two phases. In the first phase it traps the target to an
interval of length 10K, and in the second phase, it does an exhaustive search on all of the elements. The theorem
below summarizes the exact performance guarantee achieved by our algorithm.

THEOREM 2.1. Let A be a monotone array of n numbers such that at most K of them are corrupted. Then, there
is an algorithm that finds a target t in the array using O(log% - (log(n/K) + K)) queries with success probability
1—9, where 0 < § < 1.

Proof. We will create a robust version of the binary search that will allow us at each step to reduce the search
space by a factor of half as long as it is larger than 10K. At this point, the algorithm switched to an exhaustive
search in the remaining interval. Specifically, the algorithm finds a target ¢ in array A as follows:

1. while [A] > 10K
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(a) Let m be the mid-point of A.
(b) Compare t with a random element in A[m — 3K/2, m + 3K/2]. If the element is ¢, we are done.

(c) If t is the bigger one, discard from A the elements to the left of index m — 3K/2, otherwise discard the
elements to the right of index m + 3K/2.

2. Perform an exhaustive search on the remaining elements.

Line 1 repeats at most O(logn/K) times, and in each repetition the algorithm queries one element. So it makes
at most logn/K queries at this step. For Line 2, it makes at most 10K queries. So the total query complexity of
the above algorithm is O(logn/K + K).

Now we prove that with constant probability the algorithm correctly finds the target t. We say the algorithm
makes an error in the i’th step of Line 1 if the algorithm deletes the part of the array that contains ¢, and we use ¢;
to denote the probability of the error. If the algorithm queries an uncorrupted target, error does not happen. So
the probability that the algorithm does not make an error in i’th step is at least 1 — 5% where v; is the number of
corrupted elements in the middle interval of length 3K . By union bound, the probability that error never happens
in any steps is 1 — Zi‘fl("/m 7. As the intervals of length 3K are disjoint, we have Ziozgl("/K) o < X =1/3.
So the probability that the algorithm traps ¢ successfully at the end of Line 1 is at least 2/3. When the algorithm
traps the target, it will successfully find the target in Line 2. By repeating the above algorithm for log1/§ times,

the algorithm finds ¢ with probability 1 — & using O(log(%) - (log(n/k) + K)) queries. 0

The idea outlined in the Line 1 of the algorithm can also be extended to show the following result.

THEOREM 2.2. Let A be a monotone array of n numbers such that at most K of them are corrupted. Then, there
is an algorithm that returns an interval of length at most | = (2 + €)K that contains the target t w.p. 1 —§ using
O(log(n/K)log(1/3)) + O(1/€*1og(1/€)loglog(1/€)log(1/5)) queries, for any e >0 and 0 < § < 1.

A proof of the above algorithm is provided in Appendix A. Thus even in a corrupted array, essentially binary
search can be used to narrow down the target to an interval of length 2K. Interestingly, we show that a phase
transition occurs in the problem at the threshold of 2K in that any further reduction in the length of the interval
containing the target requires a linear number of queries.

THEOREM 2.3. For a corrupted monotone array A consisting 2n numbers where half of them are corrupted and
a target t, any randomized algorithm that makes at most cn queries on A and returns an interval of (2 — €)n, has

an error of at least <5<.

A proof of the above lower bound is provided in Appendix B.

3 Search in a Corrupted Monotone Boolean Cube

We consider here the problem of searching for a target ¢ in a monotone d-dimensional Boolean cube where at
most K elements have been corrupted. We show matching upper and lower bounds (up to logo(l) d factors) of

2d d
min< —log K, 2
{@ ¢ }

on the query complexity for finding the target’s exact location. As a result, when K = 29(‘/3), we need to query
a (nearly) constant fraction of the points in {0,1}" in order to find the target.

Preliminaries. Let f : {0, l}d — Z denote a Boolean cube filled with integers. For two points z,y € {0, 1}d7 we
say © precedes y (denoted by = < y) if x; < y;,Vi € [d], and x succeeds y (denoted by z 3= y) if x; > y;, Vi € [d].
We also say x strictly precedes (succeeds) y if z < y (z = y) but « # y, denoted by z < y (z > y). We say « and
y are incomparable if x neither precedes nor succeeds y.

The boolean cube can be partitioned into d 4+ 1 layers. The i-th layer L; contains all points with Hamming
weight 4.
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For some z € {0, 1}d on layer [ and an integer ¢ > [, we write S, ; to denote the successors of = on layer 4, i.e.

{y : y =z} NL;. Similarly for i <[ we write P, ; to denote the predecessors of = on layer 4, i.e. {y:y <z} NL,.

We then define S; <; def U; 1Sz, and Py >; o U Pz

=1

Problem Setting. Let f : {0, l}d — Z be a monotone function such that f(z) < f(y) forallz < y. An adversary

arbitrarily modifies the value of f on at most K points, and obtain a corrupted function f. Let CC {0, 1} where
|C] < K denote the set of corrupted points (i.e. the points where f and f dlffer) Given query access to f, we

need to find the location of some target number ¢ € Z. It is guaranteed that f(z*) = ¢ for a unique z* € {0, l}d,
and that z* ¢ C.

3.1 An O( (logK +logd)) Query Algorithm We will use a symmetric chain decomposition of the boolean
cube, which Was first used in [Han66] for exact learning of a monotone Boolean function.

DEFINITION 3.1. (CHAINS) X = (x1,...,7)x) where each x; € {0, 1}d is a chain if ©; < x;41 for all i < |X|. X
is consecutive if for all i < |X|, there is no point y with x; <y < x;11. It is symmetric if it is consecutive, and
for some 0 <1 < d we have x1 € L; and x| € Lg_;.

THEOREM 3.1. (SYMMETRIC CHAIN DECOMPOSITION [HANGG]) There is symmetric chain decomposition
X1, ...y Xm of the d-dimensional Boolean cube such that

1. Each point x € {0, l}d belongs to exactly one of the X;’s.
2. Fach X; is symmetric (thus also consecutive).

This decomposition can be constructed in O(2%) time.

A direct consequence is that the number of chains in the decomposition is

= () =01V

Our algorithm works as follows:
1. Construct a symmetric chain decomposition Xy, ..., X,.
2. Repeat for 10log(1/6) times:

(a) Pick a random permutation to permute the coordinates of all points in Xq,...,X,.

(b) For each chain X;, use the noisy binary search algorithm in Theorem 2.2 to narrow it down to an
interval of length 100log K that (allegedly) traps ¢, with the failure probability set to 6 = 0.1.

(c¢) Search t in each of the intervals of length 100log K by brute-force. If found, return the index.

We note that the idea of randomly permuting the coordinates of a fixed chain decomposition was used in [RRSW11]
for approximating the influence of a monotone Boolean function.

THEOREM 3.2. The above algorithm finds the target t using O( (1ogK + logd)log(1/0)) queries with success
probability at least 1 — 6.

We first state a key lemma showing that the chain containing the target is only mildly corrupted in expectation.

LEMMA 3.1. After applying the random permutation to the chains on Line 2a, let X;= be the chain containing
x* (the location of the target t). Then the expected size of CN X+ is at most 201log K (recall that C is the set of
corrupted points).

Proof. If |X;«| < 20log K, the lemma follows immediately. We thus only need to consider the case when
|Xi«| > 20log K. Let ; denote the intersection point of X;» and layer j. Let s,t be the smallest and largest layer
intersecting X;«, and let [ € [s, ] be the layer containing z*. Conditioned on that X« contains 2*, we have that
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1. Vj € [s,1], z; follows a uniform distribution on P,- ; (predecessors of z* on layer j).
2. Vj € [l,t], z; follows a uniform distribution on S, ; (successors of z* on layer j).

Then we have (all expectations/probabilities are conditioned on z* € X;+)

E[|ICNX;«|] Z Pr(z; € C] (linearity of expectation)

CNP,. L ICNS,-
(3.1) Z | P. |j Z |S|J| (by the above observation).
*\J j=l+1 x*,j

Now note that [Py« ;| = ( ) and [S,- ;| = ( ) To maximize (3.1), the adversary would corrupt as many points
as possible in the smallest lgg; ;s and Sy« ;’s. Using standard calculations of the binomial coefficients, it can be
verified that the adversary can corrupt at most 20log K such sets before its corruption budget K runs out. The
upper bound of 20log K on (3.1) thus follows. d

We now prove the theorem.

Proof. [of Theorem 3.2] By Lemma 3.1, the chain X;- that contains the target has at most 40log K corrupted
elements with probability at least 1/2. Conditioned on this, by Theorem 2.2 we successfully traps the target in an
interval on X;« of length 100 log K with probability at least 0.9. As a result, we find the target in each iteration
with probability 0.45, and thus find the target with probability at least 1 —d by O(log(1/d)) repetition. Since the

number of the chains is m = O(ﬁ) and each noisy binary search takes O(logd + log K) queries by Theorem 2.2,

in each iteration we make at most O( \f(logK + logd)) queries in total. The statement in the theorem then
follows. O

3.2 An Q(min{ v log K, 2 }) Query Lower Bound In this subsection, we provide an

Q(min{ Tos dVd log K, 2d}) lower bound for the number of queries needed by a randomized algorithm to
find a target t in a hypercube of dimension d in the presence of K corrupted elements. We prove it using
Yao’s minimax theorem. Namely, we define a distribution over the possible inputs and show any deterministic
algorithm has a large error over the distribution. ~ ~

We start by defining a distribution D(k) over functions f. A function f and a target is drawn from D(k) as
follows:

1. Let xmax be the point with all ones, and x;, be the point with all zeroes. Let f be the function that has
fx)=0ifx €S, . <@/2-k-1, f(x) =3 ifx € Py >(as2)+1 and f(x) = 2 for any other point.

2. Let y € S, <d/2 N Py, .>(d/2)—k be a random point. f has the same value as f everywhere except v,
where f(y) = 1.

3. Define all the points that are not compatible with y as corrupted, and return f as the function and 1 as the
target.

Note that 1 is always the target, and all the corrupted cells are preceding neighbors of the target in
Semin,<d/2MPa o >(d/2)—k- From now on, we refer to S, | <(4/2)—k—1 as the first layers, S, . <q/0NP. > (a/2)-k
as the second layers and P, (a/2)+1 as the third layers. Note that second layers contain the middle layer and
the k layers below them.

LEMMA 3.2. Any function f € D(k) has at most Zle (déz) corrupted cells.

Proof. Let y be the point for which f (y) = 1. Then all the corrupted cells are the preceding cells of y in the
second layers. The number of preceding cells of y with hamming distance ¢ is (”yi”l). So the total number of

corrupted elements is 11Y11=(@/2=F) (i) < P (") as [lyllr < d/2. 0

3
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LEMMA 3.3. Any deterministic algorithm with constant success probability over D(k) should make at least
d/2 d .
Q(Zizd/z_k (l)) qUETES.

Proof. The proof follows from the fact that any deterministic algorithm gets 2 if it doesn’t hit the target and
gets 1 if it hits the target. So with each miss, the algorithm eliminates one possible cell for the target and gains
no other information about other cells. Since the target can be anywhere in the second layers, any algorithm

algorithm with constant success probability needs to make Q(Zf/ i ok ( )) queries. 0

THEOREM 3.3. Any randomized algorithm that can ﬁnd a target t in a corrupted monotone Boolean hypercube

with a constant success probability needs to make min{ df log K, 2d} queries, where d is the dimension of the

hypercube and K is the number of corrupted cells.

Proof. Let k be the largest integer such that K > Z (d/ 2) By Lemma 3.2, we know each draw from D(k) has
at most K corrupted cells. Suppose k > v/d. By Lemma 3.3 and Yao’s minimax theorem, the query complexity

of any algorithm with constant success probability is at least Q(Ed/ Z 2k ( )) But each layer within distance of

Vd from the middle layer has Q(\%) cells and there are at least v/d layers. So Q(Z?LZ/Q_k (‘f)) = Q(2%) and we
are done in this case.

Now suppose that k& < v/d. Again, by standard binomial calculations we have k = Q(log K/logd), and each of
the k layers below the middle layer has Q(\Q/—dg) cells. So by Lemma 3.3, any deterministic algorithm with constant
success probability needs to make Q(\Q/—dg - k) queries. Then by Yao’s minimax theorem, any randomized algorithm

with constant success probability needs to make Q(\Q/—dgk‘) = Q( log K') queries and this completes the proof.

|

df

4 Search in a Corrupted Monotone Higher-dimensional Grid

We now consider searching a target in a d-dimensional grid indexed by {0, 1, ... ,n}d, where when any d — 1
coordinates are fixed, the numbers are monotone with respect to the remaining coordinate. We are again concerned
with the case where at most K cells are corrupted by an adversary.

For two points z,y € {0,1,... m}d, we say x precedes y (denoted by z < y) if z; < y;,Vi € [d], and 2 succeeds
y (denoted by x = y) if ; > y;, Vi € [d]. We also say z strictly precedes (succeeds) y if <y (2 = y) but x # y,
denoted by z <y (z > y). We say = and y are incomparable if x neither precedes nor succeeds y.

41 A min {O(n - T ~(log(n))),n“l} Query Algorithm In this subsection, we provide a

min{O(ndilKl/der n' log(n) log(log(n))),nd} algorithm for searching a target ¢ in a d-dimensional grid
K d

of the form {0,1,...,n}¢ in the presence of K corrupted elements. We start by some definitions and properties
of the grid, and then provide the algorithm.
A set of cells C C {0,...,n}% is a cuboid if it is a Cartesian product of d intervals, i.e. C' = H?Zl[li, r;] where

l; <1, Vi. The volume of a such a cuboid is the number of cells it contains, given by vol(C) = Hf =L +1).
A cuboid is a cube if all of its sides are of equal length.

A (3K)Y?-tiling of a d-dimensional grid with side length n is the partitioning of cells into cubes of side
length (3K)'/?. Namely, the cubes are of the form

[Tk = 1)EE)Y 4+ 1,k:(3K)VY) where k; € [n/(3K)"4),Vi.
i€[d]

The volume of each cube in the tiling above is 3K. We will identify the cubes in the tiling by Ck, . x,. A cube
Ca,,....ay succeeds cube Cy, 3, if every cell in Cy,, 4, succeeds every cell in Cy,, p,. Also, a cube Cy, . 4,

precedes cube Cy, . p, if every cell in Cy, .. ., precedes every cell in Cy, . 4,

.....

DEFINITION 4.1. A cubic diagonal of a grid G is a set of cubes of the form \Jo<;; Cri 1
ki,ko, ..., kq and l. We define l as the size of the cubic diagonal. -

ka+i for some

,,,,,
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Note that there is a total order on the cubes of a cubic diagonal. So when the cube is uncorrupted, for a cubic
diagonal with size [, one can trap the target in a single cube with 2 [log!| comparisons, by comparing the target
with minimum and maximum cells of a cube. We refer to the most preceding cube of a cubic grid as smallest
cube, i.e., the cube for which every cell in it precedes every cell in other cubes of the diagonal. Similarly, we refer
to the most succeeding as largest cube.

One can perform the binary search in the corrupted case as well. For a cubic diagonal in the presence of K
corruptions, we can use the majority argument as in Theorem 2.2. In order to decide if ¢ succeeds or precedes cells
in a cube, we sample a number of cells from the cube and compare them with ¢. If ¢ is bigger than the majority,
we search for ¢ in the succeeding cubes and the current cube, and if ¢ is smaller than the majority, then we search
for t in preceding cubes and the current cube. We choose the sample size large enough to successfully trap ¢ with
high probability. The probability that a sampled cell in a cube of volume 3K is uncorrupted is at least 2/3, so for
a cubic diagonal with length I, by sampling O(log((logl)/d)) from each cube, we can trap the target in at most
two cubes with probability at least 1 — 0. Now we show that we can cover any grid with cubic diagonals.

LEMMA 4.1. There is a covering of a grid G with O(d( K’f/d)d_l) cubic diagonals.

Proof. We provide a (3K)'/4-tiling of the grid G. Consider all the cubic diagonals for which the smallest cube has
a coordinate 1 and the largest cube has a coordinate n/(3K)'/%. In other words, the minimum cube moves up
on the same coordinate until it hits the end of the grid. Note that a cubic diagonal has one cube if the cube has
1 in one coordinate, and n/(3K)Y? in another coordinate. Let S be the union of all such cubic diagonals. Each

cube of the grid is covered by S, so every cell of the grid is covered. There are at most d(w)d’1 candidates

for the smallest cube of a cubic diagonal, So |S| = O(d(W)d_l) = O(d((m#/d)d_l). O

We are now ready to provide an algorithm for searching a target ¢ in a grid G. The algorithm works as follows:

1. Consider a covering of G with cubic diagonals as in Lemma 4.1.

2. Perform a noisy binary search on each of the O(d((K)Ll/d)d’l) cubic diagonals by sampling from the cubes,

and store the candidate cubes. Perform the binary search by querying O(log(log(n)/d)) random independent
cells for each cube.

3. Do an exhaustive search on every candidate cube. If the target is found, return the index, otherwise return
null.

LEMMA 4.2. The above algorithm makes at most O(d( K’f/d)d’l(lognlog(log(n)/d) + K)) queries.

Proof. Performing a binary search on a cubic diagonal takes at most O(logn)log(log(n)/d) queries as the length
of a cubic diagonal is at most n/(3K)'/% = O(n) and we take log(log(n)/d) samples when we compare ¢ to a
cube. So the algorithm makes O(d(+%=)? ! log(n)log(log(n)/d)) queries at Line 2. The exhaustive searches

"I
on cubes take at most O(d( K?/d)d’lK ) queries at Line 3. So the total query complexity of the algorithm is
O(d(g7a)" " (log nlog(log(n) /8) + K)). 0

THEOREM 4.1. There is a randomized algorithm that makes
min{O(d( =) (log(n) log(log(n)/6) + K)),n"} queries and finds a target t with probability 1 — 6 in a d-
dimensional grid of the form {0,1,...n% — 1} when at most K elements are corrupted.

Proof. If K'/4 > n/d, then we check all the cells of G. Otherwise, by using the algorithm in Lemma 4.2, we make
at most O(d(+4=)%"* (log(n) log(log(n)/é) + K)) queries.

Now we prove that the above algorithm finds the target with probability 1 — §. Consider the cubic diagonal
that contains ¢t. By Chernoff bound and Union Bound, the probability that the algorithm makes no error, i.e.,
always goes to the right direction in the binary seacrh, is at least 1 — §. In this case, the cube that contains ¢
would be among the candidate cubes. So the algorithm would find it at Line 3. Thus the probability of success

is at least 1 — 4. 0
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4.2 A min {Q(nd_lKl/d\/a),Q(nd)} Query Lower Bound In this subsection, we prove a lower bound for

the problem. We prove our lower bound in the setting that n > 10e and K > (20e)?. Similar to the hypercube
case, we first partition the grid into layers. Layer i consists all the cells whose sum of coordinates is i. So there
are nd layers. If ¢ > j we say layer i is above layer j and layer j is below layer i. Let L; be the number of cells
in the layer i. We also refer to L; as the size of the layer i. We know that L;’s are increasing when i < nd/2
and then starts to decrease from ¢ = [nd/2] onwards [Sta06]. We refer to layer [nd/2] as the middle layer, and [
middle layers as layers from [nd/2] — [I/2] — 1 to [nd/2] + |1/2]. We first state a folklore lemma.

LEMMA 4.3. ([STA06]) The middle layer has Liypq/o = @(”\d/;) cells. Besides, the average size of n\/d middle

,nd—l

layers is O( NG ).

Now we can define a hard distribution over the inputs for the problem. A grid G and a target ¢ is drawn from

D¢ as follows:
1. Let G be any monotone grid such that the elements in the d(%/: — 1) middle layers are positive, elements
in layers below the d(%/; — 1) middle layers are —oo, and elements in layers above the d(%/ed — 1) middle

layers are oo.

2. Replace a random element of the d(%/: — 1) middle layers with 0.
3. Return G as the grid and ¢t = 0 as the target.

Note that as we assumed %/: > 2, middle layers in Line 1 contains at least one layer.
LEMMA 4.4. Any grid G drawn from Dg has at most K corrupted cells.

Proof. The number of corrupted cells is the number of cells that do not agree with ¢ = 0. Such cells are the
preceding cells of ¢ in the d(%/ed — 1) middle layers. The preceding cells form a subgrid of the main grid. The size
of the subgrid is less than the grid with minimum point 0 and d(%/; —1) layers. One layer in the latter grid has at

most (d(Kl/d/ZjH(d_l)) cells, so the grid has at most d( Iﬁ: - 1)(d(Kl/d/§j)+(d_1)) < dKl/d(ie'dK;/_d{(me))d*1 <
K cells, where we used the fact that () < (ne/k)*. So the number of the corrupted cells is at most K and the

lemma follows. O

LEMMA 4.5. Any deterministic algorithm with constant success probability over Dg must make at least
min {Q(nd’lKl/d\/;i), Q(nd)} queries.

Proof. Suppose a deterministic algorithm Ap makes ¢ queries and find the target with constant probability over
D¢. By the construction of Dg, if a cell is not the target, its value is already known. Also, the value of cells not

located in the d(%/: — 1) middle layers are always the same for each grid in Dg. So the algorithm Ap follows
the same path unless it hits the target. Thus, the probability of success is at most £+ (1 —2)- L - Where s is the

number of cells in the d(%/: — 1) middle layers. Now we consider two cases. First, suppose K 1/d > ny/d. Then

d(K'4/e —1) = Q(nv/d). Then by Lemma 4.3, a constant fraction of all cells are located in d( [i)id — 1) middle
layers. So, s = Q(n?), and we have ¢ = Q(s) = Q(n?).

For the other case, suppose K'/¢ < nv/d . The by Lemma 4.3, we have s > Q(d(% —-1)- ”\d/;) =
Q(n4=1K'4\/d) where we used the condition %ﬁf > 2. So Ap must make Q(s) = Q(ni"1KY4/d) queries.

This concludes that any deterministic algorithm Ap with constant success probability over D¢g, must make
min{Q(nd’lKl/d\/E),Q(nd)} queries. |
THEOREM 4.2. Any randomized algorithm that can find a target t in a monotone grid with constant success

probability must make min{Q(nd’lKl/d\/&),Q(nd)} queries where d is the dimension of the grid, n is the

mazimum of a coordinate in the grid and K is the number of corrupted elements in the grid.

Proof. The proof immediately follows from Yao’s minimax theorem in conjunction with Lemma 4.4 and
Lemma 4.5. 0
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A A (2+¢)-close Algorithm for Trapping a Target in a Corrupted Monotone Array

In this section, we provide an algorithm for trapping a target in an interval of length (2 + €) K.

Proof. [of Theorem 2.2] By Line 1 of the algorithm in Theorem 2.1, we can narrow down the interval to 10K.
With the same idea as Theorem 2.1, we take several samples from the middle interval of length (2 + ¢/2) K, and
delete the part that does not contain ¢t. The algorithm works as follows:

1. Run Line 1 of Theorem 2.1 so |A] < 10K.
2. Lete =¢/2and ' = 2+ €)K.
3. Let m be the mid-point of A.

4. Take s = %% ]oglog(2) independent random samples from A[m — [I'/2],m + [I'/2]] and compare it with
t, if any of them was equal to ¢ return the index.

5. For 1 <i <s, X; is 1 if ¢ is bigger than the ¢'th sample and 0 otherwise. Let X = >~ X;. If X > 5/2,
discard all the elements with index less than m — [I'/2], otherwise discard all elements with index greater
than m + [I'/2].

6. If the length of the remaining array is greater than (2 + €) K, go to line 4, otherwise return the interval.

The number of recursions in Line 6 is at most O(log1/e), as in each step, the number of all elements but I’
middle elements becomes half, and we only need it to become less than Ke/2 = K¢'. For each step, the algorithms
makes O(Z loglog(1)) queries. So the query complexity for this part is O(1/€? log(1/e) loglog(1/e)).

The probability that a sampled element in step 4 is uncorrupted is at least Eéi::gg >1/2+¢€/5for € < 1/2.
Let Y; ; be a random variable that is 1 if at the i’th recursion of the algorithm, j’th sampled element is uncorrupted
and Y; =3, Vi ;. Then E[Y; ;] > 1/2+¢€'/5 for each i, j. Note that E[Y;] = (1/2+4¢'/5)s, so by Chernoff bound,
Pr [Yz < %] < %. So, by Union bound, with constant probability in all steps of the algorithm, |Y;| > s/2,
which means the number of uncorrupted elements is more than half for each step and the algorithm goes to the
right direction of the array. So the final interval contains ¢ with constant probability. The probability of success
in the first part of the Theorem 2.1 is 2/3, so with constant probability the algorithm finds ¢. By repeating the

algorithm for log 1/4 times, we get the desired result. 0

B A 2-close Lower Bound for Trapping a Target in a Corrupted Monotone Array

In this section, we provide a proof of 2-close lower bound stated in Section 2. Suppose there is a monotone
array of 2n elements where half of them are corrupted and there is a randomized algorithm .4 that makes
en queries and returns an interval of size (2 — e)n. We’ll show that the algorithm has an error of at least
(e — ¢)/2, means the returned interval does not contain ¢ with probability at least (¢ — ¢)/2. To do so, we
provide a distribution D over the inputs (array A and target ¢) and show for any deterministic algorithm Ap,
Priayplt ¢ Ap(A,t)] > (e —c)/2. Then by Yao’s minimax theorem we have the result for the randomized
algorithms. From now on we assume € > ¢, the other case is easy, the algorithm only returns the elements that
has not queried.
An element (A, t) of D is drawn as follows:

1. Let t = n.

2. Replace one element of [0,1,...,n—1,n+1,n+2,...,2n — 1,2n] with ¢ uniformly at random. Return the
resulted array as A, if ¢ falls in the first half of the array, ¢ and the second half of the array are uncorrupted
and if ¢ falls in the second half of the array, ¢t and the first half of the array are uncorrupted.

Note that by step 2, every drawn array from D has less than n corrupted elements.
THEOREM B.1. Let Ap be a deterministic algorithm that makes at most cn queries on any array A consisting

2n numbers and any target t, and returns an interval of (2 — €)n. Then Prayp [t € Ap(A,t)] > (e —¢)/2.
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Proof. By definition of D, if the algorithm queries an arbitrary index i, it either finds ¢ or always gets the same
value. So any deterministic algorithm proceeds the same path for any instances in D, unless it hits the target. In
other words, if the oracle only returns that an element is the target or not, it would be the same as the original
oracle. This is true as by knowing that ¢ is not in a position, we already know the value of the queried position.
The probability that the algorithm doesn’t hit ¢ in cn queries is % Then it returns the same interval of length

(2 — €)n for such instances. The probability that ¢ is not placed in the interval is §=¢. So the probability of error
is at least @ 5=t =(e—c)/2. |

The above theorem in conjunction with Yao’s minimax theorem proves Theorem 2.3.
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