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Abstract—The importance of understanding and explaining the associated classification results in the utilization of artificial intelligence

(AI) in many different practical applications (e.g., cyber security and forensics) has contributed to the trend of moving away from black-box

/ opaque AI towards explainable AI (XAI). In this paper, we propose the first interpretable autoencoder based on decision trees, which

is designed to handle categorical data without the need to transform the data representation. Furthermore, our proposed interpretable

autoencoder provides a natural explanation for experts in the application area. The experimental findings show that our proposed

interpretable autoencoder is among the top-ranked anomaly detection algorithms, along with one-class Support Vector Machine (SVM)

and Gaussian Mixture. More specifically, our proposal is on average 2% below the best Area Under the Curve (AUC) result and 3% over

the other Average Precision scores, in comparison to One-class SVM, Isolation Forest, Local Outlier Factor, Elliptic Envelope, Gaussian

Mixture Model, and eForest.

Index Terms—Interpretable artificial intelligence, Autoencoder, Decision tree, Anomaly detection, Explainable artificial intelligence (XAI).

✦

1 INTRODUCTION

D EEP Neural Networks (DNNs) have been utilized in
detection and classification tasks for a large variety of

applications, such as facial recognition [1], [2], palmprint
recognition [3], visual classification [4], [5], traffic safety
[6], object detection [7], [8], video captioning [9], speech
recognition [10], and fault diagnosis [11]. However, a lim-
itation of DNNs is their inability to provide insights into
their complex behavior or reasoning behind the underlying
resolutions [12]. Furthermore, due to the various transfor-
mations to the input data, these architectures are difficult to
understand even for machine learning experts [13].

The need for explainability is more pronounced in sen-
sitive applications such as health care monitoring [14],
where the decisions have real-world physical consequences.
Thus, there has been recent interest in achieving model
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transparency and accountability in the artificial intelligence
(AI; broadly defined to also include machine and deep
learning techniques) literature [12]. Furthermore, Gilpin et
al. [15] suggested that these explanations ensure the correct
behavior of the algorithm, and they concluded that machine
learning systems would be more widely accepted once they
are capable of providing satisfactory explanations for their
decisions.

Rudin [12] pointed out that there is an increasing number
of works on post-hoc models created to explain an original
black-box. Recent reviews on the topic [15], [16] also echoed
Rudin’s observation [12]. Rudin also raised a number of
concerns in the post-hoc-model approach. First, uncertainty
about explanations leads to uncertainty about the original
model. Second, post hoc explanations are not faithful to
what the original model computes. Third, post hoc expla-
nations may leave out so much information that they may
end up making little or no sense. Reasoning from these facts,
inherent interpretability seems to be a viable option.

Doshi-Velez and Kim [17] defined interpretability as the
ability to provide meaning in such a way that humans
can understand it. Rudin [12] stated that an inherently
interpretable model is capable of producing its faithful
explanations. In other words, interpretable models do not
need a second model to explain themselves as they are
designed to output decisions and explanations. Since these
explanations are an indication of the algorithm accuracy and
impartiality [15], such algorithms can potentially be utilized
in high-stake / sensitive applications, such as anomaly
detection [18], [19]. Chandola et al. [20] defined anomalies
as patterns in data that behave unexpectedly, and anomalies
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in data suggest actionable information in applications such
as health care monitoring.

In recent years, there has been a growing interest in
using autoencoders [21] for anomaly detection. In such an
approach, an encoder transforms an input into a hidden rep-
resentation, and a decoder maps the hidden representation
of the input back into the original space [22]. Autoencoders
are generally built as neural networks, where these deep
architectures consist of encoding and decoding blocks of
non-linear layers [23]. Although these neural networks are
efficient for anomaly detection, their non-linearity and lack
of interpretability make it debatable whether they should
be used for high-stake / sensitive applications [21]. Autoen-
coding can also be performed using decision trees [24], [25],
which can potentially leverage the inherent interpretability
of traditional decision trees [26].

In this paper, we propose a novel approach for anomaly
detection. Specifically, our proposed model is a decision
tree-based autoencoder (hereafter referred to as DTAE) that
can detect anomalies on categorical data. Furthermore, to
the best of our knowledge, it is the first interpretable au-
toencoder for anomaly detection, in the sense that it outputs
not only decisions but also faithful explanations for them.
A comparative summary with six state-of-the-art classifiers,
(i.e., One-class SVM [27], Isolation Forest [28], Local Outlier
Factor [29], Elliptic Envelope [30], Gaussian Mixture Model,
and eForest [25]) shows the utility of our proposed DTAE.

The remainder of this paper is organized as follows.
Section 2 briefly reviews the extant literature. Section 3
introduces our proposed approach, before we present the
evaluation findings in Section 4. Finally, Section 5 concludes
this paper.

2 RELATED LITERATURE

We will now review the related literature on explainability
(see Section 2.1) and autoencoders (see Section 2.2).

2.1 Explainable DNNs

Explainable DNNs can be broadly categorized based on
their explanatory capability, for example in terms of pro-
cessing (Section 2.1.1), representation (Section 2.1.2), gener-
ation (Section 2.1.3) [15]. We will also summarize the chal-
lenges associated with these approaches, their application
domains, the datasets that have been used, the evaluation
metrics, and the availability of the source code in Table 1.

2.1.1 Explaining their processing

Gilpin et al. [15] reported that one fundamental approach
to explaining DNNs is by their processing. Specifically,
systems try to explain a specific output given a specific
input, by summarizing its decision. The fundamental idea
is to create a post hoc model, which the authors referred
to as the proxy model. This allows the explanation of the
original black-box (or referred to as opaque) model in a way
that is easier to understand. Moreover, the authors proposed
using linear models [31], decision trees [32], automatic-
rule extraction [33], and salience mapping [34] to explain
DNN processing. In other words, the input-output rela-
tions are determined by emulating the processing of the

information in the network. The explanations created by
these techniques will reveal information about the network
processing. However, a limitation is the reliance on a post
hoc model to explain the original network; post hoc tech-
niques do not explain the actual reasoning process behind
the network outputs [12]. Moreover, according to Li et al.
[35], post hoc approaches often create explanations that are
difficult for humans to understand, such as the examples
presented in [32].

2.1.2 Explaining their representation

According to Gilpin et al. [15], another approach is to
explain their representation; that is to say, this approach
aims to explain the data flow through the network. In other
words, data to be studied is divided by layers [36], single
units [37], or representation vectors. While such approaches
that focus on the internal workings of DNNs allow us to
interpret activation data through the network, it is difficult
to evaluate the performance of these methods directly [15].
Additionally, their results are difficult to understand as they
focus on the data inside the network and not to explain
particular network decisions nor reasoning.

2.1.3 Generating explanations

The third approach is to create more transparent DNNs,
in the sense that they are built to explain themselves [15].
Example approaches include attention-based networks [38],
networks trained to learn disentangled representations [39],
and generated explanations [40]. Vaswani et al. [38], for
example, proposed a neural architecture based on self-
attention for machine translation. Furthermore, they noted
that self-attention could help to build more interpretable
models. However, a significant drawback of this approach is
that it does not generate explanations that humans can un-
derstand. Zhang et al. [39] introduced interpretable CNNs.
Specifically, each filter in a high convolutional layer encodes
different object parts per object category, and they are acti-
vated by a single part of the object only. Their experiments
showed that their interpretable CNNs encoded more mean-
ingful information than their traditional non-interpretable
counterparts. However, this approach is only applicable
to different types of CNNs, and it requires datasets with
ground-truth annotations of object landmarks.

Kanehira et al. [40] presented a system that classifies an
input object and outputs linguistic explanations and exam-
ples that justify it. This architecture has four components,
namely: an explainer, a selector, a reasoner, and a predictor.
The predictor is the target model of the explanations, and
it is not trained; while the explainer, the selector, and the
reasoner are trained to explain the output of the predictor
in a post-hoc manner. Although the model is capable of
providing human-readable explanations, its post-hoc nature
raises questions regarding this approach that we have al-
ready discussed. Furthermore, it requires a dataset with
attributes assigned to be trained, such as the work in [39].

2.2 Autoencoders

Autoencoders are models that can transform dimensional-
ity and aim to reconstruct the original input data. These
architectures work with encoding and decoding functions,
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TABLE 1: Current approaches to explaining DNNs. In the Approach to explanation column, I stands for Processing, II for
Representation, and III for Generating explanations. In the Disadvantage column, 1 stands for post hoc model that does not explain
the actual decisions of the DNN, 2 for explanations are difficult to understand, 3 for it requires dataset with ground-truth annotations
of object landmarks.

Authors
Approach
to expla-

nation
Problem

Application
domain

Datasets Pub.
Evaluation

metrics
Aval. Dis.

Ribeiro et al. [31]
I

Linear model
Binary

classification

Text classification
Image

classification

Sentiment
analysis dataset
Hand-selected

images

Yes
No

Faithfulness of
explanations

Trustworthiness
of the model

Yes 1

Zilke et al. [32]
I

Decision tree
Binary

classification

Image
classification

Artificial problem
XOR problem

MNIST dataset
Letter Recognition

Artif I
Artif II

Yes
Yes
No
No

Successful
attempts to rule
extraction Com-

prehensibility and
fidelity of rules

No 1,2

Augasta and
Kathirvalavaku-

mar [33]

I
Automatic-rule

extraction

Binary
classification
Multi-class

classification

Plant
classification

Medical diagnosis
Credit risk Signal

processing

Iris dataset
Breast Cancer Wisconsin

Pima Indian diabetes
German credit card

Hepatitis dataset
Ionosphere dataset

Yes

Accuracy, com-
prehensibility,
and fidelity of

rules

No 1

Selvaraju et al.
[34]

I
Saliency
mapping

Multi-class
classification

Image
classification

Image captioning
VQA

ImageNet dataset
PASCAL VOC

2007
Yes

Localization
capability Class-
discriminative
visualizations

Trustworthiness
of explanations

Yes 1

Shin et al. [36]
II

By layers
Binary

classification
Medical imaging

classification

Lymph node
detection datasets

Multimedia
database of

interstitial lung
diseases

Yes
Explanations

were not directly
evaluated

No 2

Yosinski et al. [37] II
By units

Multi-class
classification

Image
classification

ImageNet dataset Yes
Explanations

were not directly
evaluated

Yes 2

Vaswani et al. [38]
III

Attention-based
Multi-class

classification
Machine

translation

WMT 2014
English-German

and
English-French

datasets

Yes
Explanations

were not directly
evaluated

Yes 2

Zhang et al. [39]
III

Disentangled
representation

Single-class
classification
Multi-class

classification

Image
classification

ImageNet dataset
CUB200-2011 dataset
PASCAL VOC 2007

Yes

Part
interpretability

Location
instability

Yes 3

Kanehira et al.
[40]

III
Generated

explanations

Binary
classification
Multi-class

classification

Image
classification

Aesthetics with
Attributes Database

CUB200-2011 dataset

Yes

Accuracy and
consistency of

predictions
Complementarity

of explanations

No 1, 3

where the encoder computes a representation h(x) of an
input x and the decoder maps the representation h(x) back
into the input space. This creates a reconstruction g(h(x)) of
the input [22] – see Fig. 1.

The potential of using autoencoders for anomaly detec-
tion is explained in a recent literature review [21]. Existing
approaches generally use unsupervised learning methods
[21] although there are also approaches that use semi-
supervised learning [41] and supervised learning [42]. How-
ever, autoencoders are usually non-linear because of the
activation functions used in the neural network paradigm.
This limits its ability to provide interpretability, which is an
increasingly valued property in anomaly detection.

There have also been recent attempts to design autoen-
coding models using decision trees [24], [25]. Irsoy and
Alpaydin [24], for example, presented an autoencoder based
on soft trees. Classification with soft trees is achieved by
following every path from the root node to the leaves, unlike
traditional trees. In soft decision trees, a logistic model is

Fig. 1: Autoencoder architecture.

used in every leaf. Although soft trees are reported to be
more accurate, there is not a simple mechanism to explain
how they work (unlike traditional decision trees that can be
explained as a set of rules, which can be easily understood
by the users).

Another autoencoder based on decision trees is eForest
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[25], which is a tree ensemble that can encode and decode
data. Encoding is performed by sending the input data
through all the decision trees in the ensemble to find out
in which leaf node the input data ends up. Decoding is
achieved by using the Maximal Compatible Rule (MCR).
MCR is defined by the decision paths the input data follows
when it traverses down from the root nodes to all the
leaves in all decision trees, that is, when being encoded.
The authors showed that decision trees can outperform
neural networks in some autoencoding tasks, namely: image
reconstruction using MNIST and CIFAR-10. Moreover, the
authors speculated that decision-tree-based autoencoders
can handle categorical data without transforming it into
numerical (i.e., no supporting evidence since their study
focused on numerical data only).

We observe that existing autoencoders are not capa-
ble of working with categorical data. Consequently, they
need to transform all categorical data into a numerical
representation by using an encoding method, such as one
hot, ordinal, sum, and binary [43], [44], [45]. However,
when transforming data from categorical to numerical, the
new representation contains significantly more attributes
than the original representation, and this translates into
higher computational complexity. In addition, all proposed
encoding methods ignore every relation among values of
categorical attributes, which can produce poor classification
results [46].

3 A NOVEL INTERPRETABLE AUTOENCODER

BASED ON DECISION TREES

As discussed earlier, existing autoencoders can handle nu-
merical data only. When working with categorical data, a
common solution is to use one-hot encoding. However, such
an approach has two key limitations [46]. First, they are
high-dimensional and sparse, and they ignore the relations
among different values of categorical attributes. Second,
existing autoencoders lack interpretability. Our proposed
interpretable autoencoder is designed to mitigate these two
limitations.

In our approach, given the value of an attribute, it
correlates with some other values of the other attributes.
For example, weather value very cold is correlated with
hemisphere value north when month is December. Hence,
our hypothesis is that we can accurately model the struc-
ture of a dataset with an interpretable autoencoder if we
automatically learn to encode and decode the values of the
attributes based on their correlations with values of other
attributes.

Fig. 2 shows the architecture of our proposed ap-
proach. In the training phase, our input is a dataset T =
{x(1),x(2), . . . ,x(m)}, in which every object x

(i) is repre-

sented by a tuple of attributes values (x
(i)
1 , x

(i)
2 , . . . , x

(i)
n ) ∈

D1 × D2 × . . . × Dn. Here, Di is the definition do-
main of the i-th categorical attribute, e.g. D1 =
{north, south, east, west} and D2 = {true, false}. Then,
for each i-th attribute, a new decision tree trains with the
dataset T (projected into the attributes different from the
i-th one) using the i-th attribute as the target class.

In the classification phase, given an unseen object x

represented by a tuple of attributes values (x1, x2, . . . , xn),
decision tree 1 receives tuple x−1 = (x2, x3 . . . , xn) and

outputs a vector (h
(1)
1,1, h

(1)
1,2 . . . , h

(1)
1,k1

) that represents how
probable the obtained class is for every value in the attribute
domain D1. This procedure is repeated for each decision tree
and eventually the argmax pooling layer outputs the values
of the attributes corresponding to the highest probabilities
output by each decision tree. The more similar the output
object x

′ is to x, the more similar x is to the knowledge
learned from the training dataset.

TABLE 2: Synthetic objects to exemplify (in Fig. 3) how to
build and use the model of our autoencoder. Each row rep-
resents an object, and each column represents an attribute.
The first row includes the name of the attributes.

att1 att2 att3 att4

a p n u

a p n u

a p n u

a p n u

b p n u

b q m w

b q m w

b q m w

b q m w

c q m w

c q m u

c q m u

c q m u

We will explain how our proposed approach works
using the dataset in Table 2. In Fig. 3, one can observe that
the top box has three outgoing connections to the top output
neuron, while the rest of the boxes have only two outgoing
connections. This is because the top box contains a tree with
class att1, whose domain contains three values ({a, b, c}),
while the trees in the other boxes use, as classes, attributes
that only have two possible values each.

Let us focus on the decision tree at the top. In the root
node, there is a vector [4, 5, 4] of length |D1| since its target
is att1. Each number represents how many objects in the
dataset in Table 2 have a particular attribute value for att1.
Initially, there are four objects with att1 = a, five with
att1 = b, and four with att1 = c. As we go deeper in the
tree, we observe that there are four objects with att1 = a and
att2 = p, one with att1 = b and att2 = p, and none with
the combination att1 = c and att2 = p. This explanation
applies to the other nodes in the tree, and for the other trees
as well.

Fig. 3 shows that when inputting the tu-
ple (a, p,m,w), the autoencoder encodes it to
(0.8, 0.2, 0.0, 0.0, 1.0, 0.0, 1.0, 1.0, 0.0), and it decodes it
to (a, q, n, u), which is similar to the input only in att1.
When we study the training dataset in Table 2, we observe
that there is no combination of three attribute values
matching the input tuple (a, p,m,w). This indicates that the
input tuple is an anomaly of the training dataset. In order
to interpret how the autoencoder decode this tuple, we find
the rules that classify the tuple in each tree as follows:
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Decision tree 1

Decision tree 2
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Fig. 2: Architecture of our proposed decision tree-based autoencoder for categorical attributes. In the architecture, the i-th
decision tree trains with all the attributes except the i-th attribute. In the classification phase, the i-th decision tree receives
a tuple x−i that contains all the attributes values except xi, and outputs a probability vector which the argmax pooling
layer uses to infer x′

i. The length of the i-th vector depends on the number of possible values in the definition domain Di

of the i-th categorical attribute. The end-user can look at the path traversed by the object x−i into the i-th tree, because this
path indicates the pattern learned from the training dataset. Hence, the classification result is interpretable.

Decision tree with class

,

,

,

,

,

,

,

,

Decision tree with class

Decision tree with class

Decision tree with class

[4,5,4]

= =

[4,1,0] [0,4,4]

= =

[0,0,3][0,4,1]

[5,8]

= =

[5,0] [0,8]

[8,5]

[0,5] [8,0]

= =

[8,5]

[1,4]

[1,0] [0,4]

[4,0]

[3,1]=

= =

=

=

0.8,0.8

0.2,0.2

0.0,0.0

1.0,0.0

0.0,1.0

0.0,0.0

1.0,1.0

0.75,1.0

0.25,0.0

Fig. 3: Model of architecture in Fig. 2, which is trained with the dataset in Table 2. The figure shows the outputs of layer 1
and the decoded tuples when inputting the objects (a, p,m,w) and (c, p, n, u) in that order.

1) The top tree classifies (p,m,w) according to the rule
(att2 = p) =⇒ (att1 = a). This is the only rule that
correctly decodes one attribute value (att1 = a).

2) The second tree, from top to bottom, classifies (a,m,w)
according to the rule (att3 = m) =⇒ (att2 = q). This
explains why the autoencoder incorrectly decodes the
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attribute value att2 = p as att2 = q.
3) The third tree, from top to bottom, classifies (a, p, w)

according to the rule (att2 = p) =⇒ (att3 = n). This
explains why the autoencoder incorrectly decodes the
attribute value att3 = m as att3 = n.

4) The fourth tree, from top to bottom, classifies (a, p,m)
according to the rule (att1 = a) =⇒ (att4 = u). This
explains why the autoencoder incorrectly decodes the
attribute value att4 = w as att4 = u.

Fig. 3 shows that when inputting the tu-
ple (c, p, n, u), the autoencoder encodes it to
(0.8, 0.2, 0.0, 1.0, 0.0, 0.0, 1.0, 0.75, 0.25), and it decodes
it to (a, p, n, u) which is similar to the input in three out
of four attributes. In the training dataset (Table 2), the
combination (p, n, u) of the input tuple appears five times.
In order to interpret how the autoencoder decodes this
tuple, we find the rules that classify the tuple in each tree
as follows:

1) The top tree classifies (p, n, u) according to the rule
(att2 = p) =⇒ (att1 = a). This explains why the
autoencoder decodes the value att1 = c as att1 = a.

2) The second tree, from top to bottom, classifies (c, n, u)
according to the rule (att3 = n) =⇒ (att2 = p).
This explains why the autoencoder correctly decodes
the attribute value att2 = p.

3) The third tree, from top to bottom, classifies (c, p, u)
according to the rule (att2 = p) =⇒ (att3 = n).
This explains why the autoencoder correctly decodes
the attribute value att3 = n.

4) The fourth tree, from top to bottom, classifies (c, p, n)
according to the rule (att1 = c) =⇒ (att4 = u).
This explains why the autoencoder correctly decodes
the attribute value att4 = u.

During the induction procedure, our approach builds n

decision trees from the m objects of the training dataset
projected into n − 1 attributes. The time complexity for
building an unpruned decision tree is O(m∗log(m)). Hence,
the time complexity for building the model of the proposed
autoencoder is O(n ∗m ∗ log(m)).

Testing an autoencoder depends on the application do-
main. The next section introduces the experimental frame-
work to evaluate the utility of the proposed autoencoder
in anomaly detection. However, it is necessary to add
an additional layer in our architecture to allow us to

return a single value (see Fig. 4). Each weight w
(1)
i,j is

the recall of the i-th decision tree for the j-th attribute
value in the definition domain Di (the recall measure
is computed from the confusion matrix obtained after

five-fold cross-validation). Each weight w
(2)
i is the AUC

[47] of the i-th decision tree computed from the same
confusion matrix obtained after five-fold cross-validation.
The algorithm source code in C# and Python can be
found at https://github.com/miguelmedinaperez/DTAE
and https://github.com/ebucheli/DT-Autoencoder, re-
spectively.

4 EVALUATION

Here, we will present the selected datasets, the k strati-
fied cross-validation procedure, the selected classifiers for
anomaly detection, and the performance metrics used to
evaluate the selected classifiers. We will also present the
findings in this section.

4.1 Setup

Table 3 describes the 28 datasets used in our experimental
setup, which were obtained from the UCI Machine Learning
Repository [48]. For each dataset, Table 3 shows the number
of attributes (#Att.) and the number of objects by class (#
Obj. by Class). The tested datasets range from four to 69 for
the number of attributes, from 20 to 12,960 for the number of
objects, and from one to 47.79 for the class imbalance ratio,
see (1) [49].

IR =
| Classmaj |

| Classmin |
(1)

In the above equation, | Classmaj | denotes the number of
objects belonging to the majority class and | Classmin | is
the number of objects belonging to the minority class. Fur-
thermore, most of the datasets contain imbalanced classes
[49], and the numbers of attributes and objects are heteroge-
neous, which is typical of anomaly detection [50], [51].

We transformed each dataset with two balanced classes
or with multiple imbalanced classes into several datasets
(the obtained datasets can be differentiated by a suffix
in the dataset name), changing the minority class every
time because we want to measure the performance of the
algorithms for anomaly detection. Then, for each dataset
in Table 3, we executed a five-fold Distribution Optimally
Balanced Stratified Cross-Validation (DOB-SCV) procedure, as
suggested by [52], [49]. Lastly, we moved the objects of the
minority class from each training partition to its respective
testing partition. Therefore, we transformed every binary
classification dataset into an anomaly detection dataset.

We compared the performance of our proposed DTAE
with six other state-of-the-art classifiers, namely: One-class
SVM [27], Isolation Forest [28], Local Outlier Factor [29],
Elliptic Envelope [30], Gaussian Mixture Model, and eForest
[25]. In the performance evaluation, we leveraged the scikit-
learn library [53] using the parameter values recommended
by their authors (see also Table 4). For each of the six
classifiers, we used the one-hot encoding method [54] to
transform the values of all categorical attributes because it
provides better results than other state-of-the-art encoding
methods [43], [44], [45]. By using the one-hot encoding
method, all categorical attributes were encoded by creating
a binary column for each value, and this procedure returns
a sparse matrix or dense array [54].

Some existing literature suggests that a threshold should
be set so as to differentiate between normal objects and
anomalies [21]. However, this necessitates the involvement
of human experts because of their knowledge and experi-
ence [55]. Thus, we chose two evaluation metrics that take
into account all possible thresholds to assess the selected
classifiers. First, we utilized the Area Under the Receiver
Operating Characteristic Curve (AUC) measure [56]. AUC
was selected because it is an objective measure (i.e., not
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Fig. 4: An anomaly detection architecture from the autoencoder in Fig. 2.

TABLE 3: All datasets used in our experimental setup, taken from the UCI Machine Learning Repository [48].

Name # Att.
# Obj. by

Class
Name # Att.

# Obj. by
Class

audiology 69 207/19 balloons 4 12/8
breast-cancer 9 201/85 car 6 1663/65
chess 36 1669/1527 hayes-roth 4 129/31
hiv-1 8 5230/1360 lenses 4 15/9
lymphography 18 81/67 molecular Promoter− 57 53/53
molecular Promoter+ 57 53/53 monks-1-0 6 278/278
monks-1-1 6 278/278 mushroom 22 4208/3916

nursery 8 12630/330
postoperative-patient-
data

8 64/26

primary-tumor 17 318/21 solar-flare1 12 294/29
solar-flare2 12 1023/43 soybean-l 35 669/14
soybean-s-D1 35 37/10 soybean-s-D2 35 37/10
soybean-s-D3 35 37/10 spect 22 212/55
splice 60 2423/767 sponge 44 70/6
tic-tac-toe 10 626/332 vote 16 267/168

TABLE 4: Parameters used for the tested classifiers.

Classifier Parameters

One-class SVM
[27]

kernel=’rbf’, degree=3, gamma=’scale’, coef0=0.0,
tol=0.001, nu=0.5, shrinking=True, cache size=200,
verbose=False, max iter=-1

Isolation Forest
[28]

n estimators=100, max samples=’auto’,
contamination=’auto’, max attributes=1.0,
bootstrap=False, n jobs=None, behaviour=’new’,
random state=970, verbose=0, warm start=False

Local Outlier
Factor [29]

n neighbors=20, algorithm=’auto’, leaf size=30,
metric=’minkowski’, p=2, metric params=None,
contamination=’auto’, novelty=False, n jobs=None

Elliptic Envelope
[30]

store precision=True, assume centered=False,
support fraction=None, contamination=0.1,
random state=None

Gaussian Mixture
Model

n components=1, covariance type=’full’, tol=0.001,
reg covar=1e-06, max iter=100, n init=1,
init params=’kmeans’, weights init=None,
means init=None, precisions init=None,
random state=None, warm start=False, verbose=0,
verbose interval=10

eForest [25] n trees=1000

affected by subjective indicators) and it is insensitive to

changes in the distribution of both training and testing
datasets [47], [57], [58]. The AUC was computed directly
from the ROC curve (True Positive Rate versus False Pos-
itive Rate) [47]. Second, we evaluated the classifiers with
the Area Under the Precision vs. Recall Curve (AUC-PR)
[59]. Furthermore, we used the Average Precision Score as
an estimate of AUC-PR [60]. We utilized this metric as it
has been recommended as an alternative for domains with
highly imbalanced classes [59], [60].

Finally, to know if there are statistical differences among
the tested classifiers, we performed a comparison among
all obtained classification results using the Friedman non-
parametric test, which provides a ranking. Additionally, the
Finner post-hoc procedure was applied, as suggested in [61],
[49].

4.2 Findings

Now, we will present the evaluation findings, including the
statistical tests performed to determine whether there are
statistical differences between the classification results.
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Fig. 5 and Fig. 6 are the box-plots of all AUC and Aver-
age Precision values. The box-plot shows the minimum and
maximum values, the median (black line inside the box),
and the first and third quartiles (top and bottom sides of the
box, respectively) for the evaluation metric. Small boxes and
whiskers closer to the median indicate lower variability in
the measure; the lower variability and the higher median
value, the better and more consistent the results. Values
considered as outliers are usually shown as dots outside
the whiskers. The best possible value for AUC and Average
Precision is one that corresponds to perfect classification.

eForest LOF EE IF DTAE ocSVM GM

0.5

0.6

0.7

0.8

0.9

1.0

AUC distribution in 2 datasets

Fig. 5: A box-plot showing the distribution of the AUC [56]
obtained by all seven classifiers using the 28 datasets of UCI
Machine Learning repository [48]. The algorithms are sorted
from left to right in ascending order of the median: eForest
[25], LOF (Local Outlier Factor) [29], EE (Elliptic Envelope)
[30], IF (Isolation Forest) [28], proposed DTAE, ocSVM (One-
class SVM) [27], and GM (Gaussian Mixture).

ocSVM EE IF LOF GM eForest DTAE

0.5

0.6

0.7

0.8

0.9

1.0

Average precision distribution in 2 datasets

Fig. 6: A box-plot showing the distribution of the Average
Precision Score [59] obtained by all seven tested classifiers
in 28 datasets of UCI Machine Learning repository [48]. The
algorithms are sorted from left to right in ascending order
of the median: ocSVM (One-class SVM) [27], EE (Elliptic
Envelope) [30], IF (Isolation Forest) [28], LOF (Local Out-
lier Factor) [29], GM (Gaussian Mixture), eForest [25], and
DTAE.

One can observe from Fig. 5 that in terms of AUC, DTAE
outperforms Elliptic Envelope, Isolation Forest, and the
other decision-tree-based autoencoder from the literature
(i.e., eForest). Besides, the third quartile of One-class SVM
is above that of DTAE. However, the first quartile of DTAE
is far above the one of One-class SVM. Yet both quartiles of
the Gaussian Mixture Model outperform those of the other
classifiers.

For the Average Precision Score, one can observe from
Fig. 6 that the distribution of DTAE is similar to that of the
Gaussian Mixture Model, but the first quartile of DTAE is
better. Additionally, our autoencoder is better than eForest
as well. Hence, one can conclude that DTAE outperforms all
the classifiers. A closer inspection of the results presented
in Table 6 also reveals that DTAE achieves good AUC and
Average Precision.

Table 7 and Table 8 show the average of AUC and
Average Precision, respectively. They also include the cor-
responding standard deviation (SD), the average ranking
according to the Friedman’s test, and the adjusted p-value
of the Finner’s procedure for all tested classifiers (based
on all the datasets outlined in Table 3). The findings in
Table 7 and Table 8 are ordered according to the average
of the Friedman’s ranking value, and the thin horizontal
line indicates the point after which there is a statistically
significant difference with the best result in the Friedman’s
ranking (p-value < 0.05).

Table 7 shows that DTAE significantly outperforms eFor-
est, Isolation Forest, Elliptic Evelop, and Local Outlier Fac-
tor. Although Gaussian Mixture Model and One-class SVM
have better performance than DTAE, these results show that
there are no statistical differences among them. Considering
Table 8, DTAE has the best position based on Friedman’s
ranking, without statistical differences.

In summary, Table 5 shows that our proposal is, on
average, 2% below the best AUC result, and according
to Table 7 that there are no statistical differences. Table 6
shows that our proposal is, on average, 3% over the other
classifiers as to Average Precision without statistically sig-
nificant differences (see Table 8). Moreover, based on our
earlier discussion in Section 3, we can conclude that our
proposal is the first autoencoder working with categorical
attributes that does not require us to transform the data
from categorical into numerical. Additionally, our proposal
can be understood by experts in the application area in a
language close to the one they use.

5 CONCLUSIONS AND FUTURE WORK

Given the potential of deep learning algorithms to solve
real-world problems such as anomaly detection and foren-
sic investigation, it is not surprising that designing more
efficient and effective deep learning algorithms is an active
research area. One existing trend is to design models that
allow users to understand the associated classification re-
sults. For example, how we can develop the explanatory
capability of opaque models such as autoencoders to pro-
vide the reasoning behind their decisions. In this paper,
we introduced DTAE, the first interpretable autoencoder
for anomaly detection using categorical data. DTAE is a
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TABLE 5: Results, in terms of to AUC [56], for all the tested classifiers, considering all the tested databases. The best results
per database appear in bold.

Dataset eForest [25]
Local Outlier

Factor [29]

Elliptic
Envelope

[30]

Isolation
Forest [28]

ocSVM [27]
Gaussian
Mixture
Model

DTAE

audiology 0.7336 0.6470 0.7140 0.6444 0.7395 0.8093 0.6700

balloons 0.8750 0.5750 0.8500 0.5125 0.8333 0.8500 0.9417

breast-cancer 0.5270 0.6965 0.6396 0.6803 0.6999 0.6433 0.6643

car 0.5959 0.5000 0.7253 0.5567 0.7520 0.7530 0.7703

chess 0.5055 0.7358 0.6084 0.6450 0.6809 0.7384 0.7647

hayes-roth 1.0000 0.9937 0.9673 0.8081 0.9985 0.9967 0.6840

hiv-1 0.5619 0.5110 0.5012 0.5778 0.5173 0.5026 0.5552

lenses 0.7037 0.5963 0.7222 0.7556 0.6000 0.7556 0.5333

lymphography 0.7499 0.7901 0.7724 0.7673 0.8181 0.7974 0.7303

molecular Promoter+ 0.8238 0.9660 0.6091 0.8141 0.9787 0.9394 0.9283

molecular Promoter- 0.5427 0.5318 0.5067 0.5197 0.6105 0.6298 0.5490

monks-1-0 0.8063 0.7869 0.5261 0.7344 0.7922 0.8183 0.5261

monks-1-1 0.5513 0.5708 0.6060 0.5270 0.5046 0.5422 0.9765

mushroom 0.9637 0.9129 0.6261 0.8019 0.9002 0.9339 0.9598

nursery 0.5327 0.5000 0.6174 0.6290 0.7905 0.7595 0.6929

postoperative-patient-data 0.5218 0.5072 0.5310 0.5108 0.5303 0.5319 0.5648

primary-tumor 0.5352 0.5074 0.5618 0.5341 0.5503 0.5488 0.5356

solar-flare1 0.5051 0.5612 0.5064 0.5201 0.5553 0.5911 0.6216

solar-flare2 0.5048 0.5395 0.7402 0.7518 0.7318 0.6376 0.7507

soybean-l 0.9458 0.6145 0.5741 0.8826 0.9778 0.9761 0.9970

soybean-s-D1 0.9900 0.6763 0.8183 0.5646 0.8800 1.0000 0.9550

soybean-s-D2 1.0000 0.9825 1.0000 0.8758 0.9975 1.0000 0.9675

soybean-s-D3 0.5493 0.5449 0.8158 0.7576 0.5562 1.0000 0.9225

spect 0.5679 0.7525 0.7494 0.8128 0.7910 0.7620 0.7806

splice 0.5100 0.5356 0.5207 0.5873 0.5992 0.5232 0.5159

sponge 0.7452 0.5381 0.6333 0.5738 0.6452 0.7167 0.5810

tic-tac-toe 0.5436 0.5026 0.5211 0.5422 0.5217 0.9720 0.7354

vote 0.5414 0.5590 0.7826 0.9358 0.9411 0.7613 0.9022

TABLE 6: Results, in terms of Average Precision [59], for all the tested classifiers, considering all the tested databases. The
best results per database appear in bold.

Dataset eForest [25]
Local Outlier

Factor [29]

Elliptic
Envelope

[30]

Isolation
Forest [28]

ocSVM [27]
Gaussian
Mixture
Model

DTAE

audiology 0.5624 0.7378 0.7546 0.7403 0.7687 0.9123 0.8165

balloons 0.8034 0.7677 0.7061 0.7959 0.7144 0.7333 0.8900

breast-cancer 0.6810 0.6006 0.6079 0.6064 0.5988 0.5397 0.5719

car 0.8756 0.8365 0.7912 0.7265 0.5418 0.7407 0.9413

chess 0.7992 0.7237 0.7430 0.7730 0.7556 0.5934 0.5738

hayes-roth 0.7132 0.6474 0.6444 0.5983 0.6479 1.0000 0.6604

hiv-1 0.5172 0.5979 0.5569 0.6476 0.5569 0.5532 0.6052

lenses 0.6212 0.7739 0.6804 0.6556 0.7659 0.5878 0.5417

lymphography 0.8657 0.6858 0.6887 0.6943 0.6651 0.5440 0.5817

molecular Promoter+ 0.8909 0.6573 0.8819 0.7091 0.6538 0.8125 0.7832

molecular Promoter- 0.7696 0.8423 0.8661 0.8275 0.8146 0.7195 0.7866

monks-1-0 0.8969 0.7389 0.8547 0.9269 0.7681 0.6030 0.7020

monks-1-1 0.7884 0.8252 0.8091 0.8345 0.8312 0.5417 0.9590

mushroom 0.9036 0.6653 0.7227 0.6934 0.6659 0.8926 0.8520

nursery 0.8792 0.8845 0.5104 0.6676 0.6153 0.7949 0.9221

postoperative-patient-data 0.6181 0.6848 0.6964 0.7024 0.6913 0.6185 0.5578

primary-tumor 0.7469 0.7326 0.7224 0.7089 0.7039 0.7572 0.7352

solar-flare1 0.7030 0.5335 0.5009 0.5485 0.5992 0.6776 0.7629

solar-flare2 0.8205 0.8104 0.8623 0.8744 0.8781 0.9092 0.9281

soybean-l 0.7907 0.9045 0.9162 0.9368 0.9440 0.9976 0.9997

soybean-s-D1 0.7194 0.5860 0.5103 0.6069 0.5350 1.0000 0.9633

soybean-s-D2 0.7211 0.6004 0.6033 0.5588 0.6030 1.0000 0.9671

soybean-s-D3 0.5433 0.6735 0.5129 0.7922 0.6307 1.0000 0.9147

spect 0.5566 0.7883 0.8138 0.8424 0.8272 0.6897 0.6879

splice 0.6007 0.6065 0.6166 0.6852 0.7007 0.5269 0.5557

sponge 0.6211 0.5717 0.6865 0.6332 0.6909 0.8651 0.7651

tic-tac-toe 0.7469 0.7026 0.8150 0.7390 0.7361 0.8787 0.5327

vote 0.7452 0.7522 0.5908 0.5673 0.5654 0.7281 0.8566

decision-tree-based autoencoder, designed to detect anoma-
lies and provide the explanations behind its decisions by
finding the correlations among different attribute values.

Performance evaluation of DTAE and six other state-of-
the-art classifiers demonstrated that our classifier achieves
good performance, with a minimal trade-off between per-
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TABLE 7: Statistical results, according to AUC [56], for all the tested classifiers, considering all the tested databases. The
algorithms are sorted from top to bottom, according to the Friedman ranking [62]. The last column shows the adjusted
p-value obtained with the Finner post-hoc [62] when comparing the best-ranked algorithm with the rest of the algorithms.
The thin horizontal line indicates the point after which there is a statistically significant difference with the best result in
Friedman’s ranking (p-value ≤ 0.05).

Classifier Average of AUC
Standard
deviation

Ranking Adjusted p-value

Gaussian Mixture 0.7675 0.1654 2.7143 -

One-class SVM [27] 0.7319 0.1637 3.1071 0.4962

DTAE 0.7420 0.1660 3.3571 0.3094

eForest [25] 0.6761 0.1799 4.3571 0.0066

Isolation Forest [28] 0.6722 0.1323 4.6607 0.0015

Elliptic Envelope [30] 0.6695 0.1388 4.7321 0.0014

Local Outlier Factor [29] 0.6476 0.1585 5.0714 0.0003

TABLE 8: Statistical results, according to Average Precision [59], for all the tested classifiers, considering all the tested
databases. The algorithms are sorted from top to bottom, according to the Friedman ranking [62]. The last column shows
the adjusted p-value obtained with the Finner post-hoc [62] when comparing the best-ranked algorithm with the rest of
the algorithms.

Classifier
Average of

Average
Precision

Standard
deviation

Ranking Adjusted p-value

DTAE 0.7647 0.1561 3.4286 -

eForest [25] 0.7321 0.1167 3.7857 0.6022

Isolation Forest [28] 0.7176 0.1071 3.7857 0.6022

Gaussian Mixture 0.7577 0.1651 3.8571 0.6009

Elliptic Envelope [30] 0.7023 0.1243 4.2500 0.3253

One-class SVM [27] 0.6953 0.1046 4.3929 0.3253

Local Outlier Factor [29] 0.7118 0.0994 4.5000 0.3253

formance and interpretability.
However, like any study, our proposed approach is not

without limitation. First, our architecture should be used
in datasets with less than a thousand attributes because it
builds a tree for each attribute. Building thousands of trees
is time-consuming, although this limitation may be over-
come with access to better computing resources. Second,
our proposal may fail to build decision trees for attributes
with tens of different values in the definition domain. In
the near future, our plan is to extend our proposal to
work simultaneously with categorical and numerical data.
Furthermore, we plan to train the weights of the anomaly
detector using stochastic gradient descent.
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