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Abstract: For the critical focusing wave equation Ju = 1> on R**! in the radial case,
we establish the role of the “center stable” manifold X constructed in Krieger and Schlag
(Am J Math 129(3):843-913, 2007) near the ground state (W, 0) as a threshold between
blowup and scattering to zero, establishing a conjecture going back to numerical work by
Bizon et al. (Nonlinearity 17(6):2187-2201, 2004). The underlying topology is stronger
than the energy norm.

1. Introduction

We consider the energy-critical focusing nonlinear wave equation
Ou=u’, O=28"—Ay, ul0]= (u,u)—0 = (o, ur) (1.1)

on the Minkowski space R3*! with radial data. The conserved energy is
E(u,it) = / (1|v ul> — l|u|6) dx
’ R3 2 X 6 ’

In a remarkable series of papers, [S—8] Duyckaerts, Kenig, and Merle gave the following
characterization of the long-time dynamics for radial data u[0] € H' x L*(R3) of
arbitrary energy: either one has type-I blowup, i.e., [|u[t]|l g1, ;2 — oo in finite time, or
the solution decomposes into a (possible empty) sum of time-dependent dilates of the
ground state stationary solution

W(x) = (1 +|x[2/3)"2
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together with a radiation term that acts like a free wave, up to a o(1) as t — T, €
(0, oo]. Here [0, Ty) is the existence interval of the solution. See [8] for the precise
theorem. We remark that Kenig, Merle [15] had studied the case of energies E (ug, u1) <
E (W, 0) and established a finite-time blowup vs. scattering dichotomy depending on
whether ||Vug|lz > [[VW]|2 or ||[Vugll2 < ||VW]|2. For the subcritical case, Payne and
Sattinger [26] had given such a criterion but with global existence, and the scattering
remained unknown. The latter gap was closed only recently by Ibrahim et al. [12] using
the Kenig—Merle method.

The dynamics for the case E(ug,u1) = E(W,0) was described by Duyckaerts,
Merle [9,10] who constructed the one-dimensional stable and unstable manifolds as-
sociated with W. Finally, [5] allowed energies slightly larger than E (W, 0), and it was
shown there that general type-II blowup occurs by dynamical non-selfsimilar rescaling
of W. The existence of such blowup solutions was established by Krieger, Schlag, Tataru
in [20]. An analogous construction in infinite time was carried out by Donninger and
Krieger in [4]. In this context we would also like to mention the type-II blowup con-
struction by Hillairet and Raphaél [11] for the 4-dimensional semilinear wave equation.

From a different perspective, and motivated in part by the phenomenological work [3]
of Bizon,, Chmaj, and Tabor, Krieger and Schlag investigated in [19] the question of
conditional stability of the ground state W. This is a very delicate question, and remains
unsolved in the energy topology. Note that the aforementioned blowup solutions can
be chosen to lie arbitrarily close relative to the energy topology to the soliton curve
S = {Wy }r>0 where Wy (x) = VA W (1x). However, in a much stronger topology, [19]
established the existence of a codimension-1 Lipschitz manifold ¥ near W so that data
chosen from this manifold exhibit asymptotically stable dynamics. See [19] for the exact
formulation.

The question remained as to the dynamics for data near X, but which do not fall
on X. As a start in this direction we mention the work by Karageorgis—Strauss [13] for
a related model equation of the same scaling class as (1.1) where they show blow up for
certain data with energy above that of the ground state, which are in a sense ‘above the
tangent space’ of X.

In the subcritical case, Nakanishi and Schlag had shown, see [21-24], that this hy-
persurface ¥ divides a small ball into two halves which exhibit the finite-time blowup
vs. scattering dichotomy in forward time. This was carried out in the energy class, and ¥
was identified with the center-stable manifold associated with the hyperbolic dynamics
generated by linearizing about the ground state. See the seminal work by Bates, Jones [2]
for an invariant manifold theorem in infinite dimensions, with applications to a certain
class of Klein—Gordon equations.

For the energy critical wave equation (1.1), the authors [16,17] had shown a somewhat
weaker result, namely the existence of four pairwise disjoint sets A4 4+ in the energy
space near the soliton curve such that: (1) each set has a nonempty interior (2) the
long-term dynamics (in both positive and negative times) for data taken from each set
is determined as either blowup or global existence and scattering.

However, the question of existence of a center-stable manifold near W in the energy
space remains open and appears delicate. Therefore, the results of [16,17] are not as
complete as those in [24], in the sense that no comprehensive description of the dynamics
near the soliton curve is obtained. This is also explained by the fact that the dynamics
of the energy critical equation appear more complex due to the scaling invariance which
is not a feature of the Klein—Gordon equation considered in [24], as evidenced by the
variety of exotic type-II solutions. Moreover, the construction of the “center-stable”
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manifold! in [19] is significantly more involved than the corresponding manifold for the
subcritical Klein—-Gordon equation.

In this paper, we return to the point of view of [19] in order to establish a description
of all possible dynamics with data near (W, 0) in the following main theorem, albeit
in a stronger topology than that given by the energy. To formulate it, we need the
linearized operator H := —A — 5W*. It exhibits a unique negative eigenvalue —k(% with

Hgy = —k% g0, and go > 0 is smooth, radial, and exponentially decaying.

Theorem 1.1. Fix R > 1. There exists an €, = £,(R) > 0 with the following property.
Consider all pairs of radial functions ( f1, f2) supported in B(0, R) with || filly3 +
| 21l g2 < €+ Denote by X the hypersurface constructed in [19], parametrized by such
pairs ( f1, f2) satisfying the condition (ko f1 + f2, go) = 0. Pick initial data v[0] € &
with

v(0,) = fi+h(fi, 28, v:i(0,) = /2
Then the following holds:

o ife, > &9 > 0, then initial data

w(,) =W+ fi+(h(f1, f2) +0)go, u:(0,) = f2

lead to solutions blowing up in finite positive time.
o if —&, < 8o < 0, then initial data

w(,) =W+ fi+(h(f1, f2) +80)go, u:(0,) = f2

lead to solutions existing globally in forward time and scattering to zero in the energy
space.

The hyper-plane (ko f1 + f2, go) = O is the tangent space to ¥ at (W, 0), and it is
denoted by X in [19]. The function 4 is constructed in [19] and for any 0 < § < €.(R)
one has the following properties: define the space

Xg = {(fi, ) € HJ4(RY) x HZ (R?) | supp(f;) C B(0, R)}

Then & : B5(0) C X9 — R where Bs(0) is relative to X g and one has the estimates

RO IS I Dk, Y (1. f2) € Bs(0)
\h(f1, f2) = h(fi, IS SICA, £2) — (Fis Plixe Y (fi, f), (fi, f2) € B5(0)

The Lipschitz graph X is given by (f1 + 2(f1, f2)go, f2) where (f1, f2) € Bs(0) C
Y. It is a Lipschitz hypersurface in X g which approaches ¥ quadratically near the
point (W, 0). It is thus clear that X is the tangent space to X at (W, 0).

Finally, we note that our choice of topology is not optimal for this type of theorem, and
our approach can be extended to more general initial conditions. On the other hand, we
emphasize that the distinction between the energy topology H' x L? on the one hand,
and a stronger one such as ours, has very dramatic effects. Indeed, solutions starting
on the manifold ¥ as constructed in [19] are shown there to approach W (o) up to a
radiation part where a(o0) € (0, 00). If a center-stable manifold can be constructed in

I we place “center-stable” in quotation marks, since ¥ cannot be interpreted as such an object. In fact, the
space X g is not invariant under the flow.
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H' x L2, then we cannot expect the same behavior for solutions associated with such an
object. Indeed, from [20] and [4] we know that energy solutions exist arbitrarily close
to (W, 0) in the energy topology for which a(#) can approach either O or oo in finite or
infinite time.

The idea of the proof of the theorem is to combine the precise description of solutions
with data on X contained in [19, Definition 3] with the exit characterization of solutions
established in [16]. The latter work allows us to confine ourselves to the situation in

which the solution is close to S, the family of rescalings W) = A% W (A-) of W, whence
we can rely purely on perturbative methods. The key for the proof is the following result.

Proposition 1.2. There exists 1 > g9 > &4 with the following property: Let u[0] be
data as in Theorem 1.1. Then there exist 8 # 0 of the same sign as 8, a constant keo
with |kg — koo| <K 1, and a finite time T = T (u[0]) with &9 = |(§0|ek°°T > &y and such
that at time t = T, we have a decoupling

ﬁ(ta ')ZWaT+ﬁ(XT7 |1_O{T|<< la
with
~ " 1
(UO(T’A gaT>=0, A:rar"'z (1.2)
and furthermore
(Dar» &ar) = Soe*>". (1.3)

Proposition 1.2 guarantees that data which are obtained by adding §pgo to a point
on ¥ diverge exponentially away from X. The trajectory moves away from the “tube” of
rescaled ground states S in a specific direction, depending on the sign of §o. Note that the
“excitation” of the unstable mode gp can be arbitrarily small in Theorem 1.1. This is the
main distinction from our previous works [16, 17]. Indeed, in those cases this excitation
needed to be sufficiently large so as to dominate the evolution from the beginning (and
for as long as the trajectory remained inside a small neighborhood of (W, 0), since
otherwise the linearized dynamics cannot be compared to the nonlinear one).

At least on a heuristic level, our construction in Proposition 1.2 is motivated by
the generalizations of the well-known Hartman-Grobman linearization theorem which
applies to ODEs of the form x = Ax + f(x) in R” where f(0) = Df(0) = 0 provided
A has no eigenvalues on the imaginary axis. In that case there exists a homeomorphism
y = y(x) near x = 0 which linearizes the ODE in the sense that y = Ay. If A does
have spectrum on the imaginary axis, then there is a result known as Shoshitaishvili’s
theorem [27,28]; see also Palmer [25], which ensures partial linearization of the ODE
in the form

y=By+o®), z=Cz, (1.4)

after a change of variables near x = 0. Here B has its spectrum on the imaginary axis,
and C is the hyperbolic part, and ¢ satisfies ¢(0) = D(0) = 0 (the y-equation captures
the center-dynamics). Note that in the formulation (1.4) the center-stable manifold is
precisely given by z. = 0 where z4 are the coordinates for which C is expanding. In
addition, since the change of coordinates is in fact bi-Holder it also follows from (1.4)
that the center-stable manifold M, is exponentially repulsive in the sense that if a
trajectory starts near but not on My, then it will move away exponentially from M.
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However, in this paper we do not rely on a partial linearization as in (1.4) since such
a result is not available in our context. Rather, we show that the coupling between the
“center-stable” dynamics obtained in [19] and the unstable hyperbolic dynamics is of a
higher order in a suitable sense, which implies the exponential push away from X.

We conclude this introduction by showing how to deduce the main theorem from the
previous proposition.

Proof of Theorem 1.1 assuming Proposition 1.2. Picking ¢, sufficiently small, the the-
ory of [16] applies. In particular, while the data u[0] = (12 0, ), u; (0, -)) satisfy

distg1,,,20[0], SU=85) < &4, (1.5)
where we identify S := (Wy, 0),~0, we have
dist g1, 2 @[T], SU —S8) = [§pleF=T (1.6)

provided we choose 180le¥>=T (and thus &) sufficiently large in relation to ¢,. Indeed,
this is a direct consequence of (1.3) combined with [16, Lemma 2.2]. But then equation
(3.44) as well as Proposition 5.1, Proposition 6.2 in [16] imply that data with §o > 0
result in finite time blow up, while data with §o < 0 scatter to zero as t — +00, with
finite Strichartz norms. O

Inspection of this proof shows that we rely on several previous results. On the one
hand, the proof of Proposition 1.2 depends crucially on the asymptotic analysis of the
stable solutions constructed in [19], including all dispersive estimates of the radiative
part. On the other hand, for the non-perturbative analysis we rely on key elements of our
previous work [16], namely the one-pass theorem and the ejection mechanism in relation
to the variational structure (see the K -functional in [16]). Note also that the latter paper
requires the main theorem from [5] in order to preclude blowup in the regime K > 0
once the solution has excited the soliton tube. For a completely different construction in
the energy space leading to a centerstable manifold for the same equation, see [18].

2. Proof of Proposition 1.2

It remains to prove Proposition 1.2, which we carry out via a bootstrap argument using
suitable norms. The norms we use for the perturbation are adapted from those introduced
in [19].

2.1. A modified representation of the data. Throughout we assume that ( 1, f>) satisfy
the conditions of Theorem 1.1. We start with data of the form

(fi+h(fi, f2)g, ) € X

with the orthogonality condition (ko f1 + f2, go) = 0. According to [19], these data can
be evolved globally in forward time to a function v(t, -) so that W +v (2, -) solves (1.1),
with |a(t) — a(0)] <« 1forallt > 0. Let goo = goo(f1, f2) be the unstable mode for
the operator

H(a(o0)) = —A — 5W4 —A+V

a(oo) —
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which is the reference Hamiltonian at # = +00. Writing
2o == {(ko f1 + f2, 80) = 0}

for the tangent plane to X, pick 2(f1, f») such that

(fi +h(f1, )go — h(fi, f)geo, f2) € Zo.

This is possible since ||go — gxoll2 < 1. The map

(fi, f2) = (fi +h(f1, g0 — h(fi, )80, f2) =t (fi, o)

is Lipschitz continuous? and one-to-one on a small neighborhood U C X of 0 (within
the admissible data set as in Theorem 1.1). Lipschitz here refers to the X topology
in the domain, and the radial H> x H? topology in the target. In fact, this map equals
the identity plus a Lipschitz map with very small Lip constant. This follows from the
estimates (see [19], Section 4)

h(f1, ) = h(f, 2 S IS 212,
\h(f1. f2) — h(g1. 8)| < I fi — gillws + .f2 — gall g2

Committing abuse of notation, we write h= fz( fl, 12), 8oo = ool fl, f2), where it is
to be kept in mind that g is associated with the asymptotic operator determined by the
data (f1 +h(f1, f2)80, f2). Then we have the identity

fi+h(fi, g0 = fi+h(f1, f2)g0

and furthermore

(fi+h(fi, )8, f2) € .

We next need to find an analogous representation for the shifted initial data

(f1 + (h(f1, f2) +b0)g0. f2).

Observe that the map

(fis f2.80) > fi+ o+ h(f1, f2)g00

is again Lipschitz and a homeomorphism for small values of the arguments. In particular,
we can write

fi+ (h(f1, ) +80)80 = fi + B0+ h(f1, f2)) 8

where S() is a Lipschitz-function of (f1, f2, 80). Also, observe that ¥ divides the data
space into two connected components, which can be characterized by §p > 0, §o < 0.
The same comment applies to &g, and necessarily 6y > 0 corresponds to §p > 0.

2 In fact, this map is smoother but we do not make this explicit in [19].
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2.2. The perturbative ansatz. Now given fi, f2, do, let u be the solution of (1.1) corre-
sponding to the data

(W + fi + h(f1, f)800s 12), (fi +h(f1, f2)g00, f2) € .

These are of course in general different from ( f1 + 2 (f1, f2)go, f>). Note that g is the
unstable eigenmode corresponding to the evolution of u at t = +00. Also, denote by u
the solution corresponding to the data

(W + fi + (h(f1, ) +80)g0, ) = (W + fi + o + h(f1, [2))80c, f2)-
We shall first make the simple perturbative ansatz
U=u+n= Wy +us+n, 2.1
where we use the decoupling
u(t, ) = Waq) +ux(t, )
given in [19] with the bounds
et (2, lzge <8 N Vauslt, 240 <80)7° 2.2)
IVt 2 + 1Vt )2 <8 Jua(e, 0] S 86x)7! 23)

for suitable § = §(e4, R) < 1;in fact, § = Cpe, where Cy is a big constant (depending
on R). For the dilation parameter one has the bounds

la(t) — asol < ()", la()| < 812 (2.4)

and in particular |a(f) — ax| < 1. In view of (2.1), we obtain the following equation
for n:

O+ H(a(e0))n = N(us +n, War)) — N (s, Waery)
+(H(a(00)) — H(a(t)))n =: F(1). (2.5)

Here we set H(a) = — A, — sw#

. » and borrowing notation from [19], we have

N, W) = (v+W,)° — W2 — 5Why, (2.6)
The right-hand side in (2.5) further equals
F(t) =5@u®* — Wj([))n +10u’n? + 10u®p? + 5un® + 1
+5(Way — Waoo) (2.7)
(u4 — W;‘(I))n = (ui + 4uiWa(,) + 6uiWaz(,) +4M*Wa3(;))'7~

Note that all terms linear in n are of the form o(n), and they are also localized in space
due to the decay of u, and W. We shall write H(a(c0)) = Heo from now on, and
denote the corresponding unstable mode by g0, With Hoogoo = —kgo 8oo- It is natural
to decompose

n=Pein+38(1)8o0 =1 1(t, ") +8(1)go0- 2.8)

The key to proving Proposition 1.2 is the following result.
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Proposition 2.1. Let T > 0 be such that |3g|ek>T < eo. Then for any t € [0, T], we
have the bounds

18] == 180le"=", 172, 2 + Vi@, )iz + IV, )iz < 1ole®>" (2.9)
for some fixed large M. Also, () has the same sign as &.
Proof of Proposition 2.1. Recall that
F(t) = N(us+1, Wairy)) = N s, Wary) + (Hoo — H(a(1))n.

Then according to Section 3 in [19], we can write

5(1) = (2koo) 2[n4 (1) +n_(1)],

koo 1< Hhoot ! Hhoo(1—5) (2.10)
ny(t) = (7)280e + A e (F(5), 8oo) ds
Moreover, we have the Duhamel-type formula
P
t —
A, ) = —/ Sin[( = $)v/Hool VH‘”]Pgl F(s)ds. 2.11)
0 vVHeo *®

Assume that the solution exists on some interval [0, T), T < T, and that it satisfies the
following estimates, which we refer to as bootstrap assumptions:

18(1)] < 10]p|e*>"
. . 5. 2 (2.12)
i, 2 + Vi@, iz + 1V Dz < < 1dole'™

for some large K, which will be chosen to depend on &g.

We shall now infer that |5(7)| =~ |§0|ek°°’ with a proportionality factor in [}1, 4] and
we will improve the second inequality by replacing % by % A standard continuity
argument then implies Proposition 2.1.

(A) Improving the bound on 1. We start with the L%-norm. To control it, we use the
simple bound

H sin(tv/H ) H/ (
= = cos(s
vVHeo
5 el f N2 (2.13)
Assume that we have the bound
| 0| kooy
IF s, )2 < —= X (2.14)

Then (2.13) implies

H /’ sin[(f — 5)v/Hool
VHs

| Ol/ kooS | 0| k
t — 00 d < ool
< ¢ =s)e g K

P F)ds|,

2
x
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which recovers the dispersive type bound for 77. The above bound (2.14) for F can be
easily proved: for the difference
N(us+n, Wa)) — N (us, War))
it suffices to consider the “extreme” terms
u*Ws(t)n, uin, u3n2, 175, (2.15)

see (2.7). We now check (2.14) for each of these expressions, bounding 1 as in (2.8)
via (2.12) as follows:

I, gz + IVen(, )iz + 1Vin@, )iz < Cildole*™"

with an absolute constant C;. In what follows, we will need to ensure that gy < K~
(so that also § <« K—1).
For the first term in (2.15), we get

180]
s Wiy 1l 12 Neallise W e Il a2 < == (0) 7"

For the second term in (2.15), we get

Jusnll 2 S Nl zeo Il 2 < 'K—O'< DINCa

For the third term in (2.15), use that H2(R3) c L to obtain the bound

2 e 15l koo
[ 2 S Wl lmlloge il S e < = Zet".
For the last term in (2.15), we similarly obtain
5 5koo |‘§0| koo
”77 ”L2 S ||TI||Loo||77||L2 < 18oPetet « —= ket

K

In order to complete the proof of the bound (2.14), it remains to control the term
(Hoo = H(a(®)))n.

Due to the fast decay rate (=~ (x)~*) of the potential V = —5 Wa (1) One easily infers

I(Hoo = Ha@))nll2 S la(oo) — a()Idole™>" « %(r)‘lekw’.

This completes the bootstrap for the norm || 7]| L2-
Next, consider the norm ”vﬁ”L)%' To control it, we use [19, eq. (36)] with V =

—5W (a(c0))*:
IVl < IVH nlle+|||V|2n||L2
</O IIF(s,-)IILgdH|||V|7||L;o||ﬁlng

8
« 0l ot
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Finally, we consider || V%ﬁ I 2
V27l 2 < 1 Hoo iill 2 + 1 Vil 2

t
< [ IR P F Mz ds + 1V s il
0

The final term here is < %ekw’ as desired, and for the integral we continue using
[19, Eq. (35)]:

t t
/ IV Hoo Pet, Fs. )l ds S / IVFGs, )2 ds. (2.16)
0 0

To bound the integral on the right, we again consider the terms in (2.15). For the first of
these, we have

3
[V (s Wiym) | L2
S IV usllp24r IV, (,)||LocmL2 70l oo + lluxllLoo | Vi (Wg(,))”LOO”T?HLZ
el IW3 e 1l 2

1800 e kor . 1800y ks
Ly ool 4 0y ool |
<<K<> ¢ K(> ¢

For the second term in (2.15), we obtain the contribution

|Ve(in)] 2 S IVl 2 lledlizes Inllzge + e lze | Vanll 2 < m< 1) ekl

For the last two terms of (2.15), we have the bounds
[V (@0 12 S IV @20l 7ee + 1 1zse 1Vl 2 Il zee

- 8
< ekt %ekmz

5 4 <5 jor 10l oo
|V )HL% SVl lintlee S 18oPef>" « — e L

Finally, one also easily checks that

| Vi (Moo = Ha@n)| 12 < la(o0) —a@ldole"™" <« %Wlekwﬁ
Before continuing, we make the following important observation from the proof:
Corollary 2.2. The bootstrap assumption implies that we can write for j =0, 1,2
Vi) = i+,

where we have

) 180l e gt
t —_ e
7y )l < () 2.17)

175" . )z < |5<>|2 Zkoot
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This corollary is important since it shows that the interactions of 77 with itself as well
as with the driving term u., are much weaker than the principal unstable component of 7,
i.e., §(¢). We will have to take advantage of this improved bound in order to control the
evolution of §(¢).

(B) Improving the control over §(t). In order to complete the bound on 1, we next need
to control the growth of the coefficients ny (7). This appears more difficult due to the
quadratic interactions in F (s, -) of the form u,.n Wj(t). The issue here is that the dispersive

bound for u, only gives (r)~! decay, which just fails to be integrable.
We start by deducing an improved bound for n_(¢) departing from our bootstrap
assumption. In view of (2.10) we have

k - t
no(0) = (528 *" + / e MU (F (s, ), goo) ds.
0
Using the bound (2.14) with the improvement implied by Corollary 2.2, we get the bound
In_(1)] < (8ol (1) "2 ekt + 5Pkt (2.18)

We now use this, together with Corollary 2.2 as well as the a priori bounds on u,, to
derive the improved control over n(#). We depart from the differential equation

14 (1) — koony(t)

n(t) 3
= T (800 (20us W; (o) + (a(00) — a(1))0V |r=a(o0))» 8oo) + F(t),  (2.19)
(2keo)2
where we use the notation V := —5 Wf and
n—(1) 3 ~113
F.(t) = —l(ZOM*gOOWa(t), gc0) + (20u*nWa(t), 8o0)
00 2
n(t)
T (goo(va(oo) - Va(t) — (a(oo) — a(t))a)LVh:a(oo))» 8oo)
(2ke0)2
+G4(1)
with
n4 (1) 3 3
G.(t) = T (20M*goo(Wa(,) - Wa(oo))’ 8oo)
koo)?

(N (s + 0, Wa@ry)) — N (s, Wa)) — 208 (1)t 800 Wiy 8oo)
~ _1
+{(Hoo — H(@(®))) [ + (2koo) "21-(1)800]. 8oo)-
We infer from (2.19) that

g t
ny(t) = (g)%e"w”m’” + /O koo t=+ TG0 p6) ds, (2.20)

where we use the notation

t
(s, 1) :=/ <goo(u*(sl»‘)W3(oo)+(a(Oo)_a(sl))8AV|A:a(oo))vgoo>dslo
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In order to proceed, we shall obtain uniform bounds on the phase function I' (s, 7). These
hinge on Proposition 3.2, to be proved in the next section. This proposition implies that

sup
s,t>0

t
/ <goo(u*(51» ')WaS(oo), 8oco) dsi S ”u*”[‘goLtl < 1. (2.21)
S .
It remains to estimate

t
sup/ (a(oco) —al(sy))ds. (2.22)

5.t

Note that the integrand decays like 5| ! from the bounds in [19], which is no integrable.
Lemma 2.3 shows nevertheless that (2.22) is uniformly bounded. This again hinges on
Proposition 3.2.

Lemma 2.3. We have the averaged estimate

sup
t>0

t
/(a(OO)—a(S))ds < 1.
0

Proof. Here we use the equation defining a(¢) in [19], given by (51) in loc. cit., which
we copy here for t 2> 1:

a(t)
a(oo)

We write this equation somewhat schematically in the form

5
a(r) = —co( ) (0 Walr=atoe)» Vagoo) — Va@)us(t, ) + N (us(t, ), War)).

a(t) = —co(a(o0) — a(t)) (3, Wi lr=a(oo)s s, )03 Vil r=a(oo))
+0(|a(00) — a(t)* (18 Walr=a(oo) s (2, ) (x) ™)

acz(og))%(fh Wili=a(ooys N(us(t, ), War))).

—cof

Set a(t) := a(c0) — a(t), and write this ODE in the form

d¢=—-oaoc—H
o (1) = —co{0 Walr=a(oo), Ux(, )0 Vilr=a(o0))
H(t) : = 0(Ja(00) — a(t)* {18 Wilima(oo) s lus(t, )(x)™*) (2.23)
— o a() )%(aAW}»lkza(oo)v N (us(t, ), Wary))-

a(o0)

Solving from ¢ = co one obtains

alt) = / T olie H(s)ds. (2.24)
t

N
/a‘<<1
!

Proposition 3.2 implies that

sup
st
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which ensures that e/ © = 0 (1) uniformly in s, 7. We now claim that
t o o
/ (a(c0) — a(f)) di = t/ el o H(s)ds
0 t

t o0 ~
+ / 50 (s) / els o H () ds ds. (2.25)
0 K

To verify this, note first that both sides vanish at ¢+ = 0. Furthermore, taking a derivative
in ¢ reduces the equation to (2.24).
One has the bound

|H(0)] S W, (x)™ +8()73 (2.26)
with 0 < § « 1. Therefore, on the one hand,

o0 o5
suplr [ el H(s)ds| « 1.

t>0 t

On the other hand, sup, > |so (s)| < 1 whence

t o0 5 t o0
‘/ sa(s)/ el H ) di ds 5// \H(5)| d5 ds
0 K 0 Js
o0 t

=t/ |H(§)|d§+/ s|H(s)|ds. (2.27)
t 0
The first term is < 1 from (2.26), whereas the second integral is dominated by

t
sup\/ SIH ()| ds| S sup llsia(s, Dllige el oy +8 < 1.
0 s>0 o

t>0

In conclusion (2.27) is <« 1 which completes the proof of the lemma. O

In conjunction with (2.27) the lemma implies that the phase corrections I'(s, t) are
uniformly small.

‘We next estimate the contributions of the various constituents of F (s, -) to the integral
in (2.20). This will then lead to the completion of the proof of Proposition 2.1.

(1) The contribution of nf(t)% (U480 Wj(t), 8oo) + (u*ﬁW;(t), 8o0)-

(2koo)
Using (2.18) as well as Corollary 2.2, we bound this by

t
<</ ekoo(tfx)+l“(x,t) (s)71[|80|(s)7§€koos + 8(2)62/(00.3']615,
0
< |(§0|ek°°t + S%eZkoot.

(2) The contribution Ofﬁ (800 (Vaoo) = Vat = (@(00) =a(1)3;V [;=a(o)) - 8o0)-
We can bound this by ~

t
Sl [ TN a(oc) — a(s) ds < fole ™.
0

We next consider the contributions of the constituents of G,(¢):

(3) The contribution oth)l(ZOu*goo(Wgt - Wa3 ) &o0)-
)] 0~ Wao
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Use the bound
|74 (1) (14 oo (W) = Waoo))» 8oo)| K (1) a(00) — a()]In4 (1))

Hence the corresponding contribution is bounded by
t
<« [T ) a(o0) — a)lineo)l ds
0

t
<</ ekoo(t—s)+l"(s,t)<S>—2|80|ekoos dS 5 |80|ekoot,
0

where we have used the bound (2.18) as well as the bootstrap assumption to control n ().
(4) The contribution of (N (ux+ 1, Wa()) — N (s, Wa(r)) — 208 (1) ut+800 Wj(,), 8oo)-
Here we need to estimate the contributions of the following schematically written
terms:

(UaTIW, 1) 8oo)s (1P Wopys 8oo)s (ML, goo) (1. 8oo)- (2.28)

For the first term, we can bound the contribution by
t
<< / ekoo(t—s)+l“(s,t)(<s>—l—§ |80|ekoos + 8(%(S)—le2kocS) dS § |80|€koot.
0

The remaining terms are handled similarly.

(5) The contribution of ((H(a(oo)) — H(a(t)))[ﬁ + (2koo)*%n_(t)goo], 8oco)-

Using (2.18) and Corollary 2.2, we bound the corresponding contribution by the exact
same expression as in (4).

This completes the proof of Proposition 2.1. O

It remains to prove Proposition 1.2. Thus fix a time 7" with 1 > [§glef~T > &,
where we can write

u(T, ) = Wy +use+1n
as before. We need to pass to a representation
(T, ) = Woyp + Vay (2.29)
which satisfies (Ug;, A*gq,) = 0. From [19] we can write
ety ) = Pyttt +8:( oo, 18:(D] S Cle) (1)~
In order to obtain the desired decomposition (2.29), we need to satisfy the relation
(Py1 (s +1) + (8(T) +8:(T))goo + Wa(r) — Way, A%gay) = 0. (2.30)
Observe that
Wary — Way = (@(T) — ar)® Wi lima(r) + O(1a(T) — ar|?)
and from (2.13) in [16] we have
|03 Wils=a(r)s A*8a(r))| = 1
It follows that for |a(T) — ar| < 1 there is a unique solution of (2.30) which satisfies

la(T) — ar| < 1olef=T « 1.
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To verify the condition (1.3), we need to compute
(PgL (s + 1) + (8(T) +8:(T))go0 + Wa(r) — War s 8ar)- (2.31)
From Proposition 2.1 we have
18(T)| > [(Pys (s + 1), 8ar)| + [8x(T)I,
and furthermore
[(Wa(r) = War . 8ar)| = 0(a(T) — ar?) < [Sole*>" = |8(T)].

We have now proved the key growth condition

~ ~ 8 kooT
(UOtT’ golr) —506 o

which completes the proof of Proposition 1.2.

3. Proof of the Dispersive Estimate on ||u.|| LeLl

This section is devoted to the one estimate, namely on ||z || LeLls which is not contained
in [19]. As evidenced by the previous section this norm is of crucial importance for the
nonlinear argument.

This section is devoted to the proof of this estimate, starting with the linear case.
We use the expansions for the linear evolution associated with J+ V, V = —5 W4, as
derived in [19]. In what follows, H = —A+V in R3 where Hy = 0 and v is the unique
zero energy resonance function, i.e., | (x)| =~ lx|~! for large |x|. We assume that H
does not have zero energy eigenfunctions.

Proposition 3.1. We have the bounds

H(%pﬂ_cwwm

Leor! S il (3.1

| COS(I«/E)PcfHL;OL} < f e (3.2)

Proof. We begin with V' = 0. For the sine evolution, we get (putting the argument

x =0)
o0 1 o0
L3l sweanlan= [ [ viomda
o I'Jyl=n 0 [yI<1]

s [vronas ([ E2a) < [ vroa, (3.3)
R3 RSyl R3

The last step uses integration by parts in polar coordinates.
For the cosine evolution, one has

cos(tVH) f(x) = 8 t/2 fx+1y)o(dy)
S

=/ [fx+ty)+1(Vf)(x+1y) - y]o(dy)

S2
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and so

f vVf
I Cos(t\/ﬁ)f”LgOL} S ”WHLJ( + ”mHL; N ”sz”L}'

In case V # 0 we write the % evolution in the form
1 s1n(tk) 2 2
— [Ry (A7) — R, W) Adh = — s1n(tA)R(A)dk (3.4)
1T Jo

where we have set R(A) := R; (A2)if A > 0 and R(L) = R(—A) if A < 0. For the free
resolvent, we write this as Rg. Then, by the usual resolvent expansions,

2n—1
R = Z (=D*Ro(VR)X + (RoV)"R(V Ro)". (3.5)
k=0

We distinguish between small energies and all other energies. For the latter, we use (3.5).
Let xo(A) = O for all |A| < Ag and xo(1) = 1if |A| > 2Xg. Here Ao > 0 is some small
parameter. Fix some & as in (3.5) and consider the contribution of the corresponding
Born term (ignoring a factor of (4m)~k=1y:

k
0 Lk . 1 Vi(x;)

/ / xo (1) sin(tA)e’* 2i=0 'erml{[-’l—’ f(xo)dhdxg...dxg

R J — [Tj=o lj = xjs1

L// %) TEO )
[xo—x1|=%r—5—3_, [xj—xj31[>0] [¥0 = X1]

L Vixi)
FH—J dxi ...dxy d, (3.6)
Hj:l |xj — Xj+1]

where x4 is fixed. Placing absolute values inside these integrals and integrating over
t € R yields an upper bound

1ol - vy
[ e o [ —E
R |x0—x1| R3* Hj:1 lxj — xj41]

SIVELIVVIL. (3.7)

dxy...dx;d&

It remains to bound the contribution by the final term in (3.5) which involves the resol-
vent R(A). Its kernel K (x, y) can be reduced to the form

/eiizAXO(A)<R(A)(VRO(A))"(., x), (VRo(=2)" (-, y)) dA

=/eix[ir+(|x|+|y\)]XO(A)<R(X)(VRO(A))"*‘VGX(X,-), (3.8)

(VRy(=))""'VG (=4, ) dh, (3.9)

where

i (x—ul=]x)

Gx()\., u) = m
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and the scalar product appearing in (3.9) is just another way of writing the composition
of the operators. One has the following elementary bounds, see for example Lemma 11
in [19]:

d’ 1
sup ||—Gx < Cjos provided o > ~ +j
xeR3 d}\,] 2,—o 2
(3.10)
d CJ o . 3 .
sup ||—Gx (X, ) < —— provided 0 > = +j
ceR3 1AM L2~ (x) 2

for all j > 0. Let for some large n (say n = 10)
ay,y (1) 1= X0ON ROV Ry VG, ), (VRo(=1)" "V Gy (=4, )
Then in view of the preceding one concludes that a, () has two derivatives in A and

)dwaxy(x)‘ <(1+10)72 for j=0,1,2 andall % > 1. 3.11)

Moreover,
‘dwa“(x)) <A+0)2() 0N for j=0,1, andall A> 1. (3.12)

The decay in A here comes from the limiting absorption principle which refers to the
following standard bounds for the free and perturbed resolvents:

1
IRy (W2 +i0)| 20 520 SATL o> 3
. (3.13)
105 Ry (A2 £i0) 2020 ST, 0 > S+ =1

for A separated from zero. The estimates (3.11) and (3.12) only require |V (x)| < (x)™*
with ¥ > 3.

Let us assume first that > 1. To estimate (3.9) we distinguish between |t — (x| +
|[¥])| < t/10 and the opposite case. In the former case, we conclude that

max(|xl, [y) Z ¢

so that due to (3.11) we obtain
| [ s, LGy dh] S st ()3 (3.14)

Integrating (3.14) over ¢ € R yields a bound O(1) which implies an L. — L;OL,1
estimate.
In the latter case we integrate by parts twice which gains =2 for |¢| > 1 from (3.11):

‘/eik[i”(')“*‘y'”ax,y()») dk‘ < |f|_2-

For |f] < 1 one has O(1). We can again integrate this over ¢ € R as before.
‘We now turn to the contribution of small X to the sin-evolution. We recall the following
representation of the resolvent at small energies, see (105) in [19]:

RO = i ERy(MuS1vRY (L) + Ro(%) — RoGIVE (L) vRo (), (3.15)
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where with w := /|V],
1= lwyll?wy @ wy = ¥ @ %

-2
and g = 4n(fR3 Vi dx) ||w1ﬂ||%. For the explicit form of E(X) see (104) in [19].

Next, we describe the contribution of each of the three terms in (3.15) to the sine-
transform (3.4). We can ignore the second one, since it leads to the free case. The first
term on the right-hand side of (3.15) yields the following expression in (3.4):

in(th
So(t)(x. y) = g / Smf ) L D[Ro(vS vRoM](x. v)

= wy 2B Y)Y (y) — ||W/f||22%/RGA | ]5(\1(T+|X—x/|+|y/—y|)
T|>t

VDY) Vo)
4|x — x| 4|y — y|

drdx'dy’.

We need to verify that uniformly in x, y € R the integral over # € R of the last line
is O(1). Indeed

_ I VY () VY (Y o
/// |X1(I+IX—XI+|y—y|)I| (x)Y(x’) (y)w(y”drdxdy
R6 JRO J[|1|>1]
<

4 |x — x| 4w |y — y|

N/ / X1z +|x —x'|+|y — yDldr
[x—=x|+ly=y|<t/2] J[|7]>1]

VDY GOV ONY O d
lx — x|y =yl

+/ /I?l(f+|x—X’|+|y’—y|)|dr
[x—x'|+ly—y'|>1/2]

VYOV O ()]
|x —x'[y" =yl

The first integral in the final expression is rapidly decaying in ¢, and thus gives the desired
bound, whereas the second one upon integration in ¢ is bounded by

lx —x'[1y" =yl -

x'dy’

dx'dy’.

Finally, we turn to the third term on the right-hand side of (3.15). The convergence of
the Neumann series defining E () in L? for small A was established in [19]. We analyze
the contribution by the constant term, viz.

E0) = (Ag+S) ™'+ E((0)S1m(0)™' Sy + S1 E2(0)S1 + S1m(0)~' 1 E1(0),
see (104) in [19]. From (108), (109) in [19] one has

/R}/ sin(t2) x1 (M [Ro(MvE(0)vRo(M)](x, y) dA f(x)dx

1 o0
— iz L [ [ st sl D e Ga)
LT R3 JRO J—0
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v(x)EO)(x', y)v(y")
[x — x| |y — ¥

1 o0
g o L[ sty <y R©ds Gas)
LT R3 JRO J -0

vNEO)E, YO |,
dx'd dx.
o xy—y] YW

dx'dy’ f(x)dx

Placing absolute values inside these expressions and integrating over ¢ € R yields an
upper bound of the form (for y fixed)

o0 / E O /’ / / , ,
§/ // 71 @)1 dg LEEOCL YWDy dx
R3 JRO J—00

[x — x| |y — |
o0 /EO /’ / / , ,
+/ // 716 de WEIEOCLYIVGI 1 £y i
R3 JRS J -0 lx — x| |y — ¥/l

which in turn is bounded by

|| LEO)C, D 22l fllr S I1f I (3.19)

I sup H| 21,

since E(0) is absolutely bounded on L2, see [19].

To deal with E (1) we proceed as in [19] using the F(1)-method. To be specific, we
claim the bound

[ sinhGatroaovrGovRaIce, vy d 51 dx|dr 5 11

(3.20)
provided the operator-valued function F' (1) satisfies
0 —
| |mFecor], <o (321)
— 00 2—2

The latter property holds for E(A), see (113), (116), (117) in [19]. To prove (3.20) we
let x1 x2 = x1 for some bump function x, and compute

/R 3 / Sin(2) 1 ()[R0 (v F (v Ro(D1(x, y) dA f(x) dx

1 > —~
=32.—2/ /// S +E+n+{x— x|+ 1y — vl D16 dt
LT R3 RS J—00

(&) X2 F () (x', y)(y')
[x — x| [y — ¥/

32”72/]1@//1[@6/ S(—t+E+n+[lx —x|+ 1y =yl 1) dé

v(x’ )sz(n)(x Y)Hv(y)
[x — x|y — I

dx'dy'dn f(x)dx

dx'dy'dn f(x)dx.
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Placing absolute values inside and integrating over ¢ € R yields the upper bound

(X’)

2
%111t Sup H —
|x —

/_Z | aF@coHl|, asirnsim 62

2
L

uniformly in y € R3. This concludes the small A argument for the sin-evolution, and in
combination with the previous estimate for A > Ao > 0 we have established (3.1).

It remains to estimate the cos-evolution, see (3.2). We base our analysis on the relation
by

sm(t«/_)
ﬁ Cv

The small frequencies present no problem, as (3.23) shows that the only difference in
the oscillatory integrals is a factor of A, which is small and thus immaterial. On the
other hand, for large A this extra factor accounts for the additional derivative on the
data. To be more specific, the final term in the Born-series (3.5) does not present a
problem either. This is due to the fact that in (3.11) and (3.12) we may obtain arbitrary
decay in XA by taking n in (3.5) as large as wished (but of course fixed). In particular,
we can absorb the extra power of A coming from the 9;. It therefore just remains to
treat the summands in (3.5) involving only the free resolvent. In analogy with (3.6) one
has

cos(tVH)Pe = y——t (3.23)

o v
Hlfzo Ixj — x4l
k
o0 Ak e 1= V)
:/3(k 2)/ XO()‘-) COS(I)\.) L:*I:el)nzj=0 ‘XJ XJH‘l—[kJ#
R3*+2) J—0

=0 1%j = xj41l

o ik o lxj—x il
/R,%(kﬂ) /_Oo xo(A) cos(tA)r e J=0 )7 Aj+ fxo)drdxg...dx;

f(xo)] drdxy. .. dx,

where x,; is fixed and with

1 X0 — X1

T |xo — x1] o

Note that Le!*o=%11 = ¢iAxo=x1l The x(-derivative in (3.24) can fall on either |xo —
x1|’l or f(xo). In the latter case we proceed exactly as in (3.6) and obtain an upper
bound for the LCy’OL,l-norm by || D? f1l1- In the former case one replaces f with i ;:) (x;)ll
and again proceeds as in (3.6). The resulting bound is

Jf(x) )‘

lx — x'|

Vi (

2
sup SIDfI
x'eR3 L

as desired. 0O

We use the preceding proposition to obtain the following key bound on u.:

Proposition 3.2. Let W, (t) + u, be the solution of (1.1) with data u.[0] = (f1 +
h(f1, f2)80, f2) € X, as given in [19]. Then we have the bound
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Proof. We use formula (33) in [19] which gives the representation

a(t, +) = oStV Hoo) Pyr wi + S(£) Py w)

t

_/O a(s) cos([r — S]\/,]T[oo)PgoLc [0 Waln=ats) — (a;;))%aAWA|k=a(w)] ds
t

_/0 St — S)Pgoio [(Va(oo) - Va(s))”*(sa ) + N (uy, Wa(s))] ds

—R(I, )

with R(¢, -) compactly supported in ¢ and bounded, whence irrelevant for the proof.
Also, we have

wi = f1 +h(f1, f2)8, w2=f2

and we use the notation

sin(ta/Hxo)
i

with the same notation as in Proposition 3.1. Then the bound (3.24) is implied by
Proposition 3.1 for the expression

S@) = Pe—co¥ @Y

cos(tx/ﬁoo)PgoLo wi +S(7) Pgéo wa

and hence it remains to bound the Duhamel terms. We write

t
/ c'z(s)cos([t—s]«/ﬁoo)Pgolo[...]ds
0
=/ a(s) cos(t — s1VHoo) Pyr [ ... ]ds
0

—/ a(s) cos(t — s1VHoo) Pys [ ... ]ds

t

and similarly for the expression

t
/ S(t—s)Pgolo[...]ds
0

(1) Contribution of the cosine terms.
From [19] we infer the bound

a(oo)

a(s)

, 5 .
|V{ (83 Walazacs) — ( )03 Walrza(oo) | S la(oo) — a(s)|(x) >~

whence from (2.4) we infer

a(o00)

a(s)

5
69 Pyt [ Wi e — () W ol < 1197y S 1

Then Proposition 3.1 implies

||/O a(s) cos([t = s1VHoo) Pys [ - ] ds | oo fy < 1.
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For the second Duhamel cosine term, [, é(s) cos([t — S]\/ﬂoo)ng_o [...]ds, wecan
crudely use Sobolev embedding H%(R3) ¢ L*:

}/ a(s) cos([t — s]moo)Pgéc[...]dﬂ
t
< || a(s) cos([t — S]\/ﬁoo)PgoLo[. . .]ds ||H2
t

g/ STNPL - Nl ds <172

t
which is integrable.

(2) Contribution of the sine terms.
First, consider the term

o0
/0 St = )Py [(Vatooy — Vatsy (s, ) + Ntta, Wagey)] ds.

Using Proposition 3.1, it suffices to prove
”Pgoic[(va(oo) = Vas))ux(s, ) + N (s, Wais)llprwrnr < 1
Note that
I (Vagooy = Vas)us(s, Myt S la(oo) — als)|(llux(s, )llzee + IIVXMIIL§+L;o)
< (s)71
thanks to (2.2), which is integrable. As for the term N (uy, Wy(s)), we consider the

contributions of u2 Wj( 5’ u. For the first, we obtain

2 3 _1-£
|z (s, YW [lyin S N, Hloe lusllyrzwrm W3l S ()77,

where we have interpolated between the second bound of (2.2) and the first one of (2.3);
this decay rate is again integrable.
For the pure power term, we get

5 —1-£
3] yr S Nt Mz s Cs, Mgl ensz < fs) 775,

Here we have also used the strong spatial decay estimate for u,, i. e. the second bound
of (2.3). This completes the estimate for the contribution of the first sine Duhamel term.
It remains to consider the expression

o0
/ St — S)Pgé-o[(va(oo) — Vags)) (s, ) + N (s, Wags))] ds,
t

where we will again use a pointwise decay bound. This time we have to combine the
strong dispersive bound provided by the key Proposition 9 in [19] with Sobolev. We
decompose

o0
/ St —9)Pyy [(Vatoo) = Va(s) (s, +) + N (s, Was)) | ds
t
t+1
=/ St — S)Pgoic[(va(oo) — Vags)us(s, ) + N (i, Wyes))] ds
t

o0
+/ St —s)PyL [(Vatoo) = Va(s)) s (s, +) + N (s, Was)) ] ds.
t+1
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For the first term, use
H(Va(oo) = Vas))us(s, ) + N (ux, Wa(s))” e K (S)_2

whence we get, using H2(R3) C L*,
t+1
I / St = )Pyt [(Vagoo) = Va(s)ux(s, -) + N (1, Was))] ds
t

+1
<</ (s)"2ds < (1)
t

an integrable bound.
For the second integral above, we bound it by

o
II/ St — S)Pgoio[(va(oo) — Vags)us(s, ) + N (s, Wais)) | dsllLee
t+1

o0
< / 1(r—s)—1||[(va<oo>—Va@))u*(s, )+ N (e, Was)] || yrs ds

t+

o0 -3 &
<</ (t—s) )" T2 ds <loge(r)~' 72,
t

+1

which is again integrable in ¢. This concludes the proof of Proposition 3.2. O
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