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A B S T R A C T   

Reliable attribution is crucial for understanding various climate change issues. However, complicated inner- 
interactions between various factors make causation inference in atmospheric environment highly chal
lenging. Taking PM2.5-Meteorology causation, which involves a large number of non-Linear and uncertain in
teractions between many meteorological factors and PM2.5, as a case, we examined the performance of a series of 
mainstream statistical models, including Correlation Analysis (CA), Partial Correlation Analysis (PCA), Structural 
Equation Model (SEM), Convergent Cross Mapping (CCM), Partial Cross Mapping (PCM) and Geographical 
Detector (GD). From a coarse perspective, the Top 3 major meteorological factors for PM2.5 in 190 cities across 
China extracted using different models were generally consistent. From a strict perspective, the extracted 
dominant meteorological factor for PM2.5 demonstrated large model variations and shared a limited consistence. 
Such models as SEM and PCM, which are capable of further separating direct and indirect causation in simple 
systems, performed poorly to identify the direct and indirect PM2.5-Meteorology causation. The notable incon
sistence denied the feasibility of employing multiple models for better causation inference in atmospheric 
environment. Instead, the sole use of CCM, which is advantageous in dealing with non-linear causation and 
removing disturbing factors, is a preferable strategy for causation inference in complicated ecosystems. Mean
while, given the multi-direction, uncertain interactions between many variables, we should be more cautious and 
less ambitious on the separation of direct and indirect causation. For better causation inference in the compli
cated atmospheric environment, the combination of statistical models and atmospheric models, and the further 
exploration of Deep Neural Network can be promising strategies.   

1. Introduction 

Climate change has become one of most crucial social-economical- 
ecological issues that received growing emphasis. Such environmental 
events as global warming, air pollution, heat waves and drought have 
been exerting a severe threat to public health (Bryan et al., 2020; 
El-Sayed and Kamel, 2020; Bhat et al., 2021), crop yields (Trnka et al., 
2014; Wang et al., 2016a, 2016b; Pagani et al., 2017), biodiversity (Lee 
et al., 2017; Zhang et al., 2018) and international trade (Azam et al., 

2016). Against a variety of side effects induced by climate change, 
scholars have been working substantially towards a better understand
ing of the cause and effects of climate change. Despite a rapid progress, 
major challenges remain in the reliable attribution of climate change 
induced environmental issues. Climate change mainly occurs in the at
mospheric environment, where a large number of meteorological factors 
and airborne (gaseous, liquid and particulate) components interact 
intensely. For instance, solar radiations influence the near-ground 
temperature (Zhong et al., 2017), which further affecting the vertical 
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and horizontal air motion (wind speed and wind direction), humidity 
(Bhardwaj et al., 2013), boundary layer height (Bianco et al., 2011). 
Successively, the variation of solar radiation, temperature, wind, hu
midity and boundary layer height can all individually impact Particulate 
Matters (PM), ozone and other airborne components through enhanced 
or restricted photolysis (Luo et al.; Xing et al., 2017), chemical reaction 
(Tie et al., 2019), diffusion (Luo et al., 2017), and hygroscopic increase 
(Tie et al., 2017). Meanwhile, airborne components (e.g. PM, and CO2) 
can have a strong feedback effect on such meteorological factors as 
temperature, wind and humidity and solar radiation (Tai et al., 2010; 
Yang et al., 2016; Zhong et al., 2017; Zhou et al., 2018). Therefore, 
meteorology-component interactions are bidirectional and asymmetric, 
presenting uncertain patterns under different circumstances (Chen et al., 
2020). On the other hand, the physical and chemical reactions between 
different airborne components are even more complicated. There are 
dozens of reactions between SOx, NOx, COx, Ox, HxOx and VOCs, subject 
to varying meteorological and composition conditions (Baklanov et al., 
2014). Consequently, the reaction types and intensities between various 
airborne components are highly unpredictable (Chen et al., 2020). 
Specifically, due to the disturbance of other influencing factors, the 
relative contribution of individual factors (e.g. CO2 concentrations) to a 
specific environmental process (e.g. warming) can hardly be isolated 
and quantified, which has become one major difficulty in properly 
attributing climate change events (Fang et al., 2017). 

Scholars have increasingly employed global or regional atmospheric 
models, such as GCAM (Global Change Assessment Model) (Calvin et al., 
2013), GEOS (Goddard Earth Observing System) (Liu et al., 2009; Molod 
et al., 2012; Colarco et al., 2014) and WRF (Weather Research and 
Forecasting Model) (Chotamonsak et al., 2011; Srinivas et al., 2013) to 
simulate the climate dynamics, and such Chemical Transport Models 
(CTMs) as WRF-CAMx (Skjøth et al., 2013; Shahbazi et al., 2017) and 
GEOS-Chem (Sherwen et al., 2016) to simulate the interactions between 
different airborne components and estimate their variations based on 
the combination of ground-level observation and remote sensing data. 
Despite their wide implementations, some major limitations exist 
(Morice et al., 2012; Mizuta et al., 2017). For atmospheric models, the 
reaction mechanisms (physically or chemically) between atmospheric 
factors should be clearly explained for reliable prediction. However, till 
now, many reaction mechanisms remain unclear. Furthermore, the re
action mechanisms between the same variables may vary significantly 
under different conditions, while atmospheric models can hardly 
explain the actual types, proportion and orders of reactions in a highly 
complicated atmospheric environment (Saikawa et al., 2014). 

Different from climate model simulation, statistical models attempt 
to extract the relationship between variables by examining their 
simultaneous temporal variations. On one hand, the precise description 
of interaction mechanisms between different variables is not required 
for statistical models, which avoids one major source of uncertainty 
(VanderWeele et al., 2014). On the other hand, disturbed by 
multi-direction interactions between a diversity of meteorological fac
tors and airborne components, commonly employed correlation models 
can be affected significantly by other factors (Sugihara et al., 2012; Chen 
et al., 2020). In this regard, inferring causation in atmospheric envi
ronment based on proper statistical models remains a promising, yet 
challenging strategy. 

Given the great significance of the attribution of climate change is
sues, effective causation inference based on statistical models should be 
further explored. Compared with the mature and massive use of climate 
models, statistical models have been limitedly employed for under
standing the drivers and causes in atmospheric environment, and their 
reliability has yet been evaluated. To this end, we take PM2.5-Meteo
rology interactions, which involve various atmospheric factors and is 
one of major and challenging issues in climate change research, as a case 
research. We employ a diversity of mainstream statistical models to 
quantify the influence of individual meteorological factors on PM2.5 
concentrations. Due to the lack of observable reference data, we 

considered those PM2.5-Meteorology prior knowledge from previous 
studies as reference to roughly judge the performance of these models. 
By comparing model differences, we aim to examine the reliability, 
limitations and underlying connections between these models. 
Furthermore, we attempt to check whether a cross-verification of mul
tiple models can lead to a shared, more reliable output, or this multi- 
model comparison can confirm the reliability of specific models in the 
complicated atmospheric environment. This research provides a 
comprehensive picture how the complicated atmospheric environment 
pose a real challenge on reliable causation inference, and useful decision 
support for selecting and interpreting statistical models accordingly. 

2. Materials and methods 

2.1. Data sources 

PM2.5 data in 190 monitoring cities were acquired from the website 
www.PM25.in, which collected data from China National Environ
mental Monitoring Center (CNEMC). The daily PM2.5 concentrations 
were calculated using the averaged hourly PM2.5 concentrations. For a 
consecutive division of different seasons (Spring: March to May, Sum
mer: June to August, Autumn: September to November, Winter: 
December to February) and multiple-year analysis, we employed PM2.5 
data from March 1st, 2014 to February 28th, 2017. 

The meteorological data in 190 cities during the same period were 
obtained from the “China Meteorological Data Sharing Service System”, 
and a set of meteorological factors, including humidity, temperature, 
wind speed, wind direction, solar radiation, evaporation, precipitation, 
and air pressure, which were closely related to PM2.5 concentrations 
(Chen et al., 2018; Chen et al., 2020) were selected for this research. For 
better analysis of meteorology-PM2.5 interactions, the meteorological 
data included some sub-factors for each meteorological factor, such as 
temperature (daily max temperature, mean temperature, minimum 
temperature, and largest temperature difference for the day), precipi
tation (total precipitation from 8am to 8pm, total precipitation from 
8pm to 8am and total precipitation for the day) and wind speed (mean 
wind speed, max wind speed and extreme wind speed). In this research, 
the strongest calculated interactions between one sub-factor (e.g. mean 
temperature) and PM2.5 concentrations were regarded as the influence 
of the meteorological factor (e.g. temperature) on PM2.5 concentrations. 

2.2. Model descriptions 

In recent years, causation inference in complicated ecosystems has 
become a hot, yet challenging topic. Against this background, growing 
statistic models have been proposed and implemented. However, these 
models have been limited implemented in atmospheric environment and 
their reliability has rarely been verified. The major difficulty lies in the 
lack of observable reference data. To address this issue from a feasible 
perspective, we employed a series of mainstream statistical models, 
including Correlation Analysis (CA), Partial Correlation Analysis (P-CA), 
Convergent Cross Mapping (CCM), Structural Equation Modelling 
(SEM), Partial Cross Mapping (P-CM) and Geographical Detector (GD) to 
respectively quantify the influence of individual meteorological factors 
on PM2.5 concentrations. Following this, we attempted to compare and 
interpret the differences between these model outputs according to their 
mechanisms. Through cross-verification, we can better understand the 
reliability and suitability of mainstream statistical models and their 
underlying connections in causation inference in atmospheric research. 
Except for the well-known Correlation Model and Partial Correlation 
Model, the general principle and setting of other statistical models 
employed are briefly introduced as follows. 

2.3. Convergent Cross Mapping (CCM) 

Convergent Cross Mapping (CCM) (Sugihara, G. et al., 2012) aims to 
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identify mirage correlations and extract the robust quantitative in
teractions between two variables in complicated ecosystems by effec
tively removing the influence of other factors. Since CCM is 
advantageous of detecting weak coupling and calculating the asym
metric, bidirectional causality between two variables, this model has 
been massively implemented. CCM calculates the predictive skill of 
variable A on B (defined as ρ, ranging from 0 to 1), which provides 
quantitative reference for comparing the magnitude of different vari
ables on one variable. 

The principle and establishment of CCM is briefly explained as fol
lows. For two variables X and Y and their time series observations [X (1), 
…, X(T)] and [Y (1), …, Y(T)], it firstly builds the shadow manifolds for 
X and Y as Eq. (1) and (2). 

MX,t =
[
Xt, Xt−1, Xt−2, …, Xt−(E−1)

]
1  

MY,t =
[
Yt, Yt−1, Yt−2, …, Yt−(E−1)

]
, 2  

where MX,t and MY,t are the shadow manifold of X and Y at time t 
respectively, Xt and Yt are observations of X and Y at time t respectively, 
E is a parameter defining the number of dimensions. Next, Ŷ t is esti
mated as a linear sum of E + 1 neighbors, which are defined through MX,t 

in following steps:  

(1) Find E + 1 nearest neighbors of MX,t from the shadow manifold of 
X, (2) Obtain the contemporaneous Yi using the time indices of 
the E + 1 shadow manifold of X. 

Ŷ t
⃒
⃒MX,t =

∑E+1

i=1
wiYi, 3  

where Yi are contemporaneous values of Y and wi is its weight calculated 
according to the distance between MX,t and its ith nearest neighbor on 
MX,i (as shown in Eq. (4)). 

wi = ui

/
∑E+1

j=1
uj 4  

where 

ui = exp
(

−
d

(
Mx,ki , Mx,k0

)

d
(
Mx,k1 , Mx,k0

)

)

5  

where d is the Euclidean distance between two vectors and exp repre
sents the exponential function. 

The CCM use the correlation between the Ŷ t
⃒
⃒MX,t and Yt after 

convergence to measure the causation effect of Y on X: 

ρx→y = lim
L→+∞

cor
(
Yt, Ŷ t

⃒
⃒MX,t

)
, (6)  

where cor is Pearson correlation, and L is the size of the library. 
Only a limited number of variables are required for running CCM: E 

(number of dimensions), (time lag) and b (number of nearest neighbors). 
According to previous studies (Chen et al., 2018; 2020), E, and b was set 
as 2 days, 3 and 4 in this research. 

2.4. Partial Cross Mapping (PCM) 

Partial Cross Mapping (PCM) (Leng et al., 2020) was proposed to 
specifically distinguish the direct causation of one variable from the 
indirect causation of other variables based on the partial correlation of 
the mutual cross mapping outputs. PCM is advantageous of identifying 
the direct and indirect interactions between three variables. 

Taking X, Y and Z as example, the direct causation of X on Y without 
the indirect causation from Z is calculate in Eq. (7) 

ρD =

⃒
⃒
⃒Pcc

(
X, X̂

Y
⃒
⃒
⃒X̂

Ẑ
Y )⃒

⃒
⃒ (7)  

where X̂
Y 

is cross mapping result of X from Y, and X̂
Ẑ

Y 

is the cross 

mapping result of X from Ẑ
Y
, which is in turn the cross mapping of Z 

from Y. PCC is a function that explains the partial correlation coefficient. 
The PCM model is advantageous of detecting the direct and indirect 

interactions between three variables. However, PCM cannot directly 
quantify the combined indirect effects of multiple factors on variable C 
through variable B. To address this issue, we respectively calculated the 
indirect influence of individual meteorological factors on PM2.5 con
centrations through one specific factor (e.g. humidity) and the summed 
up indirect influence of all other factors was regarded as the overall 
indirect influence of this specific factor on PM2.5 concentrations. 

2.5. Structural Equation Modelling (SEM) 

Structural Equation Modelling (SEM) is a composition of mechanistic 
and data-driven method to model the cause-effect relationships between 
multiple variables in complex systems (Grace et al., 2012). SEM includes 
three progressively refined models, conceptual model, graphical model 
and mathematical model. In the conceptual model, concepts and links 
among variables are built to explain the target system. Following this, 
those concepts are refined to variables (observed, latent or composite 
variables) to build relations among them in the graphical model. The 
graphical model is finally transformed into mathematical model con
sisted by mathematical equations. SEM is established following the 
equations as follow. 

x = Λξ + σ (8)  

y = Κη + ε (9)  

η = Вη + Γξ + ζ (10)  

where Eqs. (8) and (9) are measurement models and (10) is structural 
model; x is observed exogenous variable, ξ is its latent variable and Λ is 
corresponding coefficient; y is observed endogenous variable, η is its 
latent variable and Κ is corresponding coefficient; В and Γ are co
efficients of latent variables; σ, ε and ζ are errors after fitting. 

When setting SEM for quantifying PM2.5-meteorology relationship, a 
two-layer structure was established. For the first layer, two most 
important meteorological factors are selected as the primary influencing 
factors. For the second layer, four meteorological factors, which were 
strongly related to the two factors in the first layer, are selected as 
secondary influencing factors. To acquire the primary and secondary 
factors for each city, we employed an automatic strategy to respectively 
calculate ρ (using CCM) of all meteorological factors and selected the 
two factors with the largest ρ as the primary factors in the first layer. 
Similarly, we calculated ρ of all other parameters on the two primary 
factors and selected four factors with the largest ρ as secondary factors in 
the second layer. 

2.5.1. Geographical Detector (GD) 
Geographical Detector (GD) measures the relationship between the 

target variable and the explanatory variables based on the consistency of 
their spatial distribution pattern (Wang et al., 2010, 2016a, 2016b). The 
consistency is measured using the factor detector, q as shown in (11). 

q = 1 −

∑H
h=1nhδ2

h

Nδ2 (11)  

where N is the total size the study area, which is stratified into H strata 
using the explanatory variable. nh is the size of stratum h. δ2

h is the 
variance of the target variable in stratum h. δ2 Is total variance of target 
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variable in the whole study area. The significance of q can be tested 
using the non-central F distribution, as shown in 12. 

F ∼ F(H − 1, n − H, λ) (12)  

where n is the sample size; λ is noncentrality. 
Different from other temporal statistical models, GD is a spatial 

model. Therefore, GD is not capable of detecting the PM2.5-Meteorology 
relationship in each country. Instead, GD can calculate the general in
fluence on PM2.5 concentrations across China, presenting as one q for 
each meteorological factor. 

3. Results 

Based on CA (Correlation Analysis), P-CA (Partial Correlation Anal
ysis), CCM (Convergent Cross Mapping), SEM (Structural Equation 
Modelling), PCM (Partial Cross Mapping) and GD (Geographical De
tector), PM2.5-Meteorology interactions across China were examined 
respectively. Due to the difference in algorithms, the absolute mea
surement of PM2.5-Meteorology causation from different models cannot 
be directly compared. To address this issue, we presented the multi- 
model comparison from different perspectives. 

The lack of reference data is always the major challenge for evalu
ating model performance in causation inference. This is because the 
causation between two variables were very hard to observe or measure 

and this is the major reason why the comparison of different statistical 
models for causation inference was rarely conducted. To address this 
issue, we employed the strategy of referring to some well-accepted prior 
knowledge concerning PM2.5-Meteorology association, which were 
extracted using atmospheric models (e.g. WRF-CAMx and GEOS- 
Chemistry) and regression models. For instance, Yang et al. (2016) 
suggested that wind was the dominant meteorological driver for PM2.5 
pollution in Eastern China (including Beijing-Tianjin-Hebei Region, 
BTH), while wind and precipitation were major meteorological driver in 
Southern China (including Pearl River Delta). Similarly, Wang et al. 
(2021) revealed that wind contributed most to the decay of haze epi
sodes in BTH. Gui et al. (2019) also suggested a major influence of wind 
on PM2.5 in Pearl River Delta. These findings were similar and consistent 
with our prior-knowledge, and can be considered as reference for un
derstanding the reliability of these statistical models. Only if the model 
outputs were consistent with these PM2.5-Meteorology prior-knowledge, 
we can regard the model is at least qualitatively reliable for causation 
inference in atmospheric environment. 

3.1. The dominant meteorological factor for PM2.5 across China 

The relative strength (the ranking) of the calculated influence of 
individual meteorological factors on PM2.5 concentrations can be 
compared. Here we take the meteorological factor, which has the largest 

Fig. 1. The dominant meteorological factor for PM2.5 concentrations across China extracted by different models.  
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association with PM2.5 concentrations, as the dominant factor. PM2.5- 
Meteorology interactions present notable seasonal patterns and thus we 
respectively calculated the dominant meteorological factor for PM2.5 
concentrations across China in winter and other seasons, as shown in 
Fig. 1 and Fig. S1. Outputs from multiple models presented notable 
differences in all four seasons. Since PM2.5 concentrations were highest 
and PM2.5-Meteorology interactions were strongest and presented the 
most stable patterns in winter (Chen et al., 2020), for a clearer expla
nation, this manuscript mainly discussed the strongest PM2.5-Meteor
ology causation in winter. Some major characteristics of model 
performances are as follows:  

a. P-CA and PCM, which specifically aims to separate the underlying 
direct and indirect interactions between multiple influencing factors, 
led to outputs remarkably different from CA, CCM, SEM, and was not 
fully consistent with previous findings and prior-knowledge (e.g. the 
dominant role of wind and humidity). The relatively poor perfor
mance of P-CA and PCM revealed the extreme difficulty in isolating 
multi-direction PM2.5-Meterology interactions in the complicated 
atmospheric environment. The imprecise extraction of indirect 
causation can meantime lead to large uncertainties in the extracted 
direct causation. 

b. CA, SEM and CCM suggested that humidity, wind speed and tem
perature were three major dominant factors for most Chinese cities. 
Despite this rough similarity, low consistence existed between these 
models. Amongst 190 cities, CA-SEM, CA-CCM and SEM-CCM 
respectively presented 114, 65 and 60 cities with a similar domi
nant factor. The low consistence may be attributed to the compli
cated and strong PM2.5-Meteorology interactions. For a specific city, 
there may be several meteorological factors strongly associated with 
PM2.5. How to clearly isolate disturbing factors and effectively 
identify the slight difference between major influencing factors poses 
a real challenge. A slight underestimation or overestimation could 
cause a notable variation in extracted dominant factors. Compared 
with other models, CCM specifically identified the dominant role of 
wind in Northern China, and the dominant role of precipitation and 
wind in Southern China, which agreed well with previous findings.  

c. To better understand the consistence between models, we conducted 
a vote process as follows. For each city, we compared the dominant 
meteorological factor extracted using CA, CCM, SEM and PCM, and 
regarded a similar output from two or more models as a voted 
output. Among 190 cities, there were 178 cities with a voted factor. 
Specifically, voted output was the same with CA, CCM, SEM and PCM 
output in 160, 96, 132 and 66 cities respectively (Table S1). The 
largest similarity with other models does not mean CA achieved a 
most reliable output. Instead, it revealed that many advanced sta
tistical models were established based on CA. 

Since there can be two or more factors that exert a strong influence 
on PM2.5 concentrations, the sole consideration of one dominant factor 
adds difficulties in reaching a consistence between multiple models. 
Therefore, we also compared two, instead of one, dominant factors (two 
factors with largest causation) from multiple models. We set that if two 
models shared at least one of two dominant factors, they had a similar 
output. The output of two-factor comparison is shown in Table S2. From 
a two-factor perspective, CA-CCM (170), CA-SEM (172), CA-PCM (141), 
CCM-SEM (147), PCM-CA (141), PCM-CCM (124) and PCM-SEM (127) 
indicated a significantly enhanced consistence between models outputs. 

The one-factor and two-factor comparison highlighted the challenge 
in causation inference in atmospheric environment. When aiming for 
some precise conclusions (e.g. the sole dominant meteorological factor), 
it is necessary to clearly isolate the multi-direction interactions between 
many factors and reliably compare the slight difference between them, 
which is highly challenging and makes outputs from different models 
varied notably. As a comparison, when aiming for some rough conclu
sions (e.g. two or more major influencing factors), the underestimation 

or overestimation of causation had less a influence on the extraction of 
multiple major factors. In this regard, outputs from different models 
presented a high consistence. 

The statistics of the causation of individual meteorological factors on 
PM2.5 across China. 

In addition to the dominant meteorological factor, we also presented 
the statistics of the causation of individual meteorological factors on 
wintertime PM2.5 based on different models (Fig. 2). As shown in Fig. 2, 
the large difference of PM2.5-Meteorology relationship across China is 
observed in all models. Meanwhile, the rain cloud plots of these models 
presented limited consistence, indicating the capability of reducing the 
disturbing factors and quantifying specific PM2.5-Meteorology causation 
varied significantly. Due to the large model variations, a close output 
from multiple models was not available for cross-verification. 

In terms of the mean PM2.5-Meteorology causation across China, we 
summarized Top 3 meteorological factors from different models as fol
lows: CA (Humidity, Wind, Temperature), P-CA (Temperature, Humid
ity, Precipitation), CCM (Temperature, Humidity, Wind), SEM 
(Humidity, SSD, Wind), SEMdirect (Humidity, Wind, Temperature), 
SEMindirect (Radiation, Humidity, Temperature), PCM (Temperature, 
Wind, Humidity), PCMdirect (Temperature, Wind, Humidity), PCMindirect 
(Wind direction, Precipitation, Temperature), and GD (Wind, Wind di
rection and Temperature). Without quantitive reference, we cannot 
easily judge which model performs the best according to the ranking of 
TOP 3 meteorological factors. However, despite a difference in ranking, 
most models (except for GD and P-CA) revealed that Temperature, Hu
midity, Wind exerted a major influence on PM2.5 concentrations, which 
were consistent with our PM2.5-Meteorology prior-knowledge and thus 
regarded as roughly reliable. On one hand, due to complicated in
teractions between multiple atmospheric factors, the exact PM2.5- 
Meteorology causation in a specific city varied significantly between 
multiple models. On the other hand, some rough patterns of PM2.5- 
Meteorology at the national scale could be reliably extracted by most 
models. Generally, this PM2.5-Meteorology research proved the feasi
bility of most statistical models in inferring rough patterns, yet their 
uncertainty in reliably quantifying extract causation in the atmospheric 
environment. 

Different from other models, PCM and SEM aim to further isolate the 
direct and indirect causation. For this PM2.5-Meteorology research, the 
TOP 3 factors extracted by PCMdirect and SEMdirect were generally similar 
to other models, presenting a reasonable output. Meanwhile, PCMindirect 
and SEMindirect outputs varied significantly and came to no shared 
findings. Specifically, the two-layer SEM was established based on suf
ficient prior-knowledge and hypothetical setting, while PCMindirect led to 
nearly similar outputs for all meteorological factors except for wind 
direction, which deviated largely from previous studies. In this regard, 
both SEM and PCM failed to reveal unknown and reliable indirect PM2.5- 
Meteology causation in the atmospheric environment. 

3.2. The inner-interactions between models and model evaluation 

Despite a large and hard-to-interpret model differences, we attemp
ted to extract some inner-connections between these modelling through 
model clustering. Firstly, the causation between each sub-factor and 
wintertime PM2.5 in 190 cities was averaged and the 17 mean causation 
value formed a vector for each model. Based on these vectors, the model 
clustering was conducted according to the means of square Euclidean 
distance for Between-groups linkage method (Yuan et al., 2013; Mur
tagh and Legendre, 2014). 

The result of model clustering (as shown in Fig. 3) suggested CCM, 
CA and PCM, which aim to extract the complete causation between two 
variables, were categorized to the same group. Meanwhile, PCMindirect, 
PCMdirect and PCA, which aim to separate the direct and indirect 
causation, were categorized to another group. SEM uniquely included a 
two-layer structure and thus categorized into one individual group. The 
clustering outputs based on PM2.5-Meteorology research were highly 
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Fig. 2. Raincloud plots of the influence of individual meteorological factors on wintertime PM2.5 concentrations across China calculated using different models. Note: 
the extracted causation from all models were normalized to [-1, 1]. PRE stands for precipitation, PRS stands for air pressure, RHU stands for humidity, SSD stands for 
radiation, TEM stands for temperature, WIN stands for wind speed, Dir_WIN stands for wind direction. 
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consistent with the fundamental mechanisms of these statistical models. 
This indicated that although inner-interactions were highly complicated 
in atmospheric environment, these statistical models effectively con
ducted causation inferences following their strategies. In this regard, it is 
crucial to better interpret the advantages and limitations of different 
statistical models in atmospheric research, and select proper models 
accordingly. 

Based on the model algorithms and their performances in PM2.5- 
Meteorology research, a brief evaluation of these statistical models were 
as follows: 

GD (Geographical Detector): In this research, GD suggested Wind, 
Wind direction and Temperature were three major influencing factors 
for PM2.5 across China, which were not consistent with other temporal 
models. One major reason was that there were many confounding var
iables across regions, leading to large uncertainties in extracted causa
tion. Therefore, GD or other spatial models may not be suitable for 
inferring causation in atmospheric environment. 

CA (Correlation Analysis): PM2.5-Meteorology relationship is non- 
linear and affected by other disturbing factors. So although CA acquired 
some reasonable patterns at the national scale (e.g. the dominant role of 
temperature and humidity), quantitative PM2.5-Meteorology causation 
in specific cities can be largely underestimated or overestimated by CA 
(Sugihara et al., 2012; Chen et al., 2017). 

P-CA (Partial Correlation Analysis): P-CA aims to isolate the inner- 
interactions between multiple variables and focus on the direct influ
ence of one variable on the target variable. In this research, P-CA led to 
model outputs largely different from other models. One potential reason 
was that P-CA failed to separate the non-linear and uncertain in
teractions between massive meteorological factors, significantly 
affecting the extraction of causation between PM2.5 and individual 
factors. 

PCM (Partial Cross Mapping): PCM aims to further separate the 
direct causation of variable A on B and the indirect causation of variable 
A on B through C. In this research, PCM failed to effectively identify and 
quantify the strong indirect influence from other meteorological factors, 
and simply highlight the role of wind direction. This suggested that 
PCM, which is advantageous of separating the direct and indirect in
teractions in simple systems, may not be suitable for direct-indirect 
causation inference in atmospheric environment with massive atmo
spheric factors. 

SEM (Structural Equation Modelling): In this research, SEM aimed 
to examine PM2.5-Meteorology causation by establishing a two-layer 
structure and presenting both direct and indirect causation. While 

SEMdirect outputs were generally reasonable, SEMindirect outputs, char
acterized with the dominant indirect causation of precipitation, were 
not consistent with our prior-knowledge of PM2.5-Meteorology (the 
strong indirect causation of wind and atmospheric pressure). The un
satisfactory outputs were mainly attributed to large uncertainties 
involved in the establishment of SEM. Firstly, SEM requires the setting of 
a specific function (e.g. Linear and exponential) between two variables. 
However, PM2.5-Meteotogloy causation is non-Linear and uncertain. 
Secondly, SEM requires a pre-description of the interaction between two 
variables (e.g. wind and humidity) using a coefficient (e.g. 0.3), which 
required reliable prior-knowledge or hypothesis. Without prior- 
knowledge, we could only employ other models (e.g. CCM) to extract 
causation between meteorological factors, which significantly reduced 
the feasibility and transferability of the sole use of SEM. 

CCM: CCM aims to improve the causation inference between two 
variables by removing the influences from other factors in complicated 
ecosystems. CCM is designed by repeatedly experimenting all possible 
time lags and interaction forms. Therefore, CCM is highly automatic, 
and little prior-knowledge or parameter setting is required. CCM is ad
vantageous for extracting non-Linear causation. These characteristics 
making CCM especially suitable for PM2.5-Meteorology causation 
inference. Similar to other models, CCM also revealed the dominant role 
of temperature and humidity for PM2.5 concentrations across China. 
Furthermore, CCM uniquely identified the dominant influence of wind 
on wintertime PM2.5 in BTH, and the dominant role of wind and pre
cipitation in Pearl River Delta, which was consistent with previous 
studies, yet limitedly detected by other models. 

4. Discussion 

Given the complexities of multiple models, uncertainties exist in this 
multi-model comparison. Firstly, for such models as SEM, model setting 
has a major influence on outputs. To effectively reduce the uncertainty, 
we repeatedly tuned these model parameters to extract the potential 
largest causation. Secondly, different models generate outputs with 
various dimensions, which cannot be compared directly. To reduce the 
disturbance of the dimension issue, we considered the relative contri
bution (the ranking) of individual meteorological factors to PM2.5 con
centrations for model comparison. With this strategy, the PM2.5- 
Meteorology research provides a reliable reference for cross-verifying 
multiple models. 

Integrating outputs from multiple atmospheric models has been a 
commonly employed strategy for estimating a more reliable range. For 

Fig. 3. Clustering analysis based on the PM2.5-Meteorology outputs from different models. a. The correlation between multiple models b. The clustering of mul
tiple models. 
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instance, we could integrated the output from model A (70%), model B 
(85%) and model C (90%) and came to a more reliable conclusion that 
emission-cut contributed 70%~90% to the decrease of PM2.5 in Beijing. 
Nevertheless, due to notable dimension differences, the outputs of 
causation inference from multiple statistical models cannot be directly 
compared or computed. To address this issue, we considered the inte
gration of some shared relative results (e.g. the ranking of causation 
between PM2.5 and individual factors) from different models. However, 
even from a qualitative perspective, large model variations remain, 
making the cross-verification and an integrated outputs from multiple 
statistical models not feasible. In addition to the multi-model integra
tion, the other strategy for reliable causation inference is to confirm the 
robustness of one model. The PM2.5-Meteorology research, which is a 
typical and challenging atmospheric research with a diversity of 
strongly interacted factors, provides valuable references. GD is a spatial 
model, which can extract the general causation between two variables at 
large-scales, yet fails to extract causation at a specific site. Compared 
with other models, the problematic outputs from GD highlighted the 
large disturbance of the spatial variation of multiple confounding vari
ables on causation inference. PCM and PCA performed poorly when 
separating multi-direction interactions between many meteorological 
variables. CA can be affected by the existence of agent variables, which 
is a major issue in atmospheric environment, and cause largely under
estimated or overestimated outputs. SEM requires sufficient prior- 
knowledge and hypothesis, adding extra difficulties to model setting 
and reducing model reliability. As a comparison, CCM might be the most 
suitable model for causation inference in atmospheric environment. 
Theoretically, firstly, CCM is designed specifically to process non-linear 
relationship between two variables, which fully suits the non-linear 
relationship between atmospheric factors. Secondly, CCM automati
cally considers all possible interaction forms and lagging effects between 
the time series of two variables, which effectively reduces the disturbing 
influence and avoids mirage correlation. Thirdly, CCM requires little 
parameter setting and prior-knowledge, removing the uncertainties 
caused by improper parameter setting. Practically, for the PM2.5- 
Meteology research, CCM generated a reasonable output, including 
some general findings consistent with other models, and some unique 
findings consistent with previous studies. Given the inconsistence of 
multiple statistical models, the sole use of CCM can be a preferable 
strategy for causation inference in such complicated ecosystems as at
mospheric environment. 

In complicated ecosystems, the key for causation inference between 
two variables is to effectively separate the influence of disturbing factors 
and isolate the influence of the target factor. Furthermore, the separa
tion of direct and indirect causation has been hotly debated and some 
advanced models (e.g. Partial Cross Mapping) have been intendedly 
proposed. Despite its effectiveness in simple systems, PCM performed 
poorly to clearly separate the direct and indirect PM2.5-Meteorology 
interactions. The major reason is that massive atmospheric factors led to 
a series of underlying, or even unknown interactions. Meanwhile, PCM, 
or other statistical models, can only simultaneously consider the multi- 
direction interactions between limited factors. With the increase of total 
variables, the robustness of extracted indirect-causation decreases 
significantly. For other atmospheric research, which also involves many 
interacting variables, scholars should be more cautious and less ambi
tious. Admittedly, a comprehensive understanding of clearly explained 
direct and indirect causation between all variables is ideal for fully 
attributing and predicting atmospheric processes. However, as revealed 
in this PM2.5-Meterology research, it is very challenging for current 
statistical models to accurately separate, quantify and interpret direct 
and indirect causation between various atmospheric factors. As one of 
the most complicated and dynamic ecosystems, the inference of direct 
and indirect causation in the atmospheric environment remains a major 
gap to fill. 

Causation inference in atmospheric environment holds great 
importance for attributing and managing natural disasters, and should 

be further explored. Firstly, due to the lack of observation reference 
data, we considered the prior-knowledge of PM2.5-Meteorology associ
ation as qualitative reference and the result proved that even at the 
qualitative level, it remained challenging to extract reliable causation 
patterns. For a better, quantitative evaluation of statistical models, 
specific experiments based on lab-experiment (e.g. smog chamber) 
should be designed to explore the possibility of extracting measurable 
causation between atmospheric variables by carefully controlling other 
variables. With reliable quantitative evidences, we may further verify 
some advanced hypothesis for causation inference in atmospheric 
environment. For instance, is it possible for largely varied model per
formance at different spatial or temporal scales? Is it possible for a good 
performance for causation inference in a specific region using a model, 
which performs poorly at a large scale? Is it possible for a much 
improved performance for direct and indirect causation inference in an 
atmospheric issue, which involves many less confounding variables? 
Secondly, given the low efficiency of integrating multiple statistical 
models, the combination of both statistical models (e.g. CCM) and at
mospheric models (e.g. Climate Models or Chemical Transport Models) 
for causation inferences is preferred. For instance, Chen et al. (2019) 
employed both a statistical model, Kolmogorov–Zurbenko (KZ) filter 
and a climate model, WRF-CMAQ, and respectively quantified the 
relative contribution of meteorological variations to PM2.5 reduction 
was close to 20%. Similar outputs could cross-verified the reliability of 
both models. Meanwhile, causation coefficients extracted from statisti
cal models can be used to optimize parameter setting in atmospheric 
models. Thirdly, existing causation models, which are capable of 
investigating causation in simple systems, fail to fully clarify all direct 
and indirect interactions between massive atmospheric variables. Deep 
Neural Network (DNN), which has been limitedly designed for extract
ing, is a promising tool for revealing underlying multi-direction in
teractions in a complicated ecosystem. DNN is capable of simulating 
even thousands of variables and improving the simulation of their inner 
interactions through repetitive training based on long-term and 
large-scale observation data, the accumulation of which has become one 
major advantage in recent atmospheric research. Currently, DNN has 
been commonly employed to estimate a target variable based on a series 
of influencing factors, yet limitedly designed for extracting relationship 
or causation between variables. With the future development of 
relationship-oriented DNNs, the multi-direction causation between a 
large number of atmospheric factors may be better extracted. In 
conclusion, for improved causation inference in atmospheric environ
ment, a comprehensive strategy, which considers and potentially makes 
full use of different approaches, is encouraged. 

5. Conclusion 

We employed a series of mainstream statistical models to examine 
PM2.5-meteorological association. From a coarse perspective, the Top 3 
major meteorological factors for PM2.5 extracted using different models 
were generally consistent. From a strict perspective, the extracted 
dominant meteorological factor for PM2.5 demonstrated large model 
variations and shared a limited consistence. Specifically, SEM and PCM, 
which are capable of further separating direct and indirect causation in 
simple systems, performed poorly to identify the direct and indirect 
PM2.5-Meteorology causation. The notable model variations denied the 
feasibility of employing multiple models for better causation inference. 
Instead, the sole use of CCM, which is advantageous of dealing with non- 
linear causation and removing disturbing factors, is a preferable strat
egy. Meanwhile, given the multi-direction, uncertain interactions be
tween massive variables, we should be more cautious and less ambitious 
on the separation of direct and indirect causation. For better causation 
inference in complicated atmospheric environment, the combination of 
statistical models and atmospheric models, and further exploration of 
Deep Neural Network can be promising strategies. 
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