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ABSTRACT

HCI research has explored Al as a design material, suggesting that
designers can envision AI's design opportunities to improve UX.
Recent research claimed that enterprise applications offer an oppor-
tunity for Al innovation at the user experience level. We conducted
design workshops to explore the practices of experienced design-
ers who work on cross-functional Al teams in the enterprise. We
discussed how designers successfully work with and struggle with
Al Our findings revealed that designers can innovate at the system
and service levels. We also discovered that making a case for an Al
feature’s return on investment is a barrier for designers when they
propose Al concepts and ideas. Our discussions produced novel
insights on designers’ role on Al teams, and the boundary objects
they used for collaborating with data scientists. We discuss the
implications of these findings as opportunities for future research
aiming to empower designers in working with data and AL
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1 INTRODUCTION

Artificial intelligence (AI) plays an increasingly important role in
the user experience (UX) of products and services. It automates me-
nial tasks, helps people find something they want, and even offers
new insights on how events in the world will unfold. In response,
design researchers have started investigating the concept of “Al
as a design material”, exploring how designers have conversations
with Al in situations that might be improved by its use. Research
shows Al creates a number of challenges for design practitioners.
For example, designers often struggle to understand Al capabilities
[21, 93]. This causes designers to both fail to recognize low hanging
fruit, situations where a little AI might help [94], and to frequently
envision things that exceed AI’s current capabilities [93].

To help address this situation, the design community has ex-
plored data and AI through design-led inquiry, providing first-
person accounts of envisioning new things that leverage data and
Al [4, 9, 10, 91]. Some researchers created methods and guidelines
for design-oriented data exploration [32, 46, 77], and for refining the
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user experience of Al systems [2, 31, 65]. Researchers also studied
designers who successfully worked on Al systems, noticing how
they work differently from other designers [92]. They observed that
when these experienced designers envisioned new Al innovations,
they called upon internalized abstractions of Al capabilities, and
they used existing examples of the capability to communicate their
ideas to others. Experienced designers developed close collabora-
tions with data scientists, who played a critical role in helping to
envision new ideas and prototype selected innovations.

The importance of the interplay between design and data sci-
ence motivated design researchers to speculate that new boundary
objects, artifacts which better support communication between
these two disciplines [79], offer an effective path for increasing
AT’s design innovation [12, 14, 91]. In addition, they speculated
that adaptive user interfaces (AUI) offer a great space where UX
designers are likely to recognize situations where Al can help [94],
and that enterprise applications offer a particularly rich space to
discover these UI level opportunities for adaptation [97].

Our team (HCI and Al researchers, UX and service designers,
and data scientists) set out to explore design-led Al innovation in
the enterprise. We sought to understand how designers on Al teams
envision and identify Al opportunities. We hoped to assess the claim
that AUIs present an opportune yet overlooked area for designers
to innovate UX with Al We held a series of design workshops to
understand designers’ roles on cross-functional Al teams, and how
they successfully work with AL

The workshops produced several interesting findings, including:

(1) Designers bring more impact when innovating at the system
and service levels as opposed to searching for Al opportuni-
ties at the user interface level of a project.

(2) In contrast to prior work, designers did not struggle to rec-
ognize opportunities where Al would create value for users.
Instead, justifying the business value and the return on in-
vestment cost was a bigger barrier to Al’s design innovation.

(3) Designers’ co-location and collaboration with data scientists,
and the use of boundary objects to communicate between de-
sign and data science, offered a successful path for engaging
with data and Al as design materials.

This study makes two contributions. First, we present a case
study that details how designers on cross-functional enterprise Al
teams engage with data and Al as a design material. We draw atten-
tion to collaborative practices and the value designers bring to Al
teams. Second, we advance our community’s understanding of how
data and Al impacts design practice, specifically for envisionment.
We raise several open questions as directions for future research.

2 RELATED WORK

Our research draws from HCI research investigating how designers
work with data and Al as a design material; and work on design
and data science collaboration.

2.1 Data and AI as Design Materials

HCI and design researchers have investigated the challenges of
working with data and Al as design materials, and the role of de-
sign in mitigating potential harms of data-driven algorithmic sys-
tems. Several studies reported challenges in prototyping the user
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experience of Al systems [21, 93]. In response, researchers have
developed practitioner-facing Al tools, methods, guidelines, and
design patterns to aid designers in accounting for Al systems’ UX
breakdowns [2, 3, 31, 51, 61, 65], such as planning for Al inference
errors [38] or setting user expectations [45].

Parallel to these efforts, researchers have explored ATs risks
and its societal consequences in perpetuating existing inequities
and biases. The HCI community studied the issues around fairness,
accountability, transparency, and ethics as they relate to Al systems
[6, 25,49, 75, 78, 85]. For example, researchers studied users’ percep-
tions related to fairness in Al systems [5, 48, 89], and practitioners’
challenges and needs around designing responsible AI [37, 84].
There is a growing body of work for providing processes and tools
to support practitioners in developing fairer systems [20, 56, 80].
Empowering designers in sketching and envisioning with data and
Al remains relatively under-investigated [93].

One strand of research has explored envisioning with data and
Al through design-led inquiry, such as Research through Design
[10, 22, 35, 52, 63], Design Fiction [76, 88] or Speculative Design
[4, 8, 67], to provide a first-person account. For example, [9] in-
vestigated sensor data from a connected baby bottle as a material
for designing bottle feeding experiences for parents; [91] ideated
with NLP capabilities to envision novel concepts for an intelligent
writing assistance. Another strand investigated design practition-
ers’ experience with design innovation for data and Al This type
of work appears infrequently in the literature, and it might be im-
pacted by how frequently designers only join Al projects towards
the end, in order to solve the problem of human-Al interaction.

Designers seem to rarely be involved in problem setting or
ideation [21]. Researchers report that designers struggle to envision
novel and interesting uses of Al due to challenges in understanding
what Al can and cannot do, often leading them to conceive of ideas
that cannot be built [21, 93]. An interview study revealed that de-
signers who had built a large set of “designerly abstractions” of AI's
capabilities and the value Al generated for users were successful
in engaging Al to improve UX, often through personalization or
adaptation [92]. Most of these experienced designers worked for
large, Al-focused companies where they could form ongoing, close
collaborations with data scientists to leverage their technical exper-
tise as a proxy in understanding what Al can do. Less discussed is
how and when design practitioners envision Al opportunities.

Building on these research strands, HCI researchers have pro-
posed a few directions to support envisioning with data and AL
Some researchers focused on improving designers’ literacy around
data and Al by helping designers to learn how Al functions [34, 44]
or by sensitizing them to designerly abstractions of Al such as
taxonomies of Al capabilities [40, 92]. However, there is no con-
sensus on what constitutes a “good enough” understanding of Al
[55, 68]. Some research focused on creating design-oriented data ex-
ploration workflows [32, 46, 77] or prototyping toolkits [26, 57, 83]
for designers to gain a felt sense of working with data and Al Oth-
ers argued for design processes beyond user-centered design, such
as processes that focus on multiple user groups and stakeholders
[28, 42, 50, 53, 62, 86]; processes that focus on close collaboration
between design and data science [30, 43, 81]; or processes that seek
for potential value in existing datasets and Al systems [7, 90].
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Table 1: Our team consisting of researchers (R) and practitioners (P) who had many different roles and experience.

ID Sess. Professional Role Exp. Org. ID  Sess. Professional Role Exp. Org.

R1 All  Principal Director/Fellow 10+yrs Enterprise Lab P5 4-6  Service Design Lead 5-7 yrs  Enterprise
R2 1-5  Chief Technologist 10+yrs Enterprise Lab P6 4-6  Service/UX Designer 3-5yrs Enterprise
R3 Al HCI Researcher/Designer  10+yrs  University P7 46 Data Designer 3-5yrs Enterprise
R4 Al HCI Researcher/Designer  10+yrs  University P8 46 Data Designer 10+yrs  Enterprise
R5 4-6  HCIResearcher/Designer 10+yrs University P9 46 Data Designer 10+yrs Enterprise
Re Al HCI Researcher/Designer  5-7 yrs  University P10 4-6 Design Lead 10+yrs  Enterprise
R7 13 HCI Researcher/Designer  5-7 yrs  University P11 4-6 Group Design Director 10+yrs Enterprise
P1 13 UX Designer 7-9 yrs  Enterprise P12 6 AI R&D Managing Director 10+yrs Enterprise
P2 1-3 UX Designer 7-9 yrs  Enterprise P13 6 Al Research Engineer 10+yrs  Enterprise
P3 4-6  Design Research Lead 10+yrs Enterprise P14 6 Al Research Principal 7-9 yrs  Enterprise
P4 4-6  Service Design Lead 5-7 yrs Enterprise P15 6 Data Architect 3-5yrs Enterprise

Recent work exploring ATl’s design innovation has surfaced that 3 METHOD

designers often focus on complex uses of Al when envisioning,
where they could instead focus on well-known AI capabilities that
are likely to improve UX [21, 93]. AUIs present such an oppor-
tunity where designers are well positioned to identify frequent
and repetitive user behaviors while generating user scenarios and
wireframing transactional flows [94]. This seems especially true
for enterprise applications where time saved by adaptation and
the cost of a worker’s time can be more easily measured [97].
Our work builds on these insights, deepening the exploration
around how experienced designers engage Al to envision design
opportunities.

2.2 Collaboration and Boundary Objects

There has been a growing interest in the HCI community around
the cross-disciplinary collaboration throughout the AI lifecycle
[37, 59, 66, 69, 95]. Investigation of design and data science collab-
oration shows that practitioners face challenges due to a lack of
shared workflow or common language [30, 43, 93]. This is char-
acterized as a gap between the two practices: designers envision
Al ideas that are beyond the limits of existing Al capabilities and
cannot be built, and data scientists build Al things that users do
not want [91]. Moreover, Al experts can be a scarce resource for
UX teams [92].

Boundary objects, information or resources used by collabora-
tive teams to foster shared understanding [47, 79], can scaffold
cross-disciplinary collaboration among Al practitioners and stake-
holders [12, 14, 41, 70, 91]. Relatively little work has explored the
use of boundary objects between design and data science prac-
titioners on industry Al teams. One study reported that abstrac-
tions of Al capabilities and data visualizations served as boundary
objects to facilitate conversations between UX and Al expertise
[92]. Some HCI researchers reflecting on their own design pro-
cess proposed using wireframes with data annotations as boundary
objects [91, 94]. While there is a common desire for supporting
collaboration in cross-functional Al teams, the types of boundary
objects that might support design and data science collaboration
remain unknown. Our work advances these prior efforts by fo-
cusing on design practitioners working as part of cross-functional
Al teams.

We wanted to understand how experienced design practitioners
who regularly work with Al in the enterprise envision Al-driven in-
teractions, identify opportunities for AUIs, and play different roles
in cross-functional Al teams. Our interdisciplinary research team
(N = 22) included academic researchers and industry researchers
working at a company that develops Al-powered enterprise soft-
ware for many industrial clients. We leveraged the internal network
of the company to add experienced UX and service design practi-
tioners to the team who regularly designed human-AI interactions
in products and services.

We conducted design workshops and held discussions to inves-
tigate design practices. We chose design workshops for several
reasons: 1) observations of current practice were impractical for
confidentiality reasons; 2) individual interviews could not capture
their practice as the work was spread across teams and unfolded
over time; 3) conducting design workshops allowed practitioners
to collectively reflect on their work and articulate their current
practices, leading to co-discoveries within groups [71].

We conducted three workshops with each of two groups, for a
total of six workshops. Each workshop had 8-18 practitioners and
researchers. We also brought in data scientists and Al engineers for
one of the workshop sessions. Participants had worked in profes-
sional practice for more than 3 years. Table 1 provides a summary
of our research teams’ composition, relevant experience, and the
participants’ involvement in workshop sessions.

Each workshop session lasted between 1-2 hours (10 hours in
total). Workshops were held over video conference, due to the
ongoing COVID-19 pandemic. Each workshop session focused on
a different stage in the design process, roughly to correspond to
the early phase (Discover, Define), mid-phase (Define, Develop),
and late phase (Develop, Deliver) [16]. We asked practitioners to
complete a prework activity prior to workshop sessions, which
scaffolded the workshop activities described below:

Workshop 1. Participants created customer journey maps of
their design process to detail their current workflow, tools, and
stakeholders as prework. Researchers shared a short video pre-
sentation of resources from literature on AUISs, such as examples
and design patterns [39, 94, 97]. Participants reflected on their re-
cent enterprise design projects where they improved UX with Al
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Researchers probed whether, when, and how they envisioned Al-
driven interactions. To assess the claims around AUIs being an
opportune yet overlooked space for designers to leverage Al, we
discussed whether they identified AUI opportunities in their work.

Workshop 2. Participants shared projects showcasing an Al
experience they designed, and artifacts for prototyping with data
and Al, such as wireframes. Researchers shared a case study on
designing Al-driven adaptations [94, 98]. We discussed practices
for prototyping Al-driven experiences. We discussed scenario and
wireframe generation with data and AI to understand how practi-
tioners represented things like data dependency and user labelling
of data in interfaces.

Workshop 3. Participants reflected on the tools, methods, and
processes they used to capture, document, and transfer their Al-
driven designs. Researchers introduced the concept of boundary
objects for collaboration [14, 79]. Designers and data scientists
collectively discussed process with a focus on the role of design
practitioners in Al teams, and artifacts for cross-disciplinary com-
munication and collaboration. Participants were asked to articulate
challenges and pain points and best practices for designing human-
Al interactions. Following this session, we conducted an additional
meeting with participants for debrief.

Workshop sessions were recorded and transcribed, artifacts gen-
erated during the sessions or shared prior or afterward were docu-
mented. We analyzed the transcripts using thematic analysis [11].
The first author conducted an inductive analysis, first open coding
and then discussing themes with the research team. We then itera-
tively reviewed and refined the codes for synthesis. This produced
11 clusters, from which we constructed three main themes.

4 FINDINGS

We initially focused on how designers who work on enterprise ap-
plications recognize opportunities where an AUI might add value.
However, we quickly realized AUIs played a minor role in their
work. Instead, how the designers worked with and recognized op-
portunities to use data and Al became our central concern. Findings
coalesced into three overlapping categories: Al as a design material,
co-creating value and barriers to Al innovation, and collaboration
with data scientists. We provide details on the designers’ context
and then describe the three categories.

Designers worked on cross-disciplinary Al teams, regularly
working closely with data scientists, software developers, busi-
ness managers, and other domain experts. They worked on internal
and client-facing projects with development times ranging from
1-3 years. Designers followed a four-phase, double diamond de-
sign process [16]. In addition, they ran Agile Scrum design sprints
within the phases [13]. They provided design support for internal
projects, including the design of new enterprise applications, re-
design of legacy applications, and design of new platforms that
could be used across their company’s clients. For example, they
had recently designed the interface for an intelligent forecasting
system. This platform would be used by many clients working in
retail. It allowed business analysts to explore why predicted prod-
uct sales might or might not match recent sales. They also worked
directly for clients, working on first-of-a-kind projects that inte-
grated Al in novel ways. For example, they had recently designed a

N. Yildirim et al.

human-in-the-loop logistics platform that performed dynamic route
optimization by enabling workers to use their context knowledge
and common sense to create detailed delivery plans [1].

4.1 Al as a Design Material

In response to questions about how they envision Al-driven expe-
riences, designers shared several examples where they recognized
opportunities for Al to improve a situation. Prior literature suggests
that designers would discuss interface level product features and
interactions, such as AUIs [92]. Interestingly, participants shared
that Ul-level opportunities only partly cover how they innovate
with AL In explaining how they worked, designers sketched a dia-
gram to help illustrate their view of the Al design innovation space,
the space where design thinking had the most impact (Figure 1).

ul Interaction
Tasks (UX) Design
Flows Service
Processes Design
Goals Systems
Systems Design

Figure 1: Three levels where designers can recognize or dis-
cover ways for Al to improve work. The width of each level
indicates the value and impact design brings.

The diagram illustrates design activities at three levels: interac-
tion (UX) design, service design, and systems design. At the top,
Al optimized repetitive tasks that happen in an interface. At the
bottom, Al helped to improve workers’ performance, often by offer-
ing new insights or by augmenting their capabilities. Participants
reflected on the tensions between automation and augmentation,
and referred to the bottom level as a richer space for design: “Often
we hear the narrative “we’ll automate the low value tasks for people to
move to better jobs”, but no one designs what those jobs are. [Designers
can create value in cases where] you’re not going to reach a 100%
automation as the data itself is changing over time, and there is a
role for the human in the loop to deal with the hard cases, but also to
directly train the algorithm ... [Design can have a positive impact] for
the users as they can employ their skills; the future of their job takes
on some ownership for that model.” (P11)

Designers spoke about these three levels as a continuum, and
they recognized new opportunities for Al across the space. They
shared examples of recognizing opportunities at each level:

Interaction (UX) Design (UI, tasks): Designers had worked
on a tool to classify financial transactions. This application divided
operational work between the Al system and the human workers.
The Al system automatically classified the most common and easily
recognized transactions, and the workers classified the infrequent,
uncommon transactions that required their expertise and common
sense. As the interface design for the workers took shape, designers
realized that the Al system could also classify many of the uncom-
mon transactions correctly. This switch accelerated the pace of the
work. Based on the new interaction design, workers only had to
confirm that the classification was correct, or they would repair
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the misclassified transaction. “The labels were there already. So we
could use that as a placeholder to say ‘is this right’ rather than asking
[workers] to fill it from scratch.” (P5)

Service Design (Flows, Processes): When designing an Al de-
cision support tool for the pharmaceutical industry, designers con-
ducted design research to understand scientists’ mental models and
workflows. They found out that scientists search various web sites
for data regarding clinical trials. Realizing that this was crucial to
their workflow, the team worked to ingest some of the data into
the Al system: “We circumvented linking off to a website that doesn’t
necessarily fit with their flow and pulled that data in and reorganized
that in a way that suits them better.” (P5)

Systems Design (Goals, Systems): Designers had worked on
an Al system to discover relevant relationships between medical
diagnoses and treatments [87]. They created a tool where clinical
experts (typically nurses) reviewed the discovered relationships
in order to validate that this might be relevant. When a relation-
ship was approved, it was forwarded to data scientists who used
it to update the knowledge graph. One human-AI challenge was
to motivate high quality work from the clinicians. The team re-
framed the role of these experts, shifting away from thinking of
them as “coders” and explicitly referring to them as “Al curators”.
This shift served to “upskill them, allowing them to be Al producers
without becoming data scientists” (P12). The interaction design used
clinicians’ expertise to build the AI's knowledge graph; clinicians
directly trained and maintained their Al system. The new design
simultaneously enhanced job satisfaction and improved Al learning
and knowledge discovery.

Designers shared that the complexity of the Al system changed
the level where design thinking could impact innovation. P11 shared
that for simpler Al systems, “..designers can focus on the UX, we
can use traditional [UX] methods and the target of analysis can be
the human user.” For more complex Al systems, “..design initially
brings more value by mapping the functional system, its goals, and its
causal relationships. The methods move towards systems design, and
the target of analysis is the socio-technical system.” The challenge
of envisioning how humans and Al systems collaborate and the
division of work between these two different types of intelligence
created a richer space for designers to draw on their creative skills.

Recognizing an Al opportunity required three things. First, de-
signers needed an internalized understanding of AI’s capabilities,
and they needed to notice the availability of data required for a
specific capability. Second, they needed to conceptualize how the
idea would lead to a co-creation of value between the user and the
service. Third, their ideas needed to be viable, meaning that any Al
feature requiring an additional cost would be assessed in terms of
its value generation against the cost of development: “It’s always
come from this joint realization of, this is doable within the budget
constraints and access to data we have, but also this feature that we’re
asking the user to do is really boring and repetitive without it.” (P5).

When asked which actions helped them recognize Al opportu-
nities, designers spoke about observing users, creating scenarios,
participating in workshops, and wireframing. While conducting
research, they would notice user behavior patterns and repetitive
tasks. P9 shared that they spotted opportunities .. whenever I start
looking at different user types ... repetitive tasks, processes, and rou-
tines.” They mentioned recognizing opportunities during ideation,
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when they sketched and generated scenarios. This happened both
when working alone as well as in more structured group activities
such as co-design workshops. They shared that wireframing offered
one of the best moments for discovery: “..when you put the input
area on an interface... you could say there’s an autocomplete here,
or a suggestion box. That’s the exact moment for me.” (P4) Below we
detail the practices and approaches of participants. While some of
these are specific to working with Al some are applicable to more
general design and data work (e.g. data-driven design).

4.1.1 Al Capability, Data, and the Data Pipeline. When starting
a new project, designers invested significant time to understand
the Al described in the design brief. They worked closely with data
scientists, software engineers, and Al engineers to understand how
the proposed Al system would work and the data required to make
it work. P5 described this as, “trying to understand the technicallness
of what’s going on with an Al solution ... what data is there that
we can use as a material. Almost like treating data as you would a
dropdown or other design material. What does the system know that
we can then leverage for the UX?” (P5) They established a shared
understanding of the AI system.

Through a process of gaining an understanding of the intended
Al system across several projects, designers developed a deeper
understanding of AI’s overall capabilities. This helped them learn
to recognize new opportunities: “The guise of us [designers] coming
up to speed on what’s going on in the project — as a consequence
of that, we start to see those opportunities, saying, we know this
already, so we can use that to drive some other feature.” (P5) Designers
used several techniques to engage their technical collaborators
and understand a system including diagraming, mapping logic
flows, and data visualizations. These functioned as boundary objects
between the design and data science expertise.

“A lot of our job as a design team on this project was
sitting with data scientists and making them draw on
a white board how it worked over and over again. ...
I need to draw out a flow box diagram, or logic flows,
and sit down and explain it with people until we get a
shared understanding or mental model of what [the Al
system] does.” (P5)

“We generated loads and loads of R plots to see what the
outputs might look like, how you might classify those
outputs. And then we could go back to the data scientists
with these plots on the wall, and start asking them to
annotate, label, and explain to us.” (P8)

Designers largely worked on the first versions of a new system,
making access to user logs impossible. Data was frequently unavail-
able or difficult to access. As a workaround, they sometimes worked
with a scheme describing the structure of data that might be avail-
able or they worked with training data being used to prototype the
Al system. Even without ready access to data, designers invested
great effort in exploring data and worker benefit as part of the
system concept. “When I'm doing data exploration, I look for hooks
and what those hooks can mean in terms of functionality or interac-
tions that you have in your UL ... for example if there’s longitude or
latitude, it suggests a map or some mapping functionality.” (P8) They
frequently asked, “What is the action you want to take from that
dataset or what is the insight it’s telling us?” They frequently pushed
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Figure 2: Augmented tools, such as (a) service blueprints with a data swim lane, and (b) annotated wireframes supported
designers in understanding and communicating the role of data within their design.

clients and other stakeholders to gain access to data resources. They
noted that the design and analytics teams often worked together to
figure out if more data is needed: “Say, there are six things we need
to stitch together to find an answer. We know the three of those. We’re
still trying to get the other three attributes of the data.” (P4)

In addition to the data and its structure, designers stressed the
importance of understanding the data pipeline: “It’s not just under-
standing what data we have available, but it’s understanding which
systems the data sits on, and whether data can be transferred across
systems to be used together. So really the piping, can we pipe this
data out of this system into this other system in order to achieve
a particular goal?” (P10) They often made system maps to learn
the overall data flow between the front end and back end. Dia-
gramming and mapping helped reveal design opportunities beyond
the interface (P5, P9, P10). While designers shared that combining
datasets across sources may reveal new design possibilities, they
raised several concerns around privacy and ethics (P1, P3, P9, P10,
P11, P12). Participants were skeptical of the use of data and Al
for adaptation or personalization in enterprise applications. They
noted that features requiring user models may enable employers to
infer worker’s productivity, and could be instead designed through
customization without the use of data or AI. While our focus was
on envisionment, our discussions surfaced tensions around system
boundaries — how much a system knows about its users versus how
much it actually needs to know.

4.1.2  Tools, Methods, and Resources. Designers talked about their
use of design tools and methods: “Going from UX to service, it’s a
lot of the same [design] tools but you’re expanding your reach.” (P10)”
They used a combination of UX methods (e.g. interaction flows,
personas, scenarios, user journeys), and service and systems design
methods (e.g., service blueprints, systems mapping, causal loop
diagrams). To address the challenges of working with Al and AI’s
need for data, they augmented service blueprints, adding data as a
distinct swim lane (Figure 2a). They spoke about this as a way of
visualizing the data pipeline. They annotated the data swim lane

to describe the role data played, and they annotated wireframes to
indicate the data source for specific Ul features (Figure 2b).

In addition to augmenting service blueprints, they also tweaked
the service model canvas, creating what they referred to as a “data-
driven service design canvas” (Figure 3a) They frequently used this
tool to support ideation and team alignment around data needs.
Based on the canvas, they created a set of logic statements using
the structure, “if this, then that.” These statements aided ideation,
exploration, and scenario construction: “We give people post-its
where they put [if, and, then] clauses together with actions, so ‘if
nothing was rejected on the last delivery, then repeat shopping list’.”
(P9) The canvas explicitly prompted designers to think about the
AT’s value proposition and required data through questions such
as “how will this service help to make people’s lives better?”, “when
is the service triggered?” and “what data is needed at each point?”.
This exercise helped them build sophisticated data-driven services.

Drawing from data science’s use of the terms insight, action, and
outcome, designers created an exercise meant to capture the con-
nections between these elements [54]. Data scientist collaborators
were asked to complete cards that displayed the prompts: ‘T want to
know [Insight] so that I can [Action] to enable [Outcome]” (Figure 3c).
This exercise enabled the team to identify useful features and func-
tions of the Al system: “There were many different features that [the
technical team] could begin to engineer but we were trying to figure
out what was important to see, what was important to interact with.
... [this exercise] allowed us to spill out bite sized, finite pieces of ideas
to then together formulate something coherent.” (P8)

To help improve their collective understanding of Al capabilities,
designers created new resources [18, 19], such as the Al Creative
Matrix (Figure 3b). This was meant to translate well known AI
mechanisms such as NLP and computer vision into Al capabilities
designers could envision from. The matrix used action verbs such
as see, read, and hear, which made the capabilities explicit and
put them in terms of human capability. They explained that the
capabilities within the matrix also needed Al exemplars to become
actionable to designers: “One of the key things around our design
and Al educational materials was examples. For a lot of people you
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Figure 3: (a) Data-driven service design and systems design methods scaffolded designers’ thinking around the Al system and
its dependency on labelled data, (b) the AI Creativity Matrix was used to learn about and ideate AI capabilities, (c) Insights-
Actions-Outcomes cards helped breaking down Al features into pieces for formulating ideas.

actually have to show, you need to give them those inspirational
examples.” (P11) For instance, when talking about “seeing” as a
capability, they described a system that used computer vision and
NLP. This system could “see” text on packaging. It then “read” the
text it found, extracting the ingredients in order to monitor for a
conflict with a known set of food allergies. They thought of these
capabilities as functions that could be combined, such as “seeing’
text and then “reading” any found text. Using action verbs instead
of technical Al terms and mechanisms made ideation workshops
more accessible for designers, product managers, clients, and other
stakeholders that did not have Al or data science training.

>

4.2 Co-creating Value and Barriers to Al
Innovation

Designers spoke frequently about value using service design lan-
guage. For example, they talked about the co-creation of value
between the company (service provider) and workers (users). The
terms “accelerators” and “enhancers” were used to talk about the
value of AL Al accelerators speed up the pace or reduce the effort
for current work, often fully automating input tasks. Enhancers
improve the quality of output and the experience of work.

Proposals for a novel use for Al or a new form of human-Al inter-
action had to be proven as a business case to justify the investment.
The value co-creation embodied in designers’ concepts needed to
easily outweigh the development and operational costs for building
and deployment. Value for an accelerator was easier to quantify,
estimate, and justify. Enhancers seemed more challenging to jus-
tify. Some value propositions designers used included increasing
job satisfaction, enhancing decision making, improving the quality
of data collection, and capturing organizational knowledge that
might have potential future use. Designers shared that experiential
value was often impossible to estimate without building experience
prototypes: “It’s not just user acceptance testing. If you’re actually
measuring the [Al system’s] impact, you have to simulate the thing
that you want to measure.” (P11). They gave an example of an inter-
active decision support system where they had to build a simulator
with a new set of metrics and key performance indicators (KPIs) to
assess the value that the Al system might generate [82].

Innovations at the Ul level, such as AUIs, most frequently took
the form of accelerators that speeded work. Interestingly, while
the value in terms of saved worker time was easier to estimate,
designers described these innovations as a much harder to pitch as
a convincing business case. “If you start [innovating] from the U,
you need to convince the next levels as the business case provides the
constraints.” (P11) Business constraints, including project timelines
and budgets, played a critical role in determining what would and
would not be included in a design. In most cases, the easily estimated
value for a Ul innovation was considered too low compared to
possible development costs or risk to tight project timelines.

Designers used a simple heuristic to think about the cost of an
Al feature: 1) The idea doable with the existing Al model and the
dataset, 2) It requires collecting new data, 3) It requires building
a new Al model and collecting new data. Consequently, the Al
opportunities that designers searched for would often repurpose
existing data or include only small extensions to the currently
collected data. If an idea required Al development with additional
cost, such as building a new learning model, it would likely move
out of the current plan and get added to the future product roadmap.
In some cases, the value for an innovation was not considered large
enough, while in other cases, the value proved difficult to estimate.
When deciding whether to pitch an idea, designers faced a challenge
in that they did not have a good sense of the development effort
for their idea in terms of cost or time.

Designers all agreed that estimating software costs was not their
job. The opacity of this estimate seemed to discourage them from
suggesting Al features. They tended to refer to any Al feature
that required additional investment as “costly” or “expensive”. We
discussed several Al features in existing products and services to
delineate what is cheaper, and what is more expensive. For example,
building a single model for a system would be cheaper than building
a separate model for each user. Similarly, building static models
or models that are updated infrequently would be cheaper than
building models that required constant data collection and frequent
model building. Our conversations surfaced these cost-related Al
properties as key aspects for designers to get a rough estimate of
“how expensive” a proposed Al feature might be. However, little
confidence was expressed in designers’ ability to make an accurate
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estimate, with the exception of design leads. Designers had little
understanding of the “expensiveness” of different Al capabilities
and data remained more elusive.

In discussing an innovation’s value and the challenge of making
a business case, designers frequently described their work as defin-
ing an MVP - the minimum viable product. They described the
culture of their work as very fast paced with strong budget and time
constraints. This demanded a focus on articulating and refining a
core set of features that co-created value. They used tools such as
the impact effort matrix [33] to rapidly qualify and assess ideas: “If
we recognize that the feature has a very high value for the user and
requires a very low [design and implementation] effort from the team,
that’s a quick win. If it is something that has some uncertain value to
offer the user and it costs a lot, usually you tend to park that under
the ‘nice to have’ or ‘let’s consider this in phase 2 (P1)

Designers rarely worked on phase 2 of a project. They rarely were
informed about whether ideas saved for the future were followed
up on. They drew a distinction between the type of design they did
and the work that designers assigned to a specific product might do.
They speculated that a designer assigned to a product was in a much
better position to add in UI level accelerators that could enhance an
already existing design. They noted that one major difference is that
once a system was deployed, there would be user log data, which
would provide clear evidence for how long it took to complete
a task and how frequently that task was executed. Because they
worked on first versions of a system or on redesigns, they rarely
had access to this type of data. Prior work on UX designers with
Al experience shows they would make use of this kind of data to
envision innovations for existing systems [92].

In discussions about why they so infrequently innovate with
AUIS, designers pointed out two additional, interrelated barriers.
First, they shared that almost none of the enterprise systems they
worked on employed a user model that held a detailed history
of specific user interactions. While many online, customer-facing
services employ user models to personalize a user’s experience, en-
terprise systems instead mine worker roles from relatively smaller
user bases (<10,000). Making a change that required data collection
and model building for each worker seemed very expensive, and
the performance gains seemed insufficient due the low volume and
frequency of the tasks. So even when designers recognized oppor-
tunities where an AUI would help, they often held it back as the
small amount of time savings would never outweigh the cost.

Second, they spoke about data availability as a barrier. Their
projects often had uncertainty around data ownership, use, and
privacy. This happened most frequently when they worked on
platforms owned by parent companies and operated by client busi-
nesses. It was difficult for teams to have access to data for any
reason outside of core functionality. Designers frequently asked “is
there data available?”, “who owns the data?”, and “are we allowed
to use it for the purpose that we want to use it for?” Working with
clients’ transfer teams meant that they had no access to the data
needed to design and refine the interaction around Al models after
deployment, something any system using personalization would
need. Additionally, enterprise organizations had to clearly state
the purpose of data collection and use in client contracts upfront,
due to IP generation as well as privacy regulations, such as GDPR
compliance. Overall, the challenges around data access and use
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posed constraints on data exploration and the search for emergent
value in the data.

4.3 Collaboration in AI Teams

We wanted to better understand the collaboration between design-
ers and data scientists. We asked participants what practices they
used to overcome the gaps in collaboration. Designers emphasized
co-located, informal collaboration in successfully spanning the
cross-disciplinary gap. Below, we describe the role of designers in
Al teams, and then discuss collaboration and the role of boundary
objects in the work.

4.3.1 Role of Designers in Cross-functional Al Teams. Design practi-
tioners supported Al teams in three ways: 1) designing the human-
Al interaction, 2) facilitating alignment, and 3) broadening AT’s
value space. The first two activities were part of all projects, while
the third seemed to happen less frequently on select projects.

Designing Human-AI Interaction: A principal task for de-
signers was to design human-AI interaction. Designers typically
joined ongoing projects, after the data science team performed an-
alytics and developed a proof of concept algorithm for a particular
use case. Joining a team meant that at this stage, designers worked
on a predefined AI problem defined by the clients and shaped by
the team: “There may be a very defined business area where the client
already has data and they know what the value is.” (P11)

The design process for designing human-Al interaction did not
differ radically from traditional design processes. However, design-
ers spent more time in the early stages of alignment to be able
to “frame what it is [the technical teams and the client] want to do.”
(P9) Designing human-AlI interaction required special attention to
usability issues and user acceptance. An essential part of designers’
work was situating Al in users’ workflow: “If we’re designing an Al
solution that’s going to take away part of [users’] work or responsi-
bility, we really need to understand how they think about that so that
they can trust the outcome, but also it fits better to their workflow.”
(P5). Participants highlighted the importance of design research to
understand user needs around trust, explainability, interpretability,
transparency and acceptance of Al systems.

Designers spoke of “design as communication”: “We usually work
with the outputs [of the model]. We innovate by improving flows, in-
teraction concepts or improving the adoption of UI components.” (P1)
This often involved presenting the complex output of Al systems to
end users in ways that supported their mental models. For example,
when designing a contract risk analysis tool, designers worked on
representing the level of risk for a given contract. Working with
the business and data science teams, they decided on confidence
score thresholds to rank and surface riskier contracts for users to
immediately act on. Designers often thought about error recovery
and potential errors users can introduce when generating labels.
They frequently asked data scientists “What would happen if the
user did this, is that going to ruin the algorithm?” (P5). Some projects
required making speed and accuracy trade-offs, and an understand-
ing of users’ willingness to wait and tolerate delays. In such cases,
UX design had a direct impact on algorithm selection (P1, P11).

Facilitating alignment: Similar to research describing design-
ers’ role as facilitators [58], participants often spoke of themselves
as facilitators on Al teams. They played a key role in alignment
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between disciplines: “The designer is someone who has to go between
data scientists and software engineering because design speaks visual
language and everyone can look at it and point at things.” (P5) In
initial phases, designers worked to facilitate stakeholder alignment
in terms of setting project goals, requirements, and success metrics.
They used knowledge elicitation exercises and boundary objects
[section 4.3.2] to help technical teams and clients articulate their
Al-driven objectives. In later development stages, they held work-
shops with stakeholders to discuss and prioritize features through
scenarios and wireframes: “That’s where we get together all ideas
and make the plan for what the product or prototype should be and
set those functional requirements.” (P4)

Broadening AT’s value space: Depending on the project, par-
ticipants occasionally engaged in problem setting — envisioning and
reframing to align on the right design. As described in early stage
Al strategy projects: “We have clients who come in for an open inno-
vation session where they have some key strategic areas they want to
go. Part of the goal is helping them ideate about potential applications
of Al using design thinking methods. If you get [clients] at that stage,
you don’t know if they have the data [for an Al application].” (P11) In
these cases, participants mapped out the problem space using con-
cept mapping, then worked to identify models and data types that
can drive particular design goals. They held co-creation workshops
with all teams and stakeholders, and engaged their clients in idea
generation using Al ideation tools, such as the AI Creative Matrix.
This approach to envisioning Al strategy seemed more similar to
agile development process than traditional user-centered design.

There were also cases where designers were able to broaden the
project framing using design thinking and design research to get
to the root causes of problems. One example was a project in the
public safety domain: “The primary objectives given by the client
would only solve a subset of issues. So how do you then also solve
the periphery issues that are associated with making this more effec-
tive?” (P3) They used systems design methods including systems
mapping and causal loop diagramming to explore the relationships
between technical, cultural and organizational challenges, leading
to discovery of emergent user and business value (P3, P4, P11).

4.3.2  Collaboration and Boundary Objects. Co-located work was
an intentional organizational decision that made design and data
science collaboration easier. Data scientists stated that by working
with designers, they became more conscious of their assumptions
about end users’ understanding of Al system outputs: “As a data
scientist, I bring a lot of assumptions, ‘of course [the users] are going
to understand this’ ... [I realized] that we need to take more time
thinking about the outputs with the designers.” (P12, P13). It was
noted that collaborating with designers early in the process leads to
“a happier marriage” (P13). One data scientist shared that in addition
to increasing business value, they became aware of the “experiential
value” of the felt experience of users: “[The design] allowed [users]
to share their expertise. This was an experience that they really value
now in their new role. ... | wouldn’t have been sensitized to the potential
value on that experience side if it weren’t for the designers on the
team.” (P14). The data science team also benefited from working with
designers in eliciting requirements from domain experts, as design
practice has well-established methods and tools for knowledge
elicitation from end users (P10, P11, P12).
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Design practitioners shared that working with data scientists
made them more data aware. They also seemed to be running their
ideas by data scientists, using their expertise as a proxy [94] for
understanding AT’s design possibility space:

“As a designer, I'm not often sure of what’s required to
run a particular idea I have. That’s sort of the nature of
the conversation, which is I draw something. I'll go to
someone on the team and say, can I talk to you about
this? I'm thinking it’s going to be useful, I think it’s
possible, but I actually don’t know. So I need your input.
Hopefully they come with a constructive attitude to
build on the idea.” (P5)

Design practitioners stated that working with data scientists
helped them to identify the root cause of pain points, especially
in the research phase. They shared including all team members in
design research as a best practice, especially with data scientists:
“A data scientist will want to know something very particular, like
‘do [users] use this kind of data?’ They get an opportunity to reprobe
certain areas that we might not have probed as we don’t have the expe-
rience or knowledge.” (P10) They noted that this collective approach
to design research yields more value (P2, P5, P8, P10).

Close collaboration was not without challenges. One designer
shared that the lack of a common language was a challenge: “Even
though [the data scientists] are speaking English, it’s like they have a
different language. What does it mean to have outputs from a knowl-
edge graph in practical terms?” (P9) We discussed artifacts that
facilitated communication and collaboration across roles through-
out the AI development process. Participants readily identified
several boundary objects, including whiteboard sketches and visu-
alizations, annotated wireframes, and service blueprints with data
annotations:

“When that data layer was added [to service blueprints],
it made a huge difference in terms of the data scientists
being able to talk through the process with the designers.
Because it’s really important for us where the data feeds
in, so we know when we can use it for our analytics and
AI” (P12)

“[annotated wireframes] was designed to make our con-
versations with the development team a lot easier, be-
cause you’re drawing this box, but where does this box
pull its data from?” (P5)

These responses provided evidence of the use of boundary ob-
jects for scaffolding conversations between design and data science.
Boundary objects were used in sketching to facilitate a shared un-
derstanding, and in prototyping to detail data dependencies.

5 DISCUSSION

Prior research has shown that UX practitioners face difficulties in
envisioning new Al products and services and collaborating with
data scientists [21]. Recent work suggests AUIs might be one type
of Al innovation designers could champion in the enterprise. We
set out to discover why AUIs were not being used; however, over
the course of this work, our focus broadened to explore how design
practitioners working on enterprise projects effectively innovate
with AL We found that design practitioners recognize and recom-
mend a broad range of Al innovations. The opacity around an Al
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feature’s cost and the sense that the cost will outweigh the value for
an innovation created a real barrier to design innovation with AL
It caused designers to hold back their ideas. This work also showed
that designers play various roles on cross-functional Al teams, and
that Al teams benefit from close collaborations. We reflect on these
findings, their implications for research and practice, and opportu-
nities for development of new tools that can support designers in
effectively working with Al and collaborating on Al teams.

5.1 Implications for Research

Design is a reflective practice where designers engage in a “conver-
sation with materials” to envision things that do not yet exist[73].
Materials “talk back” to designers, revealing possibilities and con-
straints. HCI research has explored the idea of Al as a design ma-
terial, framing Al as a set of technical capabilities designers can
use to create novel features, products, and services [21, 36, 93]. By
reflecting on the insights that our study revealed around how expe-
rienced designers engage data and Al, we deepen the concept of Al
as a design material and suggest areas for future research.

5.1.1 Al as Design Material. Previous research investigating Al
as a design material has shown that designers who had built a
large set of “designerly abstractions” of AI's capabilities were more
successful and comfortable at working with AI[92]. These designers
were able to engage in reflective conversations with Al, and they
leveraged data scientists’ technical expertise as proxy for material
“talk back” on what is possible [64, 92].

Our study confirmed this. Participants had an implicit under-
standing of Al’s capabilities and they frequently envisioned and
recognized opportunities where Al could add value. This “good
enough” understanding of capabilities, combined with close collab-
oration with data scientists, enabled designers to have reflective
conversations with Al as a design material. In addition to a general
understanding of Al capabilities, designers worked to gain an in-
situ understanding of the Al system — what the Al system knows
and what it is doing in that particular context with that particular
data. Designers who wish to innovate with Al will need to prepare
themselves for noticing the availability of a dataset and exploring
it; envisioning the data pipeline; and effectively communicating
how value co-creation is likely to generate sufficient, measurable
impact. Design researchers could create resources that document
these design-specific material aspects of Al These efforts have the
potential to advance the HCI community’s understanding of what
an adequate Al literacy means for design practice.

5.1.2  Design Tools and Methods. Our study provided details on
the types of tools, methods, and exercises that helped to envision
novel forms and functions of Al Designers thought of Al capa-
bilities as action verbs implying a human function (e.g. read, see,
listen) as opposed to thinking about the technical mechanism (e.g.,
neural networks, collaborative filtering). We suspect that the Al
capabilities designers identified would generalize to many contexts
and applications beyond the enterprise. The self-made tools partic-
ipants developed for internal use, such as the Al Creative Matrix
(Figure 3b), suggest a need for new tools to help with envisioning.
Taxonomies and resources can be created that explicitly document
Al capabilities with exemplars to help designers operationalize Al

N. Yildirim et al.

concepts. Our study showed that non-experts also benefit from
these resources in participating collective Al ideation. Additional
research is needed to explore the potential forms and representa-
tions that can situate these tools and artifacts in current design
practice and process.

Participants also used diagrams, data visualizations, and ser-
vice/systems design tools such as system maps and the service
design canvas to elicit knowledge from data scientists about the
Al system, the dataset, and the data pipeline. These tools served
as boundary objects between design and data science expertise;
they helped in discussing the data dependencies, in identifying root
causes, and in formulating novel and coherent Al system behaviors.

Designers would benefit from new knowledge elicitation tools
and exercises that support team alignment on Al systems. These
tools can potentially surface Al's design opportunities as a byprod-
uct of the alignment process. Recent research has investigated the
use of data-augmented tools, especially for service design [50]. HCI
researchers should evaluate and improve these sketching and pro-
totyping tools, building on tools augmented with data, such as
annotated wireframes and service blueprints with a data swim lane.

5.1.3 Al in Enterprise vs Consumer Space. Previous HCI research
has largely characterized design-led Al innovation as personal-
ization of consumer facing products and services [92]. It has also
identified user behavior or telemetry data as the data type designers
work with. In the context of enterprise software, personal data, such
as user logs, often was not available due to working on the first
version of a new system or due to privacy concerns. Datasets in-
stead took the form of training datasets, such as knowledge graphs,
and mockup data as an approximation of the target data scheme.
Additionally, enterprise applications had much smaller user bases,
which made it less likely for AI concepts to bring large enough
value to move into products. Enterprise designers conceptualized
value as it relates to users and business, including “accelerators”
that optimize tasks, and “enhancers” that improve the quality of
human decision making or worker experience. Design researchers
should consider the diverse ways professional practices are situated
within companies across contexts, and how design relates to the
conceptualization and monetization of different types of value.

5.2 Implications for Collaborative Practices

This study revealed several research opportunities for supporting
cross-functional collaboration in AI teams through: 1) co-located
design and data science teams, and 2) boundary objects.

5.2.1 Co-located Design and Data Science Teams. Prior work re-
ports a gap between design and data science practice: designers
envision Al innovations that cannot be built, and data scientists
propose Al innovations that users do not want [91]. The design and
data science teams in this study were able to span this gap through
co-located, informal collaboration. Data scientists helped designers
assess the technical feasibility of their ideas. Designers supported
data scientists in working with end users for knowledge elicitation.
Future research should investigate the benefits and challenges of
emergent collaborative practices on industry Al teams with an eye
for how these roles can complement each other. This finding also
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presents implications for HCI education: programs preparing de-
sign students for industry should consider providing opportunities
for working with students from data science programs.

This study showed that although occasional, designers do en-
gage in reframing “the right Al thing to design”. Participants’ roles
expanded beyond designing human-AI interactions to ideate on
the value AI could and should bring. Prior research characterized
problem setting and reframing as designers’ forte [24, 96], yet noted
that Al-driven interactions are difficult to abstract and reframe [93].

This finding about Al problem setting provides an opportunity
for further research. What roles can and should designers play in
cross-functional Al teams? What types of value and impact could
designers bring when they are involved in designing the right
Al thing? Our study showed that designers leveraged their role
as facilitators to involve end users in Al development processes.
Recent research has highlighted the need for a principled discussion
on broadening stakeholder participation in Al through design to
account for inclusiveness or fairness goals [17, 75]. More research
is needed to define designers’ role in Al design and development.

5.2.2 Boundary Objects. Recent HCI research has highlighted the
use of boundary objects to scaffold collaboration across different
roles and disciplines in industry Al teams [14, 37, 43, 91]. Our study
showed that boundary objects are critical in facilitating an effec-
tive collaboration between designers and data scientists. Artifacts
including flow diagrams, system maps, and service data blueprints
supported participants both in envisioning to establish a shared
understanding, and in prototyping to detail the data dependen-
cies. We see an opportunity for developing and assessing boundary
objects. What new boundary objects might help AI teams in AI
problem formulation? Could these boundary objects be augmented
to scaffold discussions around fairness, bias, and privacy?

In parallel, more investigation of how collaboration unfolds
across multiple roles in Al teams is also needed. Our study fo-
cused on designers and data scientists, yet participants frequently
mentioned other roles, including business managers and software
developers. What type of boundary objects might help bridging
multiple disciplines and stakeholders throughout the Al lifecycle?
More research is needed to investigate how boundary objects might
facilitate collaboration in various Al development contexts.

5.3 Open Research Questions

Our study raised several open research questions that merit further
study. Below, we detail two challenges for future investigation.

How to Empower Designers to Guesstimate AI’s Cost and
Value? Our study revealed an opacity around the cost of proposed
Al features. This acted as a filter: participants were less likely to
propose Al features that required an additional cost. While it is not
designers’ job to estimate development and operational costs to
continuously collect data and rebuild models, designers can benefit
from a high level understanding of how expensive an idea would
be. For example, proposing to build a static model for a group of
users will likely be cheaper than building a dynamic model for
individual users. Another possible solution could be sensitizing
designers to low hanging fruit — relatively less costly Al solutions
or off-the-shelf Al libraries and pre-built models that do not bring
an additional cost.
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Similarly, designers would benefit from detailing and assess-
ing the value proposition of an Al system. Recently, industry re-
searchers have shared methods for measuring UX in the early
phases of Al product development to rapidly assess and prioritize Al
features [74]. Our study echoes this. The ability to effectively qual-
ify and communicate how value co-creation is likely to outweigh
costs could support designers in recommending and prioritizing Al
opportunities with their teams.

What Lenses Could Help in Designing for AI? HCI research
has largely focused on the needs of UX designers when investigat-
ing the implications of Al on design practice. This case suggests
that service/system designers —people that do early, strategic de-
sign work- should also be a focus as HCI investigates human-AI
interaction. Recent research has explored design processes beyond
user-centered design, such as service design [27, 28, 42, 72] and
more-than-human design [29, 62] for designing for data and Al
Others have identified systems thinking and cybernetics as use-
ful frameworks for designing complex Al systems [23, 60]. Design
and HCI researchers could explore these additional lenses to better
define and broaden AI’s design innovation space.

6 LIMITATIONS

Our study had three limitations. First, the study is exclusively from
the perspective of a small group of participants who are highly
specialized in working with AIL. We do not know if practitioners
in other enterprise organizations have similar experiences or col-
laborative practices. Second, our team had a specific focus on the
practices of design and data science practitioners on Al teams. We
note that there are several other practitioners and stakeholders
that merit further study. Finally, while our study raised several
concerns around privacy and ethics around data use, our focus
was on envisioning with data and AI capabilities. We note that
issues around Al ethics, safety, reliability, fairness, transparency,
and accountability are central to the HCI community’s research
focus and requires further study from practitioners’ perspectives
[6, 15, 25, 37, 49, 56, 85]. We invite researchers to investigate the
practices of Al teams around responsible Al to further scaffold
cross-disciplinary collaboration in mitigating potential harms.

7 CONCLUSION

This paper presented a study that explored how experienced de-
signers on Al teams in the enterprise work and innovate with Al as
a design material. We expanded previous research by providing a
rare description of how and when design practitioners envision and
identify Al opportunities, and the roles they play on Al teams. We
encourage HCI researchers to join us in exploring and redefining
the role design can play in the creation of Al technologies that
benefit people and society.
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