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Enhancement of exciton valley polarization in monolayer MoS2 induced by scattering
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We report scattering-induced valley polarization enhancement in monolayer molybdenum disulfide. With ther-
mally activated and charge doping-introduced scattering, our sample exhibits 7- and 12-fold of improvements,
respectively. This counterintuitive effect is attributed to disruptions to valley pseudospin precession caused by
rapid modulation of exciton momentum and concomitant local exchange-interaction field, at timescales much
shorter than the precession period. In contrast, the valley coherence is improved by thermally activated scattering,
but not by charge doping-induced scattering. We propose that this is due to anisotropic pseudospin scattering and
generalize the Maialle-Silva-Sham model to quantitatively explain our experimental results. Our work illustrates
that cleaner samples with minimal scattering, such as those carefully suspended or protected by hexagonal boron
nitride, do not necessarily lead to good valley polarization. Well-controlled scattering can in fact provide an
interesting approach for improving valleytronic devices.

DOI: 10.1103/PhysRevB.104.L121408

The advent of two-dimensional materials, such as graphene
and transition-metal dichalcogenides (TMDs), has boosted the
development of valleytronics, devices that harness the valley
degree of freedom [1–3]. In monolayer (1L) TMD semi-
conductors, there exists two energetically degenerate valleys
+K and −K, where the conduction and valence bands are
separated by about 2 eV. Governed by the symmetry of the
two valleys, circularly polarized light near the optical band
gap only promotes electrons in one valley from the valence
band to the conduction band, and is forbidden to couple to
the other valley [3]. This provides a mechanism to generate
valley polarization by optical excitation [Fig. 1(a)]. Subse-
quent radiative recombination of bound electron-hole pairs,
i.e., the excitonic photoluminescence (PL) emission, provides
information on the degree of valley polarization in the atomic
layer, via radiation intensity difference in σ+ and σ− polar-
ization channels, corresponding to bright excitons originated
from the +K and −K valleys [4–6].

An important task in TMD valleytronics is to identify
mechanisms that drive valley depolarization and approaches
that can be used to improve valley polarization. However,
despite several years of intensive investigation, how optically
populated excitons in 1L-TMDs lose their valley polariza-
tion is still controversial. PL excitation (PLE) studies that
reveal roll-off of valley polarization have been interpreted
with two different mechanisms: one is the intervalley emission
of two K-point LA phonons by excitons with high kinetic
energy [7,8], and the other is the valley-depolarizing exchange
interaction [9–11] that becomes stronger for excitons with
higher center-of-mass momentum [12]. Intervalley exchange
interaction was also employed to explain the temperature de-
pendence of exciton valley polarization [13], but other studies
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attributed this to thermally activated intervalley scattering by
modes such as large-momentum phonons [5,14]. More recent
theoretical studies further propose that dark excitons can play
a role in bright exciton valley depolarization [15,16].

In this paper, we report a counterintuitive scattering-
induced enhancement of valley polarization. This observation
provides pivotal evidence for pseudospin precession under
effective fields [Fig. 1(b)] in 1L-TMDs. The valley pseudospin
precession becomes significantly disrupted in the presence
of frequent exciton momentum scattering, at a rate that is
faster than the precession frequency. We further discovered
that pseudospin scattering is anisotropic under charge doping,
an effect that can be traced to valley-selective exciton-polaron
dressing. A generalized Maialle-Silva-Sham (MSS) model
[10] is developed to explain our experimental results quanti-
tatively. These studies offer key insights into many mysteries
behind valley depolarization in 1L-TMDs.

Our device structure is schematically shown in Fig. 1(c).
The 1L-MoS2 sample is exfoliated from bulk crystals and
sandwiched between two hexagonal boron nitride (hBN)
flakes using a dry transfer technique [17–19]. The atomic
stack is then used to pick up a few-layer graphene flake, which
serves as the back gate. The device is mounted inside a cryo-
stat with optical access and cooled down to a base temperature
of 3.4 K. A 633-nm (1.96 eV) He-Ne laser is used to generate
excitons in the sample.

Figure 1(d) top panel shows circular polarization-resolved
PL of our device at zero gate. The hBN-sandwiched 1L-MoS2
is of decent quality, with the neutral exciton PL at 1.943 eV
exhibiting a full width at half maximum of 2.5 meV, much
narrower than typical devices exposed to air, and is compara-
ble to MoS2 samples of high quality reported so far [20–22].
The valley polarization P = Iσ+−Iσ−

Iσ++Iσ− is quite small, only 0.05
despite good sample quality. It is indeed worth noting that
higher-quality sample with narrower PL linewidth does not
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FIG. 1. (a) The optical selection rule and exchange interac-
tion for excitons in +K and −K valleys of monolayer MoS2.
(b) The strength and direction of the intervalley exchange pseu-
domagnetic field in k space. (c) Schematic drawing of the gated
hBN-encapsulated MoS2 device. (d) Polarization-resolved PL of
1L-MoS2 at Vg = 0.

necessarily translate to good valley polarization. Samples
with relatively large inhomogeneous broadening can reach
quite high P [6,12,23,24], compared with “better” samples
protected by hBN [20–22,25]. We briefly comment that this
observation is in line with the main spirit of our work here:
well-controlled scattering can provide an effective mechanism
to improve valley polarization in 1L-TMDs [24]. In Fig. 1(d),
we additionally measured linear polarization-resolved PL and
found valley coherence [26] C = Iσx−Iσy

Iσx+Iσy
= 0.17, also a rela-

tively small value consistent with the small P.
The key experimental observation of our paper is pre-

sented in Fig. 2: raising the sample temperature to about

50K [Fig. 2(a)] and introducing charge doping [Fig. 2(c)] can
markedly enhance P, from 0.05 to 0.35 [Fig. 2(b)] and to
0.6 [Fig. 2(d)], respectively. We first discuss the temperature
dependence. From 3.4 to 200 K, P increases as T goes to
50 K and then drops to near 0 at higher temperatures. The
nonmonotonic variation is in contrast to the monotonic broad-
ening of linewidth [Fig. 2(b)] and redshift of peak energy,
as shown in Fig. S3(c) in the Supplemental Material [27]
(see also Refs. [21,22,28,29] therein). This immediately rules
out either K-point phonon scattering or exchange interaction
strength variance as the single dominant valley depolarization
mechanism, since they both predict monotonic decrease of
valley polarization [7,12,13]. In fact, at 3.4 K our laser is
detuned only 17 meV away from the bright exciton energy,
much smaller than the energy of two K-point phonons [30,31].
Note that the valley polarization enhancement is not due to
resonance effects given that our PLE measurements show no
resonant structure between 15–32 meV detuning, and that
measurements with constant laser detuning give almost iden-
tical temperature dependence for the valley polarization; see
Supplemental Material [27] S7 and Fig. S5.

Most remarkable in our data is the behavior between
3.4 and 50 K. Naively, thermally activated scattering that
broadens the PL linewidth is anticipated to undermine device
performance such as valley polarization, but experimental
results tell the opposite. This scattering-enhanced valley po-
larization is reminiscent of motional narrowing in nuclear
magnetic resonance (NMR) spectroscopy [32], or spin re-
laxation via the D’yankonov-Perel’ (DP) mechanism [33],
where precession of nuclei or electron spin under real or
effective fields gets disrupted by frequent scattering at rates
much higher than the precession frequency, elongating spin
lifetimes.

In our case, the effective field under which TMD valley
pseudospins precess is provided by the exchange interaction.
Consider an exciton with wave vector �k making an angle
θ with the kx axis, and valley pseudospin angular momen-
tum h̄

2 �σ , where �σ = [σx, σy, σz] denotes Pauli matrices acting
on the valley pseudospin 2D Hilbert space. The long-range
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FIG. 2. (a) Temperature dependence of circular polarization-resolved PL at Vg = −1V. (b) Valley polarization (solid) and PL linewidth
(hollow) extracted from data in (a). (c) Gate voltage dependence of circular polarization-resolved PL at 3.4 K. (d) Valley polarization (solid)
and PL linewidth (hollow) extracted from data in (c).
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exchange interaction is of the form [9–11,23,25]

Hex = −J (k)[cos(2θ )σx + sin(2θ )σy] (1)

Its strength J (k) = j kK , where j ≈ 0.5−1 eV (Supplemen-
tarl Material [27] S3, and Refs. [11,23,34,35] therein) and
K = 4π

3a = 1.33 Å−1, is proportional to exciton momentum

k = |�k|. The presence of only σx and σy in the expression
implies that the interaction mimics the impact of an in-plane
magnetic field. Rewriting Eq. (1) as Hex = −�μ · �F (�k), we can
interpret �μ = μ�σ as a pseudomagnetic dipole moment, and
�F (�k) = J (k)

μ
[cos(2θ ), sin (2θ ), 0] as a pseudomagnetic field

about which the exciton valley pseudospin precesses.
In a 1L-MoS2 upon σ+ optical excitation, the valley pseu-

dospin of photoexcited excitons is initially aligned along the
+z direction. To describe subsequent exciton relaxation until
eventual radiative recombination, we model the excitons as
possessing an average kinetic energy EK , population lifetime
τ, and scattering time τ∗. The excitons are thus represented
as occupying a ring in the momentum space [red circle in
Fig. 1(b)], and their pseudospins precess with a characteristic
angular velocity � equal to 2J (k)

h̄ . Note that although � is
the same for all excitons in this simplified description, the
precession axes depend sensitively on the direction the exci-
tons propagate: for an exciton with wave vector �k making an
angle θ with the kx axis, the precession axis makes an angle
of 2θ [Fig. 1(b)]. As a result, the ensemble of excitons with
kinetic energy EK and pseudospin along the+z direction loses
valley polarization over a timescale of �−1 in the absence of
scattering (assuming τ > 1

�
).

As we raise the temperature, thermally activated momen-
tum scattering disrupts valley pseudospin precession and this
becomes important when the scattering time τ∗ is much
shorter than �−1 [13,16,17]. For an exciton that experiences
many scattering events before completing a 2π rotation, the
cumulative precession angle �ϕ can be mapped to the travel
distance of a one-dimensional random walk, and �ϕ2(t ) =
(�τ∗)2 t

τ∗
, where �τ∗ is angle processed between two scat-

tering events, and t
τ∗

is the number of scattering events over
t . The valley polarization is lost at the time �ϕ approaches
unity, giving a valley depolarization time of 1/(�2τ∗). In this
strong scattering regime, the more frequent the scattering,
i.e., the shorter the τ∗, the longer it takes lose the valley
polarization, similar to motional narrowing in NMR and spin
relaxation via the DP mechanism [32,33]. The scattering-
elongated valley polarization lifetime is the root cause of our
observed enhancement of valley polarization.

Before moving forward with quantitative modeling, we
examine the gate-dependent data in Fig. 2(c). Here, the in-
crease of valley polarization concomitant with broadening of
linewidth [Fig. 2(d)] is also consistent with scattering-induced
enhancement. Note that there is a slight blueshift of exciton
energy with doping; however, our PLE studies (Supplemental
Material [27] S7; Fig. S5) confirm that this blueshift has
negligible impact on valley polarization. Another plausible
mechanism for P improvement is the reduction of exchange-
interaction strength due to free charge screening, an effect
that was invoked to explain a recent gate-dependence study of
1L-WSe2 [34]. To distinguish between these twomechanisms,
we performed valley coherence measurements using linearly

FIG. 3. (a) Temperature and (b) gate voltage dependence of val-
ley coherence (squares) vs polarization (circles). The smooth curves
are theoretical fittings. (c) Fitting of pseudospin scattering time for
data in (a) below 50 K. (d) Fitting of pseudospin scattering time for
Vg-dependent data in (b).

polarized excitation and collection (PL spectra in Fig. S8;
similar measurements were also performed for temperature
dependence). Figures 3(a) and 3(b) show the evolution of
valley coherence C for T andVg dependence. The valley polar-
ization in Figs. 2(b) and 2(d) is also included for comparison.
Interestingly, while as a function of temperature C shows
trends similar to P, the Vg dependence of the two are quite
different: with charge doping, C did not improve, and in fact,
decreased slightly at high Vg. This observation leads us to
conclude that screening is unlikely the dominant mechanism
that caused P improvement in our device, as a decrease of
exchange-interaction strength should lead to similar improve-
ments in C, as demonstrated in 2s exciton-state studies [25].

The dichotomy between valley polarization and coherence
under charge doping can be understood as due to anisotropic
pseudospin scattering. The dressing of a bound electron-hole
pair with a Fermi sea of charges forms exciton polarons
[36–40]. In MoS2 with electron-hole mass ratio close to 1,
the polaron dressing occurs in an intervalley fashion: exci-
tons in one valley are only dressed by charges residing in
the opposite valley [41,42]. One can intuitively see that this
type of scattering is quite detrimental to valley coherence.
Consider an exciton with a wave function that is a coherent
superposition of exciton states at +K and −K valleys, such
as those generated by linearly polarized optical fields in Fig.
S8. When the exciton is scattered by a charge in +K valley,
only its −K component is affected; thus, the relative phase
between the +K and −K components of the wave function is
compromised, and the valley coherence is lost.
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To quantitatively explain our experimental results, we
generalize the MSS model [10] to allow for anisotropic pseu-
dospin scattering (see Supplemental Material [27] S1, and
Refs. [10,23,25] therein). The valley polarization and coher-
ence are given by

P = 1

1 + 4J (k)2
h̄
τ ( h̄

τ
+ h̄

τi
)

, (2)

C = 1

1 + 2J (k)2(1+ τ
τi
)

2J (k)2+( h̄
τ
+ h̄

τo )(
h̄
τ
+ h̄

τi
)

. (3)

Here, τ is the population decay time; τi and τo are
in-plane and out-of-plane pseudospin scattering times, respec-
tively [J (k) is the exchange interaction strength as defined in
Eq. (1)].

We first consider temperature dependence below 50 K with
isotropic scattering assumption τi = τo = τ∗ in line with the
original MSS model. Quantitative understanding of our data
in the framework of Eqs. (1) and (2) requires knowledge of
J (k) and τ. Although their accurate values are difficult to
assess directly, our experimental results place strong bounds
on their possible ranges. At base temperature, the small P
indicates that the exchange interaction is very efficient in
depolarizing optically generated valley excitons, suggesting a
clean/weak-scattering regime [32,43]. This limits the duration
over which the excitons experience the exchange interaction
to be comparable to or even longer than �−1. On the other
hand, this time is not expected to be much longer than �−1,
since a moderate temperature increase can raise P quickly
and drive the system into the strong-scattering regime. At a
minimum, the bright exciton must experience the exchange
interaction in the light cone during its radiative lifetime.
The exchange interaction in the light cone averages to about
0.5 meV (Supplemental Material [27] S3). It turns out the
radiative lifetime of∼2–4 ps [44–47] is already comparable to
�−1. This suggests that excitons responsible for the radiative
emission of PL must lose their initial 17-meV kinetic energy
and relax towards the light cone rapidly. We comment that
this conjecture is consistent with time-resolved PL measure-
ments where the exciton emission occurs almost immediately
after optical pumping [44–47], and is substantiated by the
insensitivity of P to changes of excitation photon energy in
our PLE studies (Supplemental Material [27] Fig. S5). Within
these constraints, we tested several different pairs of J (k) and
τ to fit our data (Supplemental Material [27] S4 and Fig.
S2, and Refs. [34,35,44–46] therein). In Fig. 3(c), we show
least-square fit using J (k) = 1 meV and τ = 5 ps. With only
one variable τ∗ changing from ∼0.05–1 ps, the simulation
captures our T< 50 K data (symbols) well: both P and C
increase at shorter τ∗, reflecting scattering-enhanced valley
performance; also, C is larger than P, consistent with the
in-plane nature of the effective exchange field [25].

The same model can be used to fit the gate-dependent P
and C. Here, τi is not equal to τo due to anisotropic pseudospin
scattering as explained above. In particular, we anticipate that
charge doping leads to much higher scattering rate for in-plane
pseudospin, i.e., τi decreases much faster than τo due to the

intervalley nature of exciton polaron dressing. In Fig. 3(d),
we have plotted the extreme case where we keep τo a constant
∼0.6 ps ( h̄

τo
= 1.1meV) and let τi vary. As τi decreases, P in-

creases rapidly similar to the behavior of P in Fig. 3(c), while
Cmaintains a low value and decreases slightly, consistent with
experimental data (open symbols).

Simulations in Figs. 3(c) and 3(d) capture the most
salient features of our key experimental findings. Namely,
for isotropic scattering both P and C are improved, while for
anisotropic scattering only P but notC is enhanced. Both types
of behavior are well described within a unified framework
of our generalized MSS model that involves a minimal set
of fitting parameters in Eqs. (1) and (2). We further com-
ment that the behavior of our device represents a transition
from weak-scattering to strong-scattering regime, and for this
reason, marked changes in valley polarization are observed.
As an independent confirmation, we also measured T and
Vg-dependent P and C in 1L-WSe2 (Supplemental Material
[27] S8, and Refs. [15,48,49] therein). Similar trends were
observed, and this verifies that scattering-induced valley po-
larization enhancement is not limited to MoS2 only.

With the above understanding of scattering-enhanced val-
ley polarization, we can simulate our experimental T and Vg
dependence of P and C. The high-temperature dropping of
valley polarization P is not due to exchange interaction, and
has been modeled before with other thermally activated inter-
valley scattering processes assisted by modes such as K-point
phonons [5]. To obtain analytic expressions that can fit P and
C over the whole temperature range, we revised our model
in Supplemental Material [27] S2 and S4 incorporating an
additional parameter τb accounting for valley depolarization
processes beyond exchange interaction. With this more com-
prehensive model, we arrive at Eqs. (S12) and (S13), with
which we successfully reproduced the T dependence of P
and C over the whole temperature range [smooth curves in
Fig. 3(a)]. For gate dependence, we fit our data employing
in Eqs. (1) and (2) an empirical gate dependence h̄

τi
≈ a0 +

a2(Vg −Vg0)2, where a0 = 0.8meV, and a2 = 6.4meV/V2

( h̄
τi
is treated as constant a0 forVg < Vg0 = 0.48V) while keep-

ing τo a constant. The simulation [smooth curves in Fig. 3(b)]
provides good match to our data (symbols).

In conclusion, our work presents an unusual phenomenon
of scattering-induced TMD valley polarization enhancement.
The observed effects leave little doubt regarding the role of
exchange interactions in 1L-TMD exciton valleytronics. The
generalized MSS model developed here captures essential
features of both valley polarization and coherence with respect
to controlled scattering introduced via thermal activation and
charge doping, in which the transition from weak to strong
scattering is observed. These results shed key light on valley
phenomena in two-dimensional TMDs, such as why cleaner
TMD devices do not necessarily show better valley polariza-
tion properties.
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