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ARTICLE INFO ABSTRACT:

Keywords: From a couple of centuries ago, understanding physical properties of biclogical material, their interference with
Protein their natural host and their potential manipulation for employment as a conductor in medical devices, has
Dl\ﬁ\ gathered substantial interest in the field of bioelectronics. With the fast-emerging technologies for fabrication of
Cel

diagnostic modalities, wearable biosensors and implantable devices, which electrical components are of essential
Synthetic biology importance, a need for developing novel conductors within such devices has evolved over the past decades. As
EEG the possibility of electron transport within small biological molecules, such as DNA and proteins, as well as larger
elements such as cells was established, several discoveries of the modern charge characterization technologies
were evolved. Development of Electrochemical Scanning Tunneling Microscopy and Nuclear Magnetic Reso-
nance among many other techniques were of vital importance, following the discoveries made in sub-micron
scales of biological material. This review covers the most recent understandings of electronic properties
within different scale of biological material starting from nanometer range to millimeter-sized organs. We also
discuss the state-of-the-art technology that’s been made taking advantage of electronic properties of biological
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material for addressing diseases like Parkinson’s Disease and Epilepsy.

1. Introduction

The word bioelectronic is defined as devices and information systems
that are derived from both biological material and biological-inspired
architecture, with the former being the focus of our investigation in
this review. With the advancement of knowledge in today’s technology,
an essential need of scaling down electronics to our demands has arisen.
Today’s fast expanding knowledge of sub-Nano scale world, has made it
possible to employ intrinsic electronic properties of smaller molecules,
such as DNA and proteins in fabrication of complex bioelectronics. With
applications in advancing the sustainability of devices such as electro-
cardiographs, cardiac pacemakers, blood pressure and flow monitors,
understanding the concepts of charge transfer within organic material is
highly advantageous.

Majority of today’s technology are either derived and charged by
electrical energy or are producing it to be used elsewhere. Such tech-
nology ranges from medical diagnostic devices, implantable sensors,
wearable therapeutics to state-of-the-art organ-on-chip models used for
drug testing and physiological analysis of the target organ (e.g. auto-
mation and stimulation applications) (Choi and Park, 2017; Conant
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et al., 2017; Johnson et al., 2015; Lee et al., 2017; Nyein et al., 2018; van
der Helm et al., 2016; Xuan et al., 2018). Every single of the above-
mentioned technologies are challenged by providing fast and sensitive
conductors for transferring data. Although most researchers have been
taking advantage of already existing natural metallic elements (e.g.
gold, platinum, silver, etc.) as conductors, with limitation of such re-
sources and high expenses of their extraction and production into bio-
logical systems, others started thinking about exploiting the biological
elements themselves as electrical conductors. Not only will the appli-
cation be more biocompatible (in case of implantable with wireless
sensing (Mostafalu et al., 2016)) but since it’s coming from an embedded
natural circuitry, it will be more efficient in the process of charge
transfer. On the other hand, the process of manipulating metallic ele-
ments to fit smaller scales, such as applications in microfabricated de-
vices, requires extensive clean room technology and cumbersome
synthesis methodologies of Nanotechnology (Hafez et al., 2005; Legant
et al., 2009; Ribet et al., 2017). Taking benefit of already existing
electrical transport properties within biological molecules such as DNA
(Carter and LaBean, 2011), proteins (Xu et al., 2014), peptides (Sek,
2013) and cells (Sohl et al., 2004), provides outstanding potential in
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fabrication of novel bioelectrical devices. DNA, for instance, being called
the best Nanowire, is highly flexible and given its self-assembly features,
can adopt to various conformations. It can act as an insulator, semi-
conductor or a metallic connection in lower scale electronics used in
specific gene identifications and fundamental studies of small mole-
cules’ electronic behavior.

To fully exploit such potentials, an essential understanding of what
they encompass, what are their potentials, which molecules are most
successfully been used recently and which properties to approach, are of
vital importance prior to experimental design and fabrication. In this
review, we will start from the smallest attainable biological entity, the
DNA and scale up to a systemic understanding of protein and cellular
intrinsic electrical properties and how their modulation can correspond
to development of state-of-the-art technology. We will then discuss their
application in not only current medical devices and technology but also
active animal and clinical trials. Finally, we will summarize with their
drawbacks and a future perspective on most efficient output of electrical
properties of biological entities.

2. DNA electronics

Deoxyribonucleic Acid (DNA), is a repository for genetic information
in the cell. An individual strand of DNA consists of a phosphate-
deoxyribose backbone connecting nitrogenous bases, either purines
(adenine and guanine) or pyrimidines (cytosine and thymine). In addi-
tion, the bases of DNA are composed of aromatic rings with pairs spaced
3.4 A (A) in the double helix; due to this double helix structure, the
electron density, which is the relative probability of finding an electron
in a specific point in space, overlaps on adjacent bases. The spacing
between adjacent pairs in DNA is similar to graphite’s Z-direction
spacing, which is known to contribute to graphite’s conductivity (Cha-
ban et al., 2014). This gave a lead on possibility of DNA’s capability of
electron transfer. The conductivity properties of DNA which are asso-
ciated with its structure, are a vital biological factor in formation of
cellular and further organ electrical characteristics. Several studies have
been done either with analysis of direct formation of DNA complexes or
devices in better studying its helix changes in response to electrical
stimuli (Alwarappan et al., 2012; Chen et al., 2010; Hondroulis et al.,
2013; Hou et al., 2017; C. Z. Li et al., 2012; Li et al., 2005a, 2005b, 2004,
2003; Liu et al., 2005; Long et al., 2004, 2003b, 2003a; Prabhulkar and
Li, 2010; Skourtis, 2013; Song et al., 2018; Sukumaran et al., 2017;
Wettig et al., 2003; Xing and Cheng, 2006; Zhu et al., 2014, 2013b).
Hence, researchers started to hypothesize that DNA could also be
conductive through the overlap of adjacent m-orbitals. For example,
research made by Grodick et al. (Michael A. Grodick, Natalie B. Muren,
2015) and Elias et al. (2008) established that DNA can conduct charge
efficiently through the z-stack of the nitrogenous bases (Arnold et al.,
2016). Grodick’s group used an aqueous based chemical experiment,
where the dynamics of the DNA bases is unrestricted, employing
quenching effect and luminescence they were able to reach to their
conclusion. Elias’s group on the other hand, studied the DNA photo-
redox processes using a tethered iridium (Ir) intercalator that functions
as a photooxidant and reductant. These photoredox processes were
characterized using spectroscopic and photolysis measurements by
cyclopropylamine-substituted bases as electron and hole traps.

Triberis & Dimakogianni (Triberis and Dimakogianni, 2009) along
with others developed theoretical models and arguments for electric
properties regarding DNA interactions with the external world. How-
ever, there are no experimental measurements of DNA electromagnetic
properties. M.H Bukhari et al.(Bukhari et al., 2018) concluded in their
research that if there was a bio-electromagnetism within the DNA, the
amplitude would be extremely low and hard to measure with the
sensitivity of the current technology. They used extremely sensitive
ultra-low-noise trans-impedance amplifiers and a high-precision data
acquisition system to record any possible electromagnetic signals from
the DNA. A unique feature of small single stranded DNA (up to length of
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1 nm) is its high flexibility, which allows for their conjugated assembly
into rigid structures. In early studies, this led to the creation of geometric
and small building blocks known as “DNA Tiles”. These tiles were used
to assemble sheets, ribbons, lattices and tubes that were used to bring
together other functional molecules and diverse Nanomaterials (Joshua
D. Carter§ and Thomas H. LaBeant, 2011; Xin and Woolley, 2003). There
are many difficulties associated with this process, such as purifying the
synthetic DNA and matching desired strand stoichiometry for each
design. In order to handle such difficulties, DNA Origami technique was
invented (Saaem and Labean, 2013). DNA origami, a programmed DNA
assembly system based on the DNA nanotechnology, allows for design
and creation of various 2D and 3D nanostructure with a wide variety of
shapes and defined sizes (Douglas et al., 2009a; Rajendran et al., 2012;
Rothemund, 2006). This method consists of mixing long single stranded
DNA (ssDNA) and complementary DNA (Staple DNA) strands with
designed sequences to the target structures, after which the mixture goes
into an annealing process where it’s heated and cooled slowly to form
the predesigned structure via self-assembly (Dietz et al., 2009; Douglas
et al., 2009b, 2009a). The annealing process decreases self-assembly
hybridization error and helps build more complex nanostructure
(Saaem and Labean, 2013). In another study, a three-dimensional DNA
origami was developed which alters its structure in response to varia-
tions in salt concentration and temperature (Gerling et al., 2015). In
their design, the X-Shaped structure (the open form) changed to the rod
shape (closed form) by manipulating these two factors. In order to
control the origami feature, this structure was modified with photo
responsive molecules that react to photoirradiation. The origami was
able to open and close more than 1000 times in response to temperature
changes without breaking. In order to have a better understanding of
this techniques and its application, Linko et al. measured the conduc-
tivity, and analyzed the mechanism of a single rectangular DNA origami
structure (Linko et al.,, 2009). They immobilized it between nano-
electrodes by utilizing alternating-current impedance spectroscopy,
where they quantitatively described the DC and AC conductivity of
rectangular DNA origami. They concluded that the origami’s conduction
contained both electronic and ionic components, which suggests that the
structure could have both solid and aqueous material behavior.

DNA Charge Transport (CT) potentially provides a means to
communicate across the genome by activation of redox reactions over
long molecular distances. This genomic communication will enable
sensing of small perturbation to the DNA base pair stack with high
sensitivity. According to Arnold et al.(Arnold et al., 2016), two of the
most effective platforms to investigate DNA CT consists of photoinduced
reactions using DNA assemblies in solution wirh tethered donors/ac-
ceptors and ground state electrochemistry on DNA monolayers. Using
both techniques, two fundamental aspects of DNA CT chemistry can be
proven; DNA CT can proceed over long molecular distances and it is
sensitive to intervening perturbation in n-stacking DNA, which could be
caused by dynamic motions in the base pairs of DNA, single base mis-
matches, base lesions/modifications or events like protein binding.

The first technique we mentioned for characterization of DNA CT is
photoinduction with tethered intercalators, in which DNA is assembled
with tethered photooxidants, through an intercalating ligand. Irradia-
tion of this photooxidant withdraws an electron from DNA (Arnold et al.,
2016). Olmon et al. established that this procedure damages the DNA
due to the metallointercalators, which are positively charged aromatic
compounds that separate the two strands of DNA helix and insert
themselves within the base pairs of DNA (Olmon and Hill, 2011). The
level of damage induced depends on the degree of electronic coupling to
the DNA =w-stack, the efficiency of back electron transfer processes and
the thermodynamic driving force for charge transport.

Electrochemistry technique is one major platform for CT studies in
DNA. DNA CT in ground state is done by assembling DNA monolayers
onto gold electrodes through the formation of covalent gold-thiol bonds
(Kelley et al., 1997), or for a wider potential window to be acquired,
they are formed with pyrene (Gorodetsky and Barton, 2006). After
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forming the DNA monolayer, the DNA CT on the surface is investigated
using a DNA-bound redox probe. In this process, the charge can flow
from the electrode to the redox probe. Otherwise it can be conducted in a
DNA-mediated fashion, where the charge flows from the electrode to the
alkane-thiol tether through DNA z-stack to reach the redox probe. Ac-
cording to Genereux and Barton (Joseph C. Genereux and Jacqueline K.
Barton, 2011), the electrochemical charge transport could occur below
the potential of individual DNA bases, which on average is about 5 eV.
Due to such low voltage and high sensitivity of electrochemical method,
the experiments using electrochemistry for charge transport studies do
not damage the DNA. Slinker et al. (Jason D. Slinker, Natalie B. Muren,
Sara E. Renfrew, 2011), demonstrated the shallow distance dependence
of DNA CT which concluded that electrical charge can be transported
efficiently through DNA in the ground state over up to 100 base pairs in
molecular distance.

Generally speaking, in order to measure the electrical conductance of
DNA it is required to wire it to two probing electrodes, from which
several biosensors were designed for DNA conductance measurement
and technologies such as Scanning Probe Microscopy (SPM), Scanning
Tunneling Microscopy (STM) and Atomic Force Microscopy (AFM) were
developed (Xing and Cheng, 2006). Xu and Tao (2003) demonstrated
that STM Break junction (STM-BJ) was a technique that could repeat the
formation of metal-molecule-metal junction, which is used to measure
the conductance of a molecule. This method uses a metal STM tip, that
moves by a piezoelectric transducer. The information of tip displace-
ment helps creating a histogram, that would be used for identifying the
conductance of the molecule. After this discovery, STM-BJ has been the
most widely-used experimental platform to measure conductance for
different molecules, including DNA (Wang, 2018). Similar to STM-BJ,
the Conductive Probe AFM Break Junction (CPAFM-BJ) method is
used for measuring conductance. In this method a metal coated AFM tip
is used, and laser-reflection-controlled force signal detector is used that
enables measurements of forces and conductance simultaneously
(Engelkes et al., 2004; Kim et al., 2011; Seong Ho Choi, BongSoo Kim,
2008).

Wang et al. discussed several factors that affects electrical conduc-
tance of DNA such as environmental parameters, type of ssDNA, base
pair mismatch and structure dependence (Wang, 2018). Focusing on
environmental effects, Tran et al. using contactless AC conductance of
A-DNA in a buffer solution demonstrated that the conductance of DNA in
a wet environment was an order of magnitude higher than in dry state
(Tran et al., 2000). Regarding the DNA strand type, Guo et al. used
STM-BJ to conclude that dsDNA was several orders of magnitude higher
regarding conductance compared to ssDNA (Guo et al., 2016). It is also
shown that alteration of a single base in the stack can increase or
decrease the conductivity of the dsDNA helix (Hihath et al., 2005). From
a structural perspective, Wang et al. explored the conductance change
due to structural transition from B to Z form of an 8 base pair poly (GC)4
DNA (Wang et al., 2014). By increasing magnesium (Mg) ion concen-
tration, they found that the conductance of DNA is decreased by an order
of two due to the abovementioned transition occurs, compared to no
effect when three A-T base pairs were bridged in the middle of the
sequence. Another study confirmed that the conductance increases by
one order of magnitude when the structure changed from B to A, as a
response of changing phosphate buffer to 80% ethanol.

Charge transport is one of our genetic storage properties that allows
the communication between genome to define cellular functionalities.
Several detection methods made it possible for scientists to explore its
application, interference and manipulation for a variety of employment,
in which DNA origami is known as the state of the art in the field. But the
charge transport isn’t limited to this unit and goes into larger scales
which will be followed in the next section.

3. Protein and peptide electronics

Considering a scale up application from DNA-level electronic
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properties, proteins and other larger molecules will be the next biolog-
ical target for such investigations. Proteins play a critical role as en-
zymes, antibodies, messenger proteins, structural components or
transport/storage proteins depending on their specific function in the
body. (Kaushik et al., 2018; Li et al., 2004; Prabhulkar et al., 2012b;
Yang et al., 2013). Proteins are made of their building blocks of amino
acids and are usually 3-4 nm (nm) in diameter. The building block
sequence determines the unique 3D structure of the protein. Each pro-
tein has 4 different categories of its structure: primary structure refers to
the unique sequence of amino acids by which the protein is made; sec-
ondary structure comes from the pattern of hydrogen bonds between the
amino acids and the peptide backbone; the tertiary structure is the 3
dimensional folding of the abovementioned structures into a 3D format;
finally the quaternary structure of the protein is the number of multiple
folded protein subunits into a multi-unit complex. Fig. 1 shows the
abovementioned structures of a protein. Proteins were known as bio-
logical factors and it wasn’t until 1936 when Pauling et al. confirmed for
the first time the magnetic properties of proteins like hemoglobin (Briick
et al., 1936). It inspired scientists to explore further into other physical
properties of proteins and coming up with several methodologies to
investigate electrical fields, magnetic properties and thermal effects on
desired proteins. In this section we will go over some of those in-
vestigations and their resultant applications into fabrication of
bio-electronic devices like filed effect transistors, data storage elements,
biomolecular circuits, biomolecular solar cells and bio-computers.

To understand protein electronics and other physical characteristics
related to electrical behavior, we need to understand that there are two
separate phenomena happening in electrically active proteins: 1. Elec-
tron transfer and 2. Electron Transport. Electron transfer indicates flow
of electrons within a protein that is completely or partially in contact
with an ionically conducting electrolyte, which facilitates redox re-
actions. In a process where the electrolyte is omitted, the flow of elec-
trons within a protein in presence of non-ionically conducting electrodes
is called electron transport. It is also worth mentioning that electron
transport above the temperatures of 160-200 K is a thermally activated
process and below that is independent of temperature. In such case the
mechanism switches to a tunneling process, in which electrons tunnel
through a barrier in the presence of high electric fields (Amdursky et al.,
2014). A group of researchers investigated not only
temperature-dependent but also force-dependent electron transport
process with an Azurin protein using Conducting Probe Atomic Force
Microscopy (CP-AFM) (W. Li et al., 2012). They concluded that with
increased pressure, electron transport  changes from
temperature-independent to thermally activated at higher temperatures
(>310 K), however its mechanism doesn’t change as the activation en-
ergy stays the same. It has also been shown that presence of a cofactor
(known as a small molecular moiety that is either within the protein
structure or attached to it externally) will increase the efficiency while
decreasing the activation energy for electron transport process.

Measuring differences in electrical potential between electron donor
and acceptor can quantify both electron transport and electron transfer
processes. Such measurements can be done using several techniques
such as Nuclear Magnetic Resonance (NMR) or electrochemistry (Elec-
trochemical Scanning Tunneling Microscopy), however the results of
spectroscopy-based techniques are significantly higher in resolution and
more sensitive compared to electrochemical methods, most likely as a
result of higher number of electron transfer pathways in spectroscopy
(Cahen et al., 2018). However, interpretation of such data is complex, as
several different paths and a variety of charge transfer mechanism exist.
A comprehensive study would include not only a computational model
for understanding the variations between different paths, but also
quantifying it using experimental techniques. Besides the methods
mentioned above, there are also CP-AFM for nanometer scale mea-
surements, Saturated Scanning Tunneling Microscopy (STM), Saturated
Electromigration, conjugated CP-AFM and conjugated STM, which their
working concepts is out of the scope of our article.
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Fig. 1. Different subsections of a protein. From top to bottom: Primary, Sec-
ondary, Tertiary and Quaternary structures.

Conventional methods used to measure the conductivity and
dielectric parameters for charge transport in proteins; Conductivity of
Bovine Serum Albumin (BSA) and lysozyme were measured using
quantifying their sodium chloride (NaCl) content and hydration of their
freeze-dried powders (Stephen et al., 1981). However, since then,
conductive electrodes either based on electrochemical measurements or
direct electrical charge transfer became necessary to capture the charge
and output a related signal, as was also mentioned in the previous sec-
tion (Abe et al., 2015a; C.-Z. Li et al., 2009; Prabhulkar et al., 2012a; Xu
et al., 2014). Protein immobilization on such electrodes can to a high
extend affect the signal acquisition and should be monitored very
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closely. The immobilization technique controls the orientation, confor-
mation and structure of the immobilized protein, which in turn should
be characterized before signal acquisition using Atomic Force Micro-
scopy (AFM), Scanning Tunneling Microscopy (STM), Surface Plasmon
Resonance (SPR), etc. techniques. Immobilizations that have been done
on long chained Self Assembled Monolayers (SAMs) will decrease the
measured potential across the protein as a result of increasing the
strength of electrical field (Kelly et al., 2005). Studies on electrical
behavior of proteins have been cumbersome due to low sensitivity of
detection device or inefficient conjugation of proteins to electrode sur-
face. Ron et al. approached the aforementioned issues with possible
electron carrier proteins, Azurin, bacteriorhodopsin and BSA (Ron et al.,
2010). They exploited AFM and ellipsometry to characterize their SAM
conjugation and used a hanging mercury drop (60 nm in diameter) on a
gold pad on top of their SAM fabrication to have two electrodes for
analyzing electron transport process. Their technique maintained pro-
teins in their original conformational state and confirmed the electrical
active behavior of all three subjects.

Microtubules are one of the most important proteins that have been
studied widely for their electrical activities, potential in bio-electronic
interfaces, quantum computing and even revealing information on
higher brain functions such as “consciousness” and molecular aspects of
anesthesia (Cantero et al., 2018). Microtubules are found in cellular
cytoskeleton and besides supporting the structure of cytoplasm they
have several other functions such as material transport, cell mobility,
chromosome separation during mitosis, signal transduction in axons and
communication between cell’s exterior and the nucleus . Investigations
have been done on their charge distribution (Dwyer, 2001), dipole
moments of tubulin in a microtubule (Tuszynski et al., 2006), their
alignment and manipulation using alternative current electro-kinetics
(Uppalapati et al., 2008) and are used for conductivity models (Frie-
sen et al., 2015). Chiolerio et al. fabricated a microtubule (MT) droplet
and inserted two electrodes within the droplet to measure its electrical
features, showing that the droplet is acting as an electrical switch
(Chiolerio et al., 2019). Other studies have shown the resistor activity of
tubulin along with actinin in cytoskeletal network of cells and their
application to cancer therapy (Gharooni et al, 2019). Priel et al.
investigated the electrodynamic properties of microtubules (Priel et al.,
2006). They showed that MTs are capable of amplifying electrical in-
formation using a patch clamp system to collect electrical data. They
also investigated the surface charge (determined to be strongly negative)
and charge distribution within MTs using a molecular dynamic simu-
lation. Showing that positive charges are sandwiched between two
strong layers of negative charge, they confirmed that microtubules can
make an effective transistor. Such information sheds more lights on
signal amplification through MTs in neural signal transduction. It is
known that microtubules move along electric field lines, hence the
power of electric field is used to align such molecules either in or out of
lines with the rest of microtubules, in case of signal amplification or
cancer treatment respectively. Stracke et al. using this fact and
employing video contracts microscopy, showed that microtubule for-
mation is accompanied by substantial changes in charge distribution
within tubulin subunits (Stracke et al., 2002). Another group in 2018 in
a fascinating experiment using AFM and Shock Pulse Method (SPM)
confirmed that rat brain microtubule bundles are electrically active and
can generate an electrical oscillation, which is dependent on magnitude
and polarity of the electrical stimulus and in turn generates dynamic
electric fields emitting from the full bundle (Cantero et al., 2018).

As mentioned earlier, proteins can be used as electrical elements to
form a circuit or assemble a computer that operates in quantum levels.
Several groups with the similar hope, have explored the use of proteins
as electrical components. Alfinito et al. used both a computational
model as well as experimental designs using electrochemical impedance
spectroscopy (EIS) measurements to find that the electrical properties of
a protein is very similar to a medium-gap semiconductor (Alfinito et al.,
2015). They also showed that there is a sequential tunneling mechanism
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of charge transfer between amino acids in a protein which is defined by a
highly linear current-voltage graph. Conformational changes in protein
due to its sensing behavior of targets will result in a variety of electrical
changes. They have proven theoretically that this change is consistent
with spatial location changes of its amino acids. Impedance Network
Protein Analogue (INPA), a numerical code, is highly useful, given that
the tertiary structure of the protein is known, for determination of
electrical properties of proteins. Another group explored the
transistor-like behavior of the protein Azurin (Artés et al., 2012). They
used EC-STM bridge junctions with a 4-electrode electrochemical setup
(platinum: Iridium counter electrodes, mini Ag/AgCl reference electrode
and a gold working electrode) to avoid significant conformational
changes of a protein from its original form due to sensing modalities.
With exploring the current-time and current-voltage characteristics of
the Azurin, they concluded that a biomolecular transistor can be built
using single metalloproteins.

Another physical property of proteins is their magnetism. Michael
Faraday in 1845 showed that proteins that are consisted of a ferrous
atom like hemoglobin are not magnetic (Bren et al., 2015). He used a
scale with a magnetic field within it, in which if the samples had a
magnetic characteristic they would’ve been drawn to the field,
increasing the weight showing on scale and vice versa (Fig. 2). However,
his method wasn’t sensitive enough. It wasn’t until 1936 that Briick and
Pauling groups used the same weighing method within an electromagnet
for their target agents, which were several different types of heme
groups (ex. ferroheme, ferriheme, oxyferroheme, carbon-
monoxyferroheme) (Briick et al., 1936; Pauling and Coryell, 1936). They
concluded that deoxyferroheme unlike the other groups showed
magnetism behavior of its unpaired electrons to ferrous atom. The
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Fig. 2. Faraday’s Electromagnetic Scale (Reproduced with permission from J.
PNAS. 112, 43 (2015). Copyright 2015 PNAS) (Bren et al., 2015).
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physiological output of such conclusion suggested that arterial and
venous blood had different magnetic properties. As is known,
heme-based proteins such as hemoglobin and myoglobin are very
important in blood oxygenation and metabolite regulation in
organ-level structures and have been used throughout research for
several applications (Assan et al., 2015; Leung et al., 2014; C. Li et al.,
2009; C. zhong Li et al., 2009; Li et al., 2000; Taniguchi et al., 1999).
Hence understanding their intrinsic physical properties is highly
important in fabricating manipulative devices and designs for thera-
peutic applications. Another interesting study with heme-based pro-
teins, investigated the properties of myoglobin, its covalent bonds of Fe
atoms to amino acids, energy levels of Fe atom and aqueous and dry
state of its bonds to neighboring amino acids (D. Li et al., 2012), What
was eye catching about their study was the design of their micro-
fabricated device to capture and sense the electron transport within a
single protein. Their design included fabrication of a break junction
grown on silicon substrate, using electron-beam lithography and a
lift-off technique along with sputtering machine for depositing platinum
electrodes. They used an electromigration technique or an electrical
pulse to break the junction, just enough to house a single protein. They
placed the protein solution on the electrodes and tested with Raman
Spectroscopy to check protein’s activity before and after the cooling
process, making sure no denaturing has occurred (Fig. 3). The conduc-
tance (dI/dV) as a function of bias voltage (Vg) and gate voltage (Vg)
was acquired by numerically differentiating current-bias voltage (I-V)
curves. Junctions were measured without any protein, with apomyo-
globin, and with myoglobin. In the investigation of myoglobin, an
earlier group focused on developing computer models and simulations
for determining its electrical properties (Aschi et al., 2004). They used a
long molecular dynamic (MD) simulation in combination with per-
turbed matrix method (PMM) calculations for their analysis. Their
comparison of this model and previously published experimental
methods confirmed that their simulations were highly reliable.

Peptides on the other hand, are shorter proteins, which consist of a
smaller number of amino acids. As mentioned earlier, the transportation
of electrons uses the pathways created by structural motifs of proteins
where environment would play an important role on the efficiency of
this process. For that reason, the peptides chains are investigated for
their electron transfer properties. One of the most favored methods of ET
measurement is tunneling. In this technique the charges move in a direct
pathway between units of the peptides bridge due to superexchange
charge-coupling. The conductance of this junction is exponentially
related to the length of the bridge (tunneling) and the height of the
barrier of the bridge, known as a decay constant.

Sek Slawomir et al. (Sek, 2013) presented a simple model where
donor and acceptors of electrons are separated by a peptide linker and

Drain (Pt)

I Source (P1) |

Insulator (S0

Fig. 3. Three-dimensional device schematic and AFM image of broken junc-
tions, with 5 nm gap, using electromigration. (Reproduced with permission
from J. Nanotechnology. 23, (2012). Copyright 2012 journal of Nanotech-
nology) (D. Li et al., 2012).
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the electron transfer (ET) rate between them would be calculated using
the length of the spacer and the chemical structure. They discuss in their
paper that as the spacer becomes longer, the chemical structure plays a
more important role than the length of the bridge, where then the decay
constant would be considered as a measure of electronic coupling.
Therefore, the decay constant would be proportional to the efficiency of
the ET. However, in the case of peptides and proteins most of the times
the distance would be longer than the upper limit distance suggested by
Gray and Winkler for tunneling (Gray and Winkler, 2003). The limit
distance suggested is 2 nm and usually, the distance present in peptides
and proteins is 3.5 nm.

To address the shortcomings of the above mentioned, electron hop-
ing is employed as the ET measurement mechanism later, where it’s not
as strongly distance-dependent like electron tunneling. According to
Long et al. (2005) in the hopping mechanism, the electron that is being
transferred resides on the bridge while it passes from one redox center to
the other. Here, the conductance is proportional to the number of hop-
ping sites (Fig. 4). Contrarily, in the superexchange concept, the elec-
trons can only reside in either the donor or the acceptor and are limited
by distance for transfer. Using the electron hopping model, sequential
ET between adjacent units of the bridge (peptide) are involved. This site
would act as a relay which is described as amide bonds’ or carbonyl
groups’ role in the chain.

Petrov et al. in a detailed study proved that the electron transfer in
peptides occurs through both superexchange and hopping mechanisms
(Petrov et al., 2001). When the distance is long the mechanism for this
phenomenon would be electron hopping and if the distance is short,
electron tunneling would be the deriving model, which in certain
lengths the mechanism will switch between the two.

Peptides’ size and their electric properties has made them a favorable
option in fabrication of several nanodevices with biomedical applica-
tions. One of the best qualities of these molecules is the opportunity to
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modulate their ET behavior by applying external factors such as changes
in pH, external electric field or complexation, to alter the electron
transfer efficiency. This valuable flexibility of the electrical properties
would be useful for applications such as nanoscale logic gates, memory
devices and constructions of sensing devices for metal ions (Sek, 2013).
Nevertheless, there is a need for studying peptide properties in more
depth in order to take advantage of their full potential for such device
applications.

The long list of research and amount of work that researchers have
put into understanding electronic properties of proteins, shows how
essential their role is in operating electronic devices and interfering with
smaller electronic structures in biological and environmental applica-
tions. However, the research doesn’t stop there. As all the subunits in the
human body are correlated and work in a cascade of events, there needs
to be studies on how integration and manipulation of DNA and protein
electronics can affect a cell behavior and what would the biological
response be for it. In the next section we will expand our investigation
into a larger scale conduction of electrons within organic matter, called
the cells.

4. Cell electronics

Electrical signals are essential for human body’s function, especially
the nervous system. As it was mentioned before, the electrical conduc-
tance within the DNA and proteins is highly studied today to acquire
better understanding of sub-cellular processes and their manipulation
for several vital applications. In a higher scale, studying the electrical
properties of cells as a whole, would help to determine how the electrical
signals spread in an organ in terms of cellular communication and
metabolism.

A good approach to better understand cell electrical properties is
thinking about the cell membrane as an electrical capacitor (Fig. 5),
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Fig. 4. Comparison between the hopping and tunneling (superexchange) mechanisms in peptide electron transfer. Showing the linear dependency of ET rate in the
hopping method and the exponential dependency on the tunneling mechanism. (Reproduced with permission from Wiley Online Library 11, 18, (2005). Copyright

2005 Wiley Online Library) (Long et al., 2005).
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where the lipid bilayer of the plasma membrane is the insulating barrier
between the electrical conductivity of the intracellular fluid (ICF) and
extracellular fluid (ECF). In a capacitor the voltage of the battery causes
an electron to go from one plate and accumulate in the other, until the
gradient is the same as the battery. In this case, the plates are ICF and
ECF. The capacitance is directly proportional to the area of the plates
and inversely proportional to the distance between the plates (Fig. 6)
(Sabir and Usher-Smith, 2008). The potential difference in the mem-
brane is referred to as the Nernst potential. All living cells have a
membrane potential, which would depend on the ion concentration
inside and outside of the cell. Depending on the type of cells, the
membrane potential would be different. For example, fat cells and
smooth muscle cells have a membrane potential between -50 and -60
mV, whereas for skeletal muscle cells it’s -90 mV; Cancer cells and Stem
cells have the same range between -10 mV (embryonic stem cells) and
-30mV (adult stem cells) (Levin, 2012). Ion channels localized in the cell
membrane are large transmembrane (TM) proteins that work as a
pathway for ions to move across the membrane (Mirtaheri et al., 2019),
based on the electrochemical potential. The process behind propagation
of a nerve impulse is the response to changes in TM potential due to
rapid opening and closing of sodium (Na™) and potassium (K™) selective
channels (Hodgkin et al., 1952). These communications help with syn-
chronization of different molecular processes. When a stimulus occurs,
the membrane depolarizes because of the fast opening of
voltage-activated Na™ channels. During depolarization, the membrane
Nernst potential is dominated by the low and high concentration of Na™
ions inside and outside of the cell respectively. It triggers the slower
opening of voltage-activated K' channels, which will re-polarize the
membrane towards the resting potential (Lacroix et al., 2013). The fast
garting kinetics of Na* ion channels do not have to be as selective as K™
channels. One of the most critical functions of K™ channels is their high
selectivity for K™ over Na" while allowing high-throughput ion con-
duction (Roux, 2017).

Cell membrane also encloses hyperpolarizing and depolarizing
channels. Hyperpolarizing channels make the membrane more negative,
allowing negative ions (such as chloride) to get into the cells and posi-
tive ions to flow out. On the other hand, depolarizing channels make the
membrane potential more positive, where Na' and calcium (Ca®") ions
flow into the cell. These channels can be categorized to ligand-gated and
voltage-gated channels (Bates, 2015). In addition, ions can go through
gap junctions (from central pores in the cell membrane called hemi-
channels) to a neighboring cell and in case of their absence, ions will
flow to the extracellular matrix (Sohl et al., 2004). Furthermore, there
have been studies about the relationship of ion channels and their
conductance with cellular proliferation. The conduction across ion
channels can regulate cell proliferation through K channels. Studies on
impact of ion channels in disease development concluded that
increasing K current promotes proliferation and inhibition of
voltage-gated K' channels will slow the proliferation of diseased cells
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Fig. 5. The capacitor the voltage of the battery causes an electron to go from
one plate and accumulate in the other, until the gradient is the same as the
battery. (Reproduced with permission from World Scientific (2008). Copyright
2008 World Scientific)®°.
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Fig. 6. Comparison of the cell as an electrical system (Reproduced with
permission from World Scientific (2008). Copyright 2008 World Scientific) %°.

(Abdul and Hoosein, 2002a, Abdul and Hoosein, 2002b; Chang et al.,
2003; Fraser et al., 2000; Menéndez et al., 2010). Regulation of cell
proliferation through ion channels occurs due to two reasons: 1. The
channels activate signals that would modify molecular cell cycle protein.
2. Ion channels are responsible for regulating cell volume, which in turn
regulates the concentration of cell cycle regulatory protein, hence
affecting cell cycle progression (Rouzaire-Dubois et al., 2000). Ion
channels are also known to intervene with cellular migration. Chioni
et al. research found a relationship between the overexpression of Na*
channel subunits in breast cancer cells and metastasis (Chioni et al.,
2009). Reasons were explained that currents help the cell change shape
while its volume contracts at the trailing edge and increases at the
leading edge, which results in cell migration (Mcferrin and Sontheimer,
2006).

Due to the relationship between ion channels, migration and pro-
liferation of cells, researchers have studied how they can manipulate the
electrical properties of cells in order to treat diseases such as cancer.
TIrreversible electroporation is an ablation modality that uses electric
pulses or an electric field to create defects (nanopores) in the cell
membrane on a nanoscale (Wagstaff et al., 2016). The irreversibility is
due to passing a specific electric threshold by which the nanopores
become permanent. Using this technique, nanopores or conductive
pores permit molecules to go through the cell membrane (Chang and
Reese, 1990; Lee et al., 2012; Wagstaff et al., 2015). The method could
be used in treatment of pancreatic, hepatic and prostate carcinomas, as it
can be localized in their specific cells (Wagstaff et al., 2016). Electro-
poration can also be used for gene delivery, through nanopores where
DNA is able to migrate inside of the cell (Young and Dean, 2015). This
helps with understanding functional properties of simpler organisms
leading to investigating the more complex forms (Meglic and Kotnik,
2017). Gene delivery using electroporation will be further discussed in
the next section. Electroporation can also be combined with electrolysis
in case of tissue ablation. Philips et al. used this method to inflict a more
effective damage to cells using a smaller applied charge per electrode
area.

After understanding how each of the subunits operate from an
electronic perspective and how we can use their intrinsic electrical
charge transports, we will be focusing on how and in what scale each
will be used in addressing biological issues such as wound healing and
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neurodegenerative diseases. The next section will discuss the above
mentioned in detail.

5. Biological application of biomolecule’s electronic properties

To put all the above information into clinical meaning, several
studies have been done on manipulation of physical properties of DNA,
proteins and cells to attend a systemic problem in the human body
(Chuang et al., 2008; Hondroulis et al., 2014; Mozneb et al., 2020; Shah
et al., 2014; Tong et al., 2019; Yu et al., 2014b, 2014a; 2013; Zhu et al.,
2013a). Their controlled reconstruction and manipulation has been
employed in developing biosensors for toxicity assessment (Shah et al.,
2016; Zhu et al., 2013a), cell trapping, development, molecular uptake
and comprehensive analysis (Chuang et al., 2008; Hondroulis et al.,
2014; Shah et al., 2014; Tong et al., 2019), photocurrent harvesting from
plant cells (Yu et al., 2014b, 2014a, 2013) and so many other applica-
tions. Here we will be discussing their different applications in wound
healing, gene therapy, neurodegenerative diseases such as Parkinson’s
Disease (PD), electroencephalography (EEG) and electrocardiogram
(ECG) studies.

5.1. Wound healing

There are natural electrochemical signals in different parts of human
body such as brain, skin, muscle and bones. These signals are generated
from endogenous bioelectric system of the body. The current of such
electrochemical signal is carried by charged ions, since there are no free
electrons available. When the skin is injured, there is a short-circuit and
electrical leak in the trans-epithelial electric potential, in which the
main components of the current are: Ca®*, Na*, K* and CI' (FOULDS and
BARKER, 1983). This current generates an electrical potential of 10-60
mV in which center of the wound is the negative pole and its edge is
positive pole (Reid et al., 2005; Zhao et al., 2006). This potential induces
the cell migration towards the injury until the wound is healed or dries
out due to prolonged opening (McCaig et al., 2005). Generally, the
wound healing process is made up of four distinct stages of: hemostasis,
inflammation, proliferation and remodeling. During the wound healing,
each of these stages can be affected by local factors such as infection,
foreign body invasion and blood supply, as well as systemic factors such
as age, gender, obesity, medication or lifestyle.

Electrical stimulation (ES) is a non-invasive, inexpensive and easy to
use method to mimic the current of injury, therefore, accelerate the
healing process of the wound. Studies on the effect of electrical stimu-
lation on the various cells playing a role in wound healing such as
macrophages (Hoare et al.,, 2016), fibroblasts (Kim et al.,, 2015;
Rouabhia et al., 2016; Wang et al., 2016), epidermal cells (Cohen et al.,
2014; Gao et al., 2015; L. Li et al., 2012), endothelial cells (Bai et al.,
2011) and bacteria (Gomes et al., 2015) shows changes in cell prolif-
eration, migration and orientation. In vivo (Ahmed et al., 2012; Asadi
et al., 2013; Borba et al., 2011; Cinar et al., 2009; Giirgen et al., 2014;
Kim et al., 2014; Morris et al., 2009) and clinical (Ahmad, 2008; Franek
et al., 2012; Houghton et al., 2010; Jankovi¢ and Bini¢, 2008; Margara
et al., 2008; Santamato et al., 2012; Sebastian et al., 2011; Ud-Din et al.,
2015, 2012; Wirsing et al., 2015) studies also showed accelerated
wound closure and increased healing rate when using electrical stimu-
lation. There are four different techniques available for wound healing
using electrical stimulation; Direct Current (DC), Alternative Current
(AC), Pulsed Current (PC), and Transcutaneous Electrical Nerve Stimu-
lation (TENS). Application of DC is shown to be more effective in
reducing wound area, whereas AC is more effective on wound volume
(Reger et al., 1999). On the other hand, PC is the most frequently used
method of electrical stimulation and it has been shown to be useful for
enhanced wound closure in the treatment of chronic, venous and dia-
betic ulcers (Jankovi¢ and Bini¢, 2008; Margara et al., 2008; Santamato
et al., 2012; Sebastian et al., 2011). The biomolecular mechanisms
responsible for sensing and responding to electrical stimulation is not
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completely understood, however, it is believed that an asymmetric
signal is formed between two poles of the cells in the electrical field
parallel to the electrical field lines. This signal is generated as a result of
the electrical potential gradient in extracellular environment. The
electrical potential of cell membrane is around 70 mV. This potential can
vary based on the activity of the cell, meaning that an increase in the
electrical activity of membrane is observed with upregulation and
increased general activity of the cells. Similarly, if the membrane be-
comes electrically inactive, there is a downregulation of cells and
therefore their functional capacity decrease (Zhao et al., 2003). It is
therefore assumed that by applying electrical stimulation, the activity of
cells’ membrane can be increased. Studies (Wang and Zhao, 2010; Xiong
et al., 2015) have shown that the activation of ion channels and protein
transport is only due to application of electric current and intracellular
polarization and is independent of extracellular chemical gradient and
ionic flow (Caddy et al., 2010). When applying the electrical current, the
behavior of cells can be divided to two different categories based on the
direction of migration. Some cells migrate toward the anode while
others migrate toward the cathode (Pu and Zhao, 2006; Zhao et al.,
2003). For instance, corneal epithelium cells have been shown to change
the direction of migration based on the polarity of external electrical
current, meaning that if this current has the same polarity of endogenous
electrical current, then wound closure would be accelerated, whereas if
they are with opposite polarity, the migration of cells are directed to-
ward the edge of the wound and resulting in further opening up the
wound (Pu and Zhao, 2006). Another mechanism by which the electrical
current affects wound healing is its antibacterial effect which acts either
directly, by disrupting the bacterial membrane, or indirectly by chang-
ing pH and temperature within the wound, producing electrolysis
products and increasing migration of macrophages and leukocytes
(Hunckler and de Mel, 2017). Also, Bayat, et al. had reviewed the effect
of ES in wound healing by evaluating the results of the available clinical
trials(Ud-Din and Bayat, 2014).Table 1 summarizes some of the clinical
trials on the effect of ES on wound healing (Hunckler and de Mel, 2017).
An important phenomenon in wound healing is angiogenesis, and
when there is insufficient angiogenesis, it could lead to chronic wound
formation, while aggressive angiogenesis can lead to abnormal scarring.
Electrostimulation has shown to increase the number of blood vessels in
the wound and enhance angiogenesis (Borba et al., 2011; Ferroni et al.,
2005; Ud-Din et al., 2015, 2012) which results in local tissue oxygena-
tion (Barrientos et al., 2008). Electrotherapy can also be used in
regenerative applications to overcome the limitation of human body in
repairing the damaged area. Since repair and regeneration processes in
human body are regulated by ionic flows and endogenous electrical
current, exogenous electrostimulation can be applied to promote heal-
ing and regeneration (Reid et al., 2009). The most important thing for
best healing process and least scar formation is to recognize the relation
between electrostimulation polarity and the stage of wound healing. In
early stage of wound healing, cathodal (negative) stimulation attracts
macrophages and promotes inflammatory phase, while in the late stage
of wound healing, anodal (positive) stimulation promotes fibroblasts
resulting in advanced remodeling phase (Ahmed er al., 2012).

5.2. Electrical gene therapy

One effective method for transferring DNA into the cells in a tissue is
cell electroporation/electropermeabilization as it has been discussed in
the previous section, in which electrophoresis is the basis for DNA
transfer (Orlowski and Mir, 1993). In this method, the plasma mem-
brane permeability of the cells is momentarily increased via exposure of
short and intense electrical pulses. Relatively long pulses (tens of mil-
liseconds) are required to achieve the most efficient results (Bureau
et al.,, 2000; Mir et al., 1999). Also, in order for cells to be recoverable
and efficiently express the genes of the electro-transferred DNA mole-
cule, the electropermeabilization should be performed using long
duration pulses (20 ms or more) and moderate electric field intensity
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Table 1
Clinical trials on the effect of ES on wound healing (Hunckler and de Mel, 2017).
Type of ES Type of wound ES parameters ES Effects Ref.
DC - Mixed ulcers - 1.5pA - Reduction in wound area Wirsing et al.
(2015)
- Pressure ulcers - Not reported - Wound closure and reduction in wound area Adunsky and Ohry
(2005)
AC Diabetic venous ulcers 80 Hz, 1 ms pulse width - Wound closure and reduction in wound area Lundeberg et al.
(1992)
PC Chronic wounds of diabetic 5V, pulse width 200 ps, 30 Hz, 20 mA The reduction in wound area in diabetic wounds Lawson and
and nondiabetic were higher that nondiabetic ones Petrofsky (2007)
Low Voltage PC - Mixed ulcers - 300-500 pA and 500-700 pA - Reduction in wound area Carley and
(LVPC) Wainapel (1985)
- Pressure ulcers - 300-600 pA, 0.8 pps - Wound closure Wood et al. (1993)
High Voltage PC - Mixed ulcers - 29.2 V, maximum 29.2 pA, 64-128 pps - Reduction in wound area Feedar et al. (1991)
(HVPC) - 100 ps, 150 V, 100 Hz Houghton et al.
(2003)
- Pressure ulcers - 100 pps, 200 V, 500 pA - Reduction in wound area Griffin et al. (1991)
- 50 ps pulse duration, 50-150 V, 20 min at 100 Hz, - Wound closure and reduction in wound area Houghton et al.
20 min at 10 Hz and 20 min off cycle (2010)
- 100V, 100 ps, 100 Hz - Reduction in wound area Anna et al. (2012)
- Venous leg ulcers - 100 V, 100 pps, monophasic Franek et al. (2000)
- Diabetic foot ulcers - 50V, 100 ps, 80 pps for 10 min then 8 pps for 10 - Wound closure and reduction in wound area Peters et al. (2001)
min, and 40 min standby cycles
SVPC Mixed ulcers - 300V, 1000 Hz, 10-40 ps, 100-170 pA - Reduction in wound area Jankovic and Bini¢
(2008)
Chronic leg ulcers - Wound closure and reduction of pain Magnoni et al.
(2013)
Diabetic foot uleers - Reduction in wound area Margara et al.
(2008)
Venous ulcers - Reduction in wound area Santamato et al.
(2012)
Healthy volunteers, acute - 0.004 mA, 20-80 V, 60 Hz, degenerative waves - Increase angiogenic response Ud-Din et al. (2015)
wounds - Increased blood flow and hemoglobin levels Ud-Din and Bayat

(2014)

(200-250 V/cm for the skeletal muscle). This criteria dictates a revers-
ible electroporation process (Aihara and Miyazaki, 1998; Bureau et al.,
2000; Mir et al., 1999). It was shown that in the electro-transfer of the
skeletal muscle, the gene expression has been increased by two to three
orders of magnitude (Mir et al., 1999), therefore it is considered to be a
promising method for gene therapy (Aihara and Miyazaki, 1998; Bureau
et al., 2000; Mir et al, 1999). Also, the properties of DNA
electro-transfer method such as expression of therapeutic genes, makes
this method an attractive approach for the correction of genetic diseases,
vaccination and cancer treatment (Bettan et al., 2000; Rizzuto et al.,
1999).

There are several preclinical and clinical trials on using electrical
gene therapy for treatment of cancer (Daud et al., 2008), systemic dis-
orders (Celiker et al., 2002; Samakoglu et al., 2001) and wound healing
(Ferraro et al., 2009; Marti et al., 2004).

Electrical Stimulation of Parkinson’s and other neurological diseases.

Deep brain stimulation (DBS) is the most widely used form of elec-
trical stimulation for the treatment of PD and is effective for relief of
motor and some non-motor symptoms (Kurtis et al., 2017). In this
method a relatively high-frequency (higher than 100 Hz) electrical im-
pulses are delivered via implanted electrodes to the sub-cortical regions
of the brain (Lozano et al., 2018). In traditional forms of DBS, the probes
were cylindrical providing an omnidirectional field. This type of stim-
ulation has however some drawbacks such as parasthesias and dysar-
thria (Fytagoridis et al., 2013). Recently, the electrode design is
modified to enable the formation of complex stimulation fields by
breaking the cylindrical shape into three radial aspects or more
multi-contact designs. Studies have shown that the preferred orientation
of the stimulation has enhanced therapeutic effect compared to the
omnidirectional or alternate directions (Dembek et al., 2017; Tink-
hauser et al., 2018). DBS is known to provide extensively focal, yet
nonspecific form of neuromodulation, with high-frequency pulse trains,
therefore, it can cause unfavorable effects such as impulsivity (Halbig
et al., 2009), postural instability and weight gain, as well as previously

mentioned parasthesias and dysarthria (Guehl et al., 2006). Therefore,
another delivery method for stimulation is introduced which is called
on-demand stimulation. On-demand stimulation delivers DBS only when
pathological neural activity (related to disease symptoms) are detected
(Little et al., 2016), therefore, enhances PD motor scores and decreases
the side effects compared to the high-frequency DBS(Little et al., 2016).

Another type of electrostimulation is transcranial direct current
stimulation (tDCS), which has recently been developed extensively
(Nitsche and Paulus, 2000). In this type of stimulation also novel elec-
trode configurations are designed to provide even more focal stimula-
tion. It was shown that anodal tDCS has potential impact on gait and
motor symptoms (Lefaucheur et al., 2017), also it has improved survival
and integration of neurons that synthesize dopamine in a rat model of
PD (Winkler et al., 2017). Also, it can be used along with rehabilitative
strategies to improve recovery/motor learning (Benninger and Hallett,
2015; Lefaucheur et al., 2017). It should be noted that the area of
electrical intervention in the brain is determined by the shape of electric
field in tDCS stimulation. Therefore, the number (multifocal targeting
and greater specificity (Dannhauer et al., 2011; Ruffini et al., 2014) with
greater number of electrodes), arrangement (center-surrounded (Datta
et al., 2010) or concentric rings (Gbadeyan et al., 2016)) and geometry
of electrodes as well as the complex conductivity of the brain should be
considered.

Transcranial alternating current stimulation (tACS) is another
method that was used in a few studies in PD patients. And its applica-
tions on PD symptomology mostly remains experimental. Using
depressed beta-band cortico-muscular coupling during contraction and
lower amplitudes in tACS has led to the altered pathophysiological brain
state, which is responsible for its responsiveness to PD (Krause et al.,
2014). In another study by Shill et al. (2011), using high-frequency
(77.5 Hz), high-amplitude (15 mA) stimulation has shown to be effec-
tive in accelerating the motor responses in healthy individuals. There-
fore, this method could be used for the treatment of bradykinesia
(Joundi et al.,, 2013). The effect of alternating current on the






M. Mozneb et al

neurochemical processes should be considered when studying tACS,
since studies sometimes aimed at increasing the sub-threshold modu-
lations in the membrane potential (Thut et al., 2017) or changing the
neurotransmitter concentrations and cortical plasticity (Nowak et al.,
2017).

5.3. EEG and ECG

Neurons are responsible for the electrical charge in the brain. As
discussed in section 4, this electrical charge is due to the migration of
ions through transmembrane proteins of their membrane. There is a
continuous exchange of ions in neurons and their extracellular milieu.
When ions of the same charge are transported to the extracellular
environment at the same time, they will repel each other so that a wave-
like volume conduction will be formed. In EEG, metal electrodes can be
used to detect this wave of ions when they reach the scalp as these ions
can attract or repel the electrons of metal on the electrode. By using
multiple electrodes on the scalp, the potential difference between each
electrode can be measured over the time. This noninvasive technique
can be used as a monitoring method to record the activity of brain,
however, it can also be used invasively in electrocorticography Elec-
trocorticography (ECoG), or intracranial electroencephalography
(iEEG), where the electrodes are directly mounted on the surface of the
brain (Oehler et al., 2008).

Similarly, in electrocardiography, an ECG is produced by measuring
the electrical activity of the heart (in terms of voltage versus time). Here,
this measured potential difference is due to the cardiac muscle depo-
larization and repolarization in a cardiac cycle. Three main regions of
each ECG are: the P wave which reflects the depolarization of the atria,
the QRS complex and the T wave, which demonstrates the depolariza-
tion and repolarization of the ventricles, respectively (Schldpfer and
Wellens, 2017). The electrical conduction system of the heart is studied
by ECG and deviations from normal conduction (predictable pattern)
might reveal pathological conditions (Force, 2018).

6. Discussion

Several scientists today are struggling with embedding electronic
components and conducting layers into complicated microfabricated
devices for sensing and stimulating applications of biological samples
such as sensing metabolic profiles from spheroids in an organ on chip
system (Abe et al., 2015b; Weltin et al., 2017). If the solution lies in
tampering with smaller dimensions or higher quantities, accessibility
and interference with some of these distinct fields are a major challenge
(complicated nano-microfabrication techniques). Synthesis of new ma-
terial, polymers and nanotechnology-based fixes have become an
emerging field to pave the path for solving such questions. However,
taking advantage of the already-existing organic material with intrinsic
electron transfer properties that could be manipulated to our needs,
seems the most efficient solution. Group of these scientists have taken
the route to explore more on state-of-the-art applications of such organic
material in Artificial Intelligence (AI) and biological data integration,
synthetic biology and wearable biocompatible bioelectronic-based de-
vices, which will be discussed in the next few paragraphs.

With the fast-emerging knowledge of artificial intelligence and its
healthcare applications such as neuronal network mapping, there al-
ways is a crucial need for more efficient and accurate data processing
and storage. All current storage devices for almost 44 trillion gigabytes
of data that is available in the world is either electrically powered or on
the cloud, which neither are highly reliable for long durations of time.
An international power outage or a strong hacking system that affects
online data, can compromise vital information like patient data files and
result in dangerous chaos. Hence, researchers have investigated alter-
natives that can keep the data over millions of years without being
damaged. As we’ve discussed earlier, not only DNA but also proteins like
Azurin, Cytochrome C and bacteriorhodopsin have the ability of storing
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and transferring electrons both within the protein itself and from one
protein to another. They can be activated as charge carriers, transistors
and capacitors. Due to millions of years of evolution, the capability of a
DNA/protein with intrinsic properties of charge transfer/3D data stor-
age, has been optimized to the fastest level transfer and can triumph
pioneering microfabricated capacitors and transistors. Harvard scien-
tists leveraged the science behind DNA’s amino acids electron storage
and fabricated an oligopeptide-based data storage, successfully capable
of storing 400 Kb of data, which could be read using a mass spectrometer
(Cafferty et al., 2019). An oligopeptide is noticeably smaller and easier
to handle than a DNA and is known to survive for thousands of years.
Looking at the roadmap for small organic electronics, currently existing
computational devices can be improved on their data processing and
storage, and with integration of deep learning, could be an answer to
revealing how complex diseases are formed and function (Ma et al.,
2009) (Nicolau et al., 2016).

On the other hand, understanding the underlying physical properties
of biological entities has made it possible for re-designing them into
useful systems for current needs, known as “Synthetic Biology”. Using
the latest simulations as well as experimental designs, investigating the
complex nature of biological systems has become more feasible over the
years, making it more possible for fabricating a replica or manipulating
it to a new model. With decreasing cost of DNA synthesis, one major
investment in the field of synthetic biology has gone towards isolating
bacterial DNAs and redesigning them into applications such as bio-fuel
products, renewable chemicals and health care technology such as ge-
netic engineering. Incorporating newly found Clustered Regularly
Interspaced Short Palindromic Repeats (CRISPR) into gene editing, has
made it possible for scientists to input engineered biology into appli-
cations such as complex cellular formation/nuclear localization (Pick-
ar-oliver et al., n. d.) and DNA functionality changes towards DNA repair
(Taghbalout et al. n. d.). In the case of electrical properties, re-routing
the charge transfer within DNA and proteins as well as surface modifi-
cation for negative/positive charge designs, has gained lots of interest
for implantation in new biological processes and production of
newly-formed natural products. Taking advantage of synthetic biology
has made it a cheaper and faster endeavor in complex problem-solving
not only in the field of biology but also environmental and computa-
tional engineering.

A more advanced field of research in applications of bioelectrically
active material was wearable organic electronics for fabrication of
organic light-emitting diodes (OLEDs) (Griinbaum et al., 2019; Zhang
et al.,, 2019) and organic solid-state field effect transistors (FET) (Li
et al., 2019). A major advantage of organic electronic material, like
small molecule-based dielectrics and semiconductors, is their light-
weight properties and mechanical flexibility and mouldability, which
could be characterized and used as soft electronics. Their conjugation
into modern 3D bio-printers, has made it possible for accurate design of
green printed circuit board (PCBs) for a variety of applications such as
logic operations (Zhan and Wool, 2013). Combination of these green
PCBs with their biocompatibility and flexibility features, make small
biological molecules that are capable of transporting electrons, the
primary choice of soft wearable electronic fabrication. The design will
go not only towards a large-scale assembly like OLEDs on fabric, textile
with lithium ion batteries and smart glasses, but also towards smaller
scale wearable such as tattoo-based biosensors for sensing physiological
properties such as hydration, glucose, blood pressure, ete.(Zhu et al.,
2017).

Nevertheless, every revolutionary field in science will have their own
challenges and setbacks that should be considered in the early phases to
avoid possible future negative outcome. In the case of applying organic
electronics, especially data storage, one should consider the adaptability
of their application in our fast-growing technological world. With
development of new computer languages, retrieving their information in
the next thousand years might seem primal. Another important aspect is
their sustainability. Although it’s been mentioned that the design will be
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durable yet thought should be given to sustainability of their endurance.
A better system would be self-sustainable and resistant to changes in
temperature, pH, pressure, etc. With the abovementioned consider-
ations, the electronic properties of biological material will be of outmost
use as an alternative to other sources of energy and an organic future.

7. Conclusion

The advancement of knowledge and technology in studying and
manipulating the sub-micron world has sparked a revolution in devel-
oping organic bioelectronics, employing biological elements such as
DNAs, proteins and cells as conductors or semiconductors. Use of such
elements in fabrication of bioelectronics is considered a promising
strategy not only to decrease the costs associated with fabrication and
maintenance, but also to achieve an efficient sustainability post pro-
duction of such devices. It’s been proven through many studies that not
only the DNA, but also proteins and cell structures can both transport
charge and store it, making up an organic interface for fabricating the
next generation of electronics and quantum computers. There are
several concepts behind charge transport and charge transfer within
these small molecules, which could result in a different application in
today’s medical devices such as wound healing equipment, electroen-
cephalograms and gene detection machines. Among them, DNA pro-
vides the best and most flexible conductor, while proteins could be
applied to a vast application of not only electronic but also electro-
magnetic devices. On the other hand, manipulating cellular electronics
and ionic channel gradients can result in cancer treatment strategies and
targeted Nano-delivery of therapeutic drugs. Moreover, their unique
application is resonated also in the fields of Al, synthetic biology and
wearable/biocompatible bioelectronic devices. In the present review,
we have attempted to mirror the importance of understanding the
concepts behind how conduction occurs in small biological material,
their characterization methodology and techniques, followed by state-
of-the-art application in today’s medical device industry. It is expected
that advancement of information on organic bioelectronics will make
them a fundamental element in the future fabrication of sustainable
medical devices and complex quantum computers.
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