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ABSTRACT. The goal of motion tomography is to recover a description of a vec-
tor flow field using measurements along the trajectory of a sensing unit. In this
paper, we develop a predictor corrector algorithm designed to recover vector
flow fields from trajectory data with the use of occupation kernels developed
by Rosenfeld et al. [9, 10]. Specifically, we use the occupation kernels as an
adaptive basis; that is, the trajectories defining our occupation kernels are iter-
atively updated to improve the estimation in the next stage. Initial estimates
are established, then under mild assumptions, such as relatively straight tra-
jectories, convergence is proven using the Contraction Mapping Theorem. We
then compare the developed method with the established method by Chang et
al. [5] by defining a set of error metrics. We found that for simulated data,
where a ground truth is available, our method offers a marked improvement
over [5]. For a real-world example, where ground truth is not available, our
results are similar results to the established method.

1. Introduction. Over the past decade, unmanned aircraft and underwater sys-
tems have evolved significantly and are on the verge of becoming a ubiquitous part
of urban and littoral landscape. To compensate for the lack of access to the global
positioning system (GPS), unmanned underwater vehicles (UUVs) often rely on the
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knowledge of the flow field to improve localization [8]. Similarly, accurate estima-
tion of urban wind fields is widely acknowledged to be a significant challenge for
implementation of traffic control systems (such as [2]) for unmanned air vehicles
(UAVs) [11). While it is possible to model air flow fields and ocean currents us-
ing measurements from on-board sensors, lack of accurate localization (in the case
if UUVs) and vechicle-induced noise (in the case of UAVs, especially multi-rotor
UAVs), creates significant challenges in acquisition and processing of the data gen-
erated by on-board sensors. The aforementioned challenges, along with the payload
reduction associated with removing flow sensors, motivates the development of es-
timation techniques that rely only on the effect of the flow field on the motion of
UAVs and UUVs, and not on direct measurements of the flow velocities.

Motion tomography refers to the reconstruction of a vector field using its ac-
cumulated effects on mobile sensing units as they travel through the field [14, 5].
Motion tomography allows for the use of low cost mobile underwater/air vehicles
as sensors to accumulate sufficient data for estimation of vector fields resulting
from wind and ocean currents. As a result, military applications such as ocean
current mapping for effective navigation of mine countermeasure UUVs in littoral
environments, commercial applications such as wind field mapping for navigation of
small package delivery UAVs, and disaster response applications such as wind field
mapping for the prediction of flame front propagation and smoke spread, stand to
benefit from fast and accurate motion tomography. In this paper we propose an
algorithm for motion tomography based on occupation kernels developed in [9, 10].
We provide a proof of convergence via the contraction mapping theorem.

The developed approach to motion tomography has several advantages over exist-
ing techniques such as [5]. The flow field is approximated here using the occupation
kernels as basis functions for approximation, whereas [5] requires a piecewise con-
stant description of the flow field or a parameterization with respect to Gaussian
RBFs. Moreover, [5] employs a renormalization routine which imposes limitations
on the motion of the mobile sensors. The proposed occupation kernel method avoids
the renormalization and does not add further restrictions on the motion. Finally,
the representation of the flow field with respect to the occupation kernel basis allows
for the application of the approximation abilities of RKHSs, which are exploited in
the convergence analysis.

2. Tools.

Definition 2.1. A reproducing kernel Hilbert space (RKHS), H, over a set X is
a Hilbert space of real valued functions over the set X such that for all z € X the
evaluation functional F,g := g(x) is bounded.

Remark 1. Since the evaluation functional is bounded (hence continuous) over a
reproducing kernel Hilbert space, the Riesz representation theorem guarantees, for
all x € X, the existence of a function K, € H such that (g, K;)g = g(x), where
(,-ypr is the inner product for H [7, Chapter 1]. The function K, is called the
reproducing kernel function at x, and K, (z) = K(z,y) = (Ky, Ks) .

Remark 2. Unless indicated otherwise all inner products are taken to be the
Hilbert space inner product, i.e. {-,-) = {-,-)g. The same is not true for norms, and
differing norms will be indicated by subscripts.

Remark 3. Most of this paper is agnostic to the selection of a kernel. By Moore —
Aronszajn Theorem (cf. [1]) there is a one to one correspondence between symmetric
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positive semi-definite kernels and reproducing kernel Hilbert spaces. Much of the
analysis of the paper and the algorithm will work with any kernel. The two primary

AT
examples used in the experiments are the Gaussian Kernels, K (z,y) = e » lz=yllz

and exponential dot product kernels, K(z,y) = e%, in which ¢ € R is a tunable
hyperparameter often called the “kernel width” in the case of Gaussians. Only for
estimates involving the Gram matrices do we specify to Gaussian kernels, where
many results from scattered data interpolation are leveraged (cf. [13]).

Definition 2.2. Let X C R™ be compact, H be a RKHS of continuous functions
over X, and « : [0,7] — X be a bounded measurable trajectory. The functional
g— fOT g(~(7))dr is bounded, and may be respresented as fOT g(y(r))dr = (9, 1) m,
for some I', € H by the Riesz representation theorem. The function I', is called
the occupation kernel corresponding to v in H.

The value of an inner product against an occupation kernel in a RKHS can be
approximated by leveraging quadrature techniques for integration. The numerical
experiments described below utilize Simpson’s rule when computing inner products
involving occupation kernels and their associated Gram matrices, pivotal in the
analysis contained in Theorem 4.1. We present Theorem 2.3 which shows conver-
gence with Simpson’s Rule. Moreover, the occupation kernels themselves can be
expressed as an integral against the kernel function in a RKHS as demonstrated
in Proposition 1. Theorem 2.3 and Proposition 1 originally appear in [10], but are
reproduced below for completeness.

Proposition 1. Let H be a RKHS over a compact set X consisting of continuous
functions with kernel K(z,y) and let v : [0,T] — X be a continuous trajectory as in
Definition 2.2. The occupation kernel corresponding to~y in H, L'y, may be expressed

as .
z) = / K (., 7(1))dt. (1)

Proof. Note that I'y(z) = (I'y, K(-,2)) g, by the reproducing property of K. Con-
sequently,

T T
0 0
which establishes the result. O

Leveraging Proposition 1, quadrature techniques can be demonstrated to give
not only pointwise convergence but also norm convergence in the RKHS, which is
a strictly stronger result.

Theorem 2.3. Under the hypothesis of Proposition 1, let tg = 0 < t; < t9 <

. <tp =T (with F even and t; evenly spaced), suppose that v is a fourth order
continuously differentiable trajectory and H is composed of fourth order continuously
differentiable functions. Set h to satisfy t; = to + th, and consider

f"y(m)::}i):( (z,7(to)) K(x,v(t2.i-1) +QZK95’Y(t21))+K(I’Y(tF)))~
2)

H'MN

The norm distance is bounded as |[T, — Ty ||% = O(h%).
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Proof. Consider ||T, — [1||% = (T, 00 + (T,T)m — 2(I',,Ty). The term
(I'y,I'y) g is an implementation of the two-dimensional Simpson’s rule (cf. [4])
while (I'y,T') i is the double integral fOT fOT K(v(t),v(r))dtdr. Thus,

(03,0 i = (T, o) i + O(hY).

Similarly, (I, f‘,y> p integrates in one variable while implementing Simpson’s rule
in the other. Consequently,

<Fv’fv>H =Ty, Ty)u + O(h4)'
The conclusion of the theorem follows. O

It should be noted that the above convergence rate is for norm convergence and
point-wise convergence can be demonstrated to be faster [10].

3. Problem Setup and Developed Algorithm. Let r : [0,7] — R? represent a
continuous trajectory for a mobile sensor attempting to travel in a straight line, but
subject to an unknown flow field, F: X ¢ R? — R?, where X is a compact subset
of the plane. Let 7 = s (cos(6) sin(&))T + F(r), for a positive constant s, represent
the true dynamics induced by the flow field. We will assume F : X — R? is locally
Lipschitz in order to assure uniqueness of the solutions [12]. As the flow field is

unknown, the anticipated dynamics are given as 7 = s (cos(8) sin(@))T. After a
mobile sensor has traveled through the flow field over a time period [0,T], during
which there is limited to no knowledge of the mobile sensor’s position, the difference
between the actual location of the mobile sensor, 7(7T'), and the anticipated location,
7(T), is given as

T T
D =r(T)—#T) = /0 (7(t) — 7(t)) dt = /O F(r(t))dt

Hence, D = (F,I';)y and the difference between the final locations of the mobile
sensor describes the integral of the flow field along the trajectory . This integral
provides a type of tomographic sample of F. As the trajectory r is treated as
unknown, an approximation of F' using the sample generated by I', is difficult to
assess directly. This motivates the developed iterative algorithm to determine the
flow field, F', as well as the true trajectories, r. On each iteration, we use the
current approximation to calculate a simulated trajectory. The difference between
the end points of the simulated and the real trajectory is then used to update our
vector-field through solving a matrix equation. Using notation to be established
below: For each i =1,...,s,

T T T
W1,n / FfL" (’Fi’n(t))dt + o+ Wep / Ffsm (’Izi,n(t»dt = Di,n + / Fn(’i:i’n(t))dt.
0 0 0

In this form, we see that the D; , acts as a correction term.

Let {s;}M, and {6;}}, be a collection of speeds and angles used to generate
a collection of anticipated trajectories, i.e. trajectories governed by the dynamics
7 = s; (cos(6;) sin(9i))T. Moreover, let {p;}}£, C R? represent the starting point
of the trajectories.

Significantly, after the initial data collection period, no further experiments are
necessary to approximate the flow field. Specifically, Algorithm 1 only needs to
produce new simulations of the approximate trajectories which ultimately converge
to the true trajectories from the initial experiment.
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Algorithm 1 Iterative Motion Tomography Algorithm

Define N as the number of iterates
Input: Samples r;(T)) i€ {1,...,s}
Set D,70:T7(T)7f170(T) iE {1,,5}
Set FQ =0
for n e {0,...,N} do
for ie{l,...,s} do
Generate, via a numerical method, 7; ,, : [0,1] — X as the unique solution to

. . T =
p=s; (cos(@i) sm(@i)) + Fo.(p), p(0)=np;.
end for
Set Di,n = Ti(T) — ’Fz,n(T) 1€ {1, ey S}
foric{1,...,s} do
Compute {w; n+1}7_; by solving

W1 n+1 Dl,n + <Fm FF1,n>
(<F’7’z‘,n71—‘fj,n>)j:;:1 =
Ws n+1 DM,n + <Fn7 Ffs,n>
end for R
Output Fopqy = >0 win1lr,
end for

4. Convergence of Algorithm. This section is devoted to establishing sufficient
conditions for the above algorithm to converge. The main theoretical crux will be
the contraction mapping theorem. Let X C R? be compact, F : X — R? a Lipschitz
continuous vector field, let {r;}5°, be a countable set of trajectories, r; : [0,T] — X,
satisfying

. . T

p=5; (cos(é‘i) Sln(G‘i)) + F(p), p(0)=p;
for some countable collection of (s;, ;) C Rx [0, 27), and countable set {p;}32, C X.
Let H(X) be a reproducing kernel Hilbert space of R? valued functions.

Theorem 4.1. Let Q C H(X) be the subset of ¢(z) = (dp1(x) o2 (:17))—r with
gi(x) = D5 wh 4T () for i = 1,2, We define A : Q C H(X) — H(X) a
follows: Given, ¢ € Q define 74 to be the solution to

b =s; (cos(6;) sin(6;))" +6(p) p(0) =p;.
Moreover, define D} , :=r3(T) — 7} ,(T) fori=1,2. Then

A(g)i = il ;s ()
j=1
where w;¢ are defined so that A(¢); satisfies

<A(¢)1a Ff'j,¢>H - Dl R + <¢7 75, ¢>H

for i = 1,2. Under the set of assumptions, (1) — (2), listed in following section
there exists a closed finite diameter subspace E C Q such that A|g is a contraction
mapping and thus extends to a contraction mapping on H(X).
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We note that Hilbert spaces have the Lipschitz extension property [3], i.e. a Ba-
nach space E has the Lipschitz (Contraction) extension property if every Lipschitz
map on a subset of E extended to all of E with the same Lipschitz constant. We
will be proving that the mapping described above is a contraction in some ball of
diameter less than one containing the solution and applying a version of Contrac-
tion Mapping Theorem (cf. [6]) to prove convergence. Furthermore, we will also
be suppressing the index ¢ = 1,2 and the use of operator valued kernels to facili-
tate the simplicity of presentation, and it should be noted that the proof extends
to any finite dimension. The operator valued kernels being used are of the form

K(z,y) = diag(K(z,y))-

Theorem 4.2 (Contraction Mapping Theorem). Let X be a complete metric space
and let Sy be a closed subset of X of finite diameter. Let P : Sy — Sy be a
contraction mapping. Then the sequence of iterates {x} produced by successive
iterations xi+1 = P(x) converges to x = P(x), the unique fized point of P in Sy
for any xg in Sy.

Remark 4. The contraction mapping theorem guarantees convergence in the met-
ric. As the metric space is a reproducing kernel Hilbert space the metric is given
as a norm difference. Hence, the convergence is in terms of the norm, which for
reproducing kernel Hilbert spaces also gives point-wise convergence.

To prove Theorem 4.1 we establish several propositions that give inequalities
relating norms to the norms of the flow fields.

Proposition 2. Let H(X) be the reproducing kernel Hilbert space described above.
For ¢,¢ € H(X), ifry and ry are the unique solutions to the initial value problems

p=s(cos(0) sin(0))" +(p), p0)=p

p = s (cos(h) sin(9))T +¢(p), p0)=peX
respectively, then
ro(t) —ry(t)| < Mll¢ — |l
for some constant M.

Proof. We have that

7 = Ty = [d(re(t)) = Y(ry ()| <[B(re () — ¢(ru ()] + |9(ry (8)) — P(ry(1))]
< Volloo - Ire(t) — 14 (B)]

116 = &l /K (ry(t),ry (1))

by an application of mean value theorem. Note that || - || denotes the sup-norm.
It follows that,

76 (t) = rp ()] < exp(IVolloc)lrs(0) = ry (0) + |6 = ¢l - M = || — Pla - M

for M = max, K (x,z) which exists by compactness of the region. O

The proof of the following proposition can be found in [10], but is presented here
for clarity.

Proposition 3. Suppose H is a RKHS over a set X consisting of continuous
functions and let v1(t) and y2(t) be two trajectories with homotopy {vw,(t)}. The
map w — I', is continuous.
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Proof. As [0,T] x [0,1] is compact, the map (t,w) — 7, (t) is uniformly continu-
ous. That is for every € > 0 there exists a 6 > 0 such that whenever ||(t1,w1) —
(to, wa)ll2 < 8, ||V, (t1) — Yuws (t2)]|2 < €. Moreover, as K (-, ) is continuous, and the
image of v,,(t) is compact, the map (w1, ¢, w2, 7) = K (Y, (t), Yw, (7)) is uniformly
continuous.
Fix € > 0 and select § > 0 such that
5

|K(’yw1 (t),%;l (T)) — K("yw2 (t),'ywl (7—))‘ < ﬁ and
[ (s (8): Y (7)) = K O (87, ()] < 575

whenever |w; — we| < 4. Select wy,wsy such that |w; — we| < J, then

Hl—‘wl - szH%{ = <Pw1>rw1> + <Fw27rw2> - 2<Fw17rw2> (3)

T T

= /O /(; (K(’Yun (t)a Yw: (T)) — K(’ywz (t)7 Yooy (T))dth
T T

+ /0 /O K(’ywz (t)a VYwo (7_)) - K(’sz (t), Yw, (T)))dtd’]‘,

Note that Equation (3) is positive and bounded by € by construction. Hence, the
map w — I'y, is continuous. O

Corollary 1. Following the notational convention defined in Proposition 3, if
ro(t) = ro(t)] < M|l¢ = ¢l for some M then Ty, =Ty lln < VT |6 — 93

for some constant C independent of T

Proof.
||F7“¢ - FT’w ||%—I = <F7“¢7 FT¢> + <FT¢7FT¢> - 2<FT¢7FT¢> (4)
T T
= [ [ Katt)melr) = Klrgte)molr)) dtar
T T
[ [ Keta) o) = K0, rotr) dedr
T T
<[ [ 090,600 o) = ot atar
T T
< [ [ U900 - o) = ot dar
< CT?||¢ = ¢llm
The last two inequalities are due to an application of mean value theorem and
proposition 2. ]

In order to talk about the stability of the interpolation process we define the
following:

Definition 4.3. The trajectory separation distance is given by

1 .
gx,r =5 min 17 () — v (7)ll2
t,7€[0,T]

This is the maximum radius such that all “tubes” centered on the trajectories are
disjoint.
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The next theorem will be a trajectory variant of a theorem found in Wendland
[13]. In Wendland, a bound for the minimum eigenvalue is obtained by expressing
the kernel function ®(z — y) in terms of its Fourier transform and comparing with
an intermediate radial functions ¥, based on characteristic functions for balls of
radius M. This comparison is given in terms of the separation distance between
centers. By defining the trajectory separation distance as above the inequalities
found in Wendland remain valid since the points in the image of each trajectory are
separated by at least gx 7.

In the following theorem let Gt be the Occupation kernel Grammian, i.e. for a
set of trajectories, r; : [0,T] — R?, with 1 <i < N

T T
Gr = (<FTJ’FTk>);\7,k:1 :/0 /0 (K(rj(t)’rk(T)));\,[kzl dtdr.

We also need the following definition found in [13]:

Definition 4.4. We say a function f is slowly increasing if there exists a constant
m € Ny such that f(z) = O(||z||5") for ||z||2 — oc.

Remark 5. Essentially a function is “slowly increasing” if it is polynomially bounded
for large 2. As Gaussians decay to zero as ||z]l2 — oo, Gaussians are bounded by a
constant and fall under this category.

Theorem 4.5. With ®(||z — yll2) = K(z,y) = exp(—ullz — y||3) the minimal
etgenvalue of the Occupation kernel Grammian is bounded by

Cy exp(=MZ /(g r10)) T
~2u %

with My =12/ and Cy = 2.

Amin(Gr)

Proof. Let ® : R? — C be any radial, continuous, and slowly increasing func-
tion possessing a non-negative generalized Fourier transform linearity, for a =
(ah ey aS)T’ given,

aTch(r)a — Z ajap®(r;(t) —re()) = /d Z ajakein(Tj(t)—Tk(t))qA)(w) dw
Jk=1 RE j k=1

by linearity an application of Fubini we have,

T T
a'Gra = / / o' Geyadtdr (5)
o Jo
T T s . T A
o Jo Jre T
2

s T
:/]Rd Zaj/o e i) g P (w) dw
B

where (5) is valid whenever ® : R? — C is a continuous and slowly increasing
function possessing a non-negative generalized Fourier transform. Define,

o(M2)T (4 +1 _
Y, () = 2d/§2 ) |2 djg/z(M2H$||2)
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where J, is the Bessel function of the first kind and

Ms) = inf  dw).
wo(My) = o s, (w)

In Wendland [13] it is established that for a collection of points x;, i =1,...s,

/ Z a Oékew T(zj— mk)¢M dw_ Z a]akwMz )

7,k=1 k=1
> |3 Y, (0) — max. Z [as, (25 — p))|

and that for the given value of Ms,

S

Thus, for the stated value of My we have that,

> ooty — ) > fal3 220

7,k=1

(6)

Now, the key insight is that the establishment of (6) is unaffected by letting z; =
rj(t),xx = ri(7) for t,7 € [0,T] by replacing the standard separation distance ¢x
with ¢x r and that this holds over [0, 7.

Our auxiliary function v M2 is designed so that ¢y, (w) < (w), giving us

/Za]/ w0 gt P(w dw>/ Za]/ w0 gt o, (w) dw
Jj=1 Jj=1

By combining equations, (5), (5), (6), and (7) we get

TGFa—/ / o' Gy r)adth—/ / Z ajape’” (0 (M) P (w) dw
Rd

// ||21/’M2 dt dr.

Finally,
_aTGra _ Cyexp(=M5 /(4% rp)T?
)\min(GF) = inf D) > D)
el 2p dx T
with My = 12f and Cy = 1—622 and using the bounds for 13,(0) established in
[13]. O

As a corollary to the above analysis we show that the condition number of the
interpolation matrices is at least as good as the standard Gaussian kernels.

Corollary 2. If

Gr = (T, o)) o, / / ro(r)say dtdr,

then
Amax (G) < sT2®(0)
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where ®(||z; — z;]l2) = K(x;,x;).
Proof. By a standard application of Gershgorin’s circle theorem on eigenvalues,
T T
Masx(Gr) < s masc[0(r; (1) — ri(r)| < s/ / B(0)| dt dr = sT|(0)|
i,j=1,...s 0 0

where the above is due to the properties of positive semi-definite functions. O

Since the condition number of an interpolation matrix A is given by the ratio
of the maximum and minimum eigenvalues, the presence of the 72 in the above
inequality nullifies the 1/72 appearing in estimate for the minimal eigenvalue. In

essence, this shows that we can take the minimal distance between trajectories as
a measurement of how good our approximations will be.

4.1. Main Inequalities. Following the notion established in statement of Theorem
4.1 consider the following,

JA4@) = AWl = | S 05085, ) = Y050, , (2

H

S
oA |wje —wipl|Ts e (8)

Jj=1

S
< Z |UA’J"¢>|||F?J',¢ =Ly,
j=1

To proceed forward, we will need to establish control on terms above in as a function
of ||¢ — ¢ m. Note by definition (wy,g--- @S,qs)T satisfies

(Co o Tin ) o T o Do)\ [ Dyg+ (0T )
: ; = z G
T o Trneg) 0 Trans Dinrg) /) \Wso Dsg+ (L5, ,)
For notational convenience, given a ¢ € H(X) let
(oo Din ) oo T Do)
Gy = ; :
Toy oo Tosg) oo T iTay )
Now
wi,g Wiy Dyg — D1y + (0,15, ) — (0, T, )
- < ||G;1||0p
We, ¢ Wsp) |, Dsg — Dsy + (0,5, ) — (0,7, ) ) |l
10
Dyy+ (W, T5, )
+1G," = Gy lop : ; (11)
Dy + (0, Tr, 0 ) |y
where || - |lop denotes the operator norm induced by the 2-norm. A portion of the

proof for Theorem 4.1 will be on establishing suitable control over of the norms in
(10), and (11). Before proceeding, we will need the following lemma.
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Lemma 4.6. Given a ¢,¢ € H(X), then
2 1/2
1Go = Gpllop < ST ¢ =¥y
for a constant S < s and independent of T

Proof. Similar to the analysis in corollary 2

AmaX(G¢ - Gw) < s max |<Ff’i,¢ - Ffi,wvrf“j,d; - Ffj,w>

i,j=1,...
< Smglla’?is T = Loyl - IT5; = Tay e
< sCT?||¢ — || mr-
Hence, by an application of corollary 1 we have
Amax(Go = Gy) < sCT?|¢ — .
Letting S = sC completes our proof. O

Analysis of the upper bounds: Given that by definition
1Djp = Djwl = 7,6(T) = 74 (T)| < M - | — ||
by Proposition 2 and
|<¢7Ff‘j,¢> - <¢7 Ffj,zp>| < ”(bHHHFf'M) - Ffj,w HH + H¢ - wHH ’ HFf‘jw ||H
Note that,

D1,¢ - Dlﬂ/) + <¢’7 Ff1,¢> - W,Fh,ﬂ

2

s

: < Zley¢_Dij‘2+|<¢7 F'fj,¢>_<w7rf‘j,w>‘2'
Ds,¢ — Ds,p + <¢7 Ff's,ap) - <1/)7 F';'s‘qj)> 2 =t

Hence,
D1,¢_D1JP+<¢,F7Z1,¢> - <¢»Ff1,¢> s
< Z |Dj7¢ - D]ﬂl" + |<¢5F72j‘¢> - <wal—‘?ﬁj,¢>‘
Ds,¢ — Ds,p + <¢7 Ffs,¢> - <1/)7F';‘s.1/1> 2 =1

since for positive quanities z;, \/>_, x7 < >, |z;].
From inequality (10)

D11¢ - Dlﬂ// + <¢7 Ff’l,¢> - <warf1,w>

1G5 lop :
Do — Doy + (0, Ts, ) — (0, T5.,) ) |,
< 2p 9x. 1.0 _
= Coexp(=M3/(a% 7 41))T?
5 [Mllcb — Plla + 161 aVET ¢ — v + max [T |z |6 — e |, (12)

by an application of Corollary 1 and Theorem 4.5. Here we have used gx 1,4 to
denote the separation distance for the ¢-related trajectories.
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Turning our attention to inequality (11),

Dy + <¢,Ffl,w>
1G5 =Gy lop :
Dy + (0, Ta, 0 ) |y
D1y + (W, T, )
<NIGollop 1Gs = Gullopll Gy liay - ;
Dsyp + (05, 00 ) |,
<ﬁ qg(,T,qbqg(,T,d) .
= CF exp(=((M3/qx 7 41) + (M3 /a% 1,p10)) T
Diy+ . T5 )
sCT?||¢p — ¢l : : (13)
Dy + (0, Tr, 0 ) |y

Sufficient conditions for convergence: In order to prove convergence of our
algorithm we will make some assumptions. Let 1 > ¢ > 0, we will first assume that
our iterative procedure starts reasonably close to the true solution F. In terms of
the above, we are going to make the assumption that for both ¢ and ¢ we have
lo—Fllm <e/2, |l —F|lg <e/2and ||¢p—| g <e < 1. This in turn gives us that
|Dj sl,|Djp| < Me. We will also make an assumption on our underlying vector
field. We are going to assume that the vector field F' has at-least the smoothness
conditions stated in section 3 and is not overly powerful in comparison to the mobile
sensor engines. In terms of the above, given the differential equation

p=s; (cos(6;) sin(8;)) +F(p) p(0)=p;

with solution rr(t), we will assume ||, — Tv|lg < & where T(¢) is the straight
line solution to the differential equation above without the F-term, and that |y ||
is bounded by some constant independent of T. The latter assumption is not un-
reasonable, as ||I'y|| would be bounded by the norm of an occupation kernel for the
straight line trajectory spanning the diameter of our feature space. With these as-
sumptions, we have || 4|/ &, |T'j¢|lag < ||[Tr| & + €. Moreover, by Cauchy Schwarz

on [(¢,Ts, )| we have H (D17¢ + (&, Ts, ), -+, Dsy + (0, prs})—r’ ) is bounded by

some constant L. This above discussion culminates in the following assumptions
and lemma.

Assumptions 1. Let F' be the true vector field. We make the following assump-
tions:

1) The functions ¢ and v as they appear in the above sections satisfy ||¢ — F||g <
g/2 and ||t — F|| g < e/2 for some 1 > >0

2) If rp(t) is a trajectory given by the true vector field F, then ||, —I'v| < ¢
where T'y is the occupation kernel for the straight line trajectory Y(t) starting
at the same point as rp(t).

3) For all straight line trajectories, Y(t), the norm ||I'y|| is bounded by some con-
stant independent of T.
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Lemma 4.7. With the above assumptions,
w16 D1+ (8,14, )
< 1G5 lop : <L
Uf]s#ﬁ 9 D87¢' + <¢7 Ff's,qs> 9
where L is independent of T

2
2u Ix.1.6
Co exp(—M3 /(g% 1.411))T?

Assumptions 2. Our final assumption is that

Ty, =Ty ller < CTllp — 9|

for some constant C' independent of T'.

This is an assumption on the regularity on the solutions to the differential equa-
tions stated in terms of the occupation kernels. While more work is needed, we
postulate that this condition could be stated in terms of Frechet differentiability.

Proof of Theorem 4.1:

Proof. Consider,

IA(®) — AWl = ||>_ 16T, , (2) warw
i=1 i=1

H

S
<> lwjellTs, , = Ta,, lla + Z [Wj.p — Wyl , |

— =
By our assumptions and Lemma 4.7 we have that the first term is proportional to
2|l¢ — ¥||mr. By inequalities (10), (11) and a reevaluation of our estimates (12) and
(13) given the assumptions, the second term in the above is also proportional to
% ll¢ — || . Thus for a suitable T it is a contraction mapping and by Contraction
Mapping Theorem convergence of Algorithm 1 is established. O

Remark 6. The inequalities above are also dependent on the number of trajectories
and the path separation distance. Specifically, inspection of the above inequalities
shows that they are propositional to sqg(yT. However, the main point of the theorem
is that assuming those quantities are fixed and/or bounded then if enough data are
collected, i.e. for a sufficient amount of time the algorithm is guaranteed to converge.
It should be noted that this is a sufficient condition and other conditions may exist
in which the algorithm converges.

Remark 7. By default, occupation kernels are universal if the kernels of the RKHS
are universal. If (t) =y for all t € [0,7] we note that I'(z) = TK(z,y). Hence,
the set of occupation kernels contains the set of kernels.

5. Numerical Experiments. In Experiment 1, we generated a flow field F(x)
using a linear combination of Gaussian kernels and generated a set of random points
and angles to serve as our anticipated dynamics using unit speed. The flow field is

given by
_1/fi(z)
F(CE) - S (fg(ﬁﬁ)) ) (14)
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where
sr=seno (-2l [2][)) 2o (-]~ [2]])
+2wp<—x—[g32>—5“P<” x‘f§}2>’
and
fa(x) = 3exp ( T — Ba 2) +exp ( v [ig} 2)

son (sl [F]|) oo (|- [3]

The results of Experiment 1 are summarized in Figure 1.
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(A) True vector field and trajectories. (B) Results of Experiment 1.

FicUure 1. Algorithm 1, used for estimation of the vector field in
(14). The true trajectories are calculated via RK4 over the time
frame [0,1]. Using Gaussian RBFs with a kernel width of 1, we
performed 10 iterations of Algorithm 1.

For Experiment 2, summarized in Figures 2a,2b,2c, and 2d, we used the Glider-
palooza 2013 data first presented in [5]. The data were for 31 sequential trajectory
segments and contained the initial positions, the true final positions, dead-reckoned
final positions, speeds, and dead-reckoning times. For the experiments, the authors
of [5] used averaged speeds and an average dead-reckoning time of 3.5 hours.

Algorithm 1 is designed to work on multiple trajectories necessitating some prior
calculations. The data were scaled by a factor of 107%, then the provided initial
positions and dead-reckoned final positions were used to calculate the initial direc-
tions along with calculated speeds using their averaged dead-reckoning time of 3.5
hours. The sequential trajectory data were broken in to 31 separate trajectories.
Using exponential kernels, we performed 5, 10, and 20 iterations of Algorithm 1
using a kernel width of p = 1/170 for the 5 iteration run and a kernel width of
w=1/10,000 for the 10 and 20 iteration runs. The kernel widths for each of these
runs were selected to produce well conditioned Gram matrices.
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(B) Approximated field and trajectories after

A) Initial trajectories. . .
(A) Initial trajectories 5 iterations.

(c) Approximate field and trajectories with (D) Approximate field and trajectories with
10 iterations 20 iterations

F1cURE 2. Calculated initial trajectories and output of Algorithm
1 for 5, 10, and 20 iterations on Gliderpalooza data.

6. Discussion. This approach to motion tomography has several advantages over
that of [5]. In the context of this aim, the flow field is approximated using the
occupation kernels as basis functions for approximation, whereas [5] requires a piece-
wise constant description of the flow field or a parameterization with respect to
Gaussian RBFs. Moreover, [5] renormalizes the integral by multiplying and dividing
by ||7(t)||2 to artificially convert the integrals to line integrals. The renormalization
may ultimately produce divide by zero errors that lead to stronger assumptions on
the dynamical systems. The occupation kernel method avoids the renormalization
and does not add further restrictions on the dynamics. Finally, the representation of
the flow field with respect to the occupation kernel basis allows for the application
of the approximation powers of RKHSs. It should also be noted that although
the applications of this technique apply mainly to R? valued functions, there is
no inherent reason to limit to R2. That is, this technique extends to R? valued
functions.

Figure 3 compares the output of Algorithm 1 with the method in [5] for estimation
of the flow field in Experiment 1. Figures 3a, 3b are the plots of the difference
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FIGURE 3. A comparison of Algorithm 1 and the method of [5] for
estimation of the vector field in (14).

between the true vector field and the approximated vector fields for both methods.

Due to its structure for spatial representation of the flow-field, the method in [5]
leads to poor performance for the region where sufficient trajectory information is
not available. Quantitatively, given a sample of vectors {V (z1,y1),...,V(Zn,yn)}
and {W(z1,y1), ..., W(Zn,yn)} from two vector fields V(z,y) and W (z,y), we can
define the max error (relative to V') as

Max Error = max{[[V (zi, y;) = W(xs, yi) I/IIV (i, yi) [} (15)
and the mean error (relative to V') as
Mean Error = Mean{ ||V (x;, ;) — W (s, y) ||/ IV (zi, yi) || }- (16)

Let V(z,y) represent the true vector field and let W(x,y) denote the estimated
vector field. Given the samples shown above, the max and mean errors for both
methods are summarized in Table 1.

Method in [5] Algorithm 1
Max Error 1.1849 0.25321

Mean Error 0.51549 0.025642

TABLE 1. Algorithm 1, along with the technique in [5] are used
to estimate the vector field in (14). The table shows the maxi-
mum and the average estimation error, as defined in (15) and (16),
respectively, for the two methods.

Figure 4 shows the the Mean Error as a function of the number of iterations
for three different vector fields. The first vector field is the one used in the first
experiment, the second is a linear vector field (fi(z) = x2, fo(x) = —0.2z1) that
corresponds to a flow that spirals inwards towards the origin, and the third is a
constant vector field (fi(x) = 0.2, fo(x) = 0.1). None of the three vector fields are
in the span of the occupation kernels. The results in Figure 4 demonstrate that the
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FIGURE 4. To demonstrate universality of the occupation kernel
basis, Algorithm 1 is used to estimate three different flow fields.
The flow field in (14) (Flow field 1), a linear flow field (Flow field 2),
and a constant flow field (Flow field 3). The plot shows the average
estimation error, as defined in 16, plotted against the number of
iterates of Algorithm 1 for the three flow fields.
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FIGURE 5. Simultaneous plots for estimation of the unknown flow
field in the Gliderpalooza experiment using Algorithm 1 (green
arrows) and the method of [5] (blue arrows).

developed algorithm can estimate a variety of flow fields, not necessarily in the span
of the occupation kernels. In the absence of ground truth in Experiment 2 we show
a simultaneous plot of approximated fields from both Algorithm 1 and the method
in [5] in Figure 5. For the set of samples depicted in Figure 5, we calculated the
maximum norm difference, the mean norm difference, and the variance of the norm
differences between the two fields. The results of this comparison are summarized

in Table 2.
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(1]
2]

(3]

[4]
(5]

(10]
(11]
(12]

[13]
14]

RUSSO, KAMALAPURKAR, CHANG, ROSENFELD

max norm difference | 0.14877
mean norm difference | 0.0088628

variance 0.0001869

TABLE 2. Norm difference statistics between estimates of the Glid-
erpalooza flow field, approximated using Algorithm 1 and the
method in [5].
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