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1. Introduction

Online product reviews have a huge impact on purchase decisions and hence the revenue of manufacturers and sellers.
Consequently, their random structure has been extensively studied in the fields of marketing and operations research. We
cannot attempt a comprehensive review in this note that is dedicated to the study of limit problems of probability that
naturally arise in this setting. We develop limit results that account for the fact that many, or even most, purchasers may
not leave a review. The question we seek to answer, is how the reported average ratings are affected by this consumer
behavior.

Before formulating the framework we consider and our results, we refer the reader seeking more background to Linden
et al. (2003) who study recommendation algorithms for online sellers, McAuley and Leskovec (2013) who propose a
statistical model that combines numeric rating and review text, Subbian et al. (2016) who propose recommendations and
ratings prediction algorithms and Besbes and Scarsini (2018) who formulate a model accounting for a limited feedback
from purchasers and study how average ratings impact purchase decisions. These are just a few examples of contributions
in the fields of market and operations research. Our objective is to add a different dimension to such research by
establishing relevant limit theorems.

The setting of this paper is as follows. Consider Uy, . .., U, to be a sequence of independent Bernoulli random variables;
U; = 1 means that the ith customer leaves a review and U; = 0 means the ith customer does not leave a review. If U; = 1,
the customer’s rating, X;, is observed. The iid assumption means that customers do not interact with each other to decide
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whether to leave a review or not, which is a reasonable assumption for online purchases. The average rating after n
purchases is

W, _ XiUi + XU + - + Xq Uy
" Ur+Up+--+U,

In practical scenarios, n can be of the order of thousands or millions, so an asymptotic theory as n — oo is suitable. In most
rating systems, X; is identically distributed on {1, 2, ..., K}. If the ratings do not change over time and P(X; = k) = r,
then the “true” rating is R = EX; = Z',f:1 kr,. We want to understand the convergence of the available, “incomplete”
average W, to R in situations when the ratings change over time. In our theory, we do not assume that the range of the
X; is {1, 2, ..., K}, we formulate general assumptions.

Ratios of random variables have been studied over several decades. Useful results have been obtained by Marsaglia
(1965) who addressed several problems related to the ratio of two normal and two uniform random variables. Hinkley
(1969) computed the exact distribution of the ratio of two correlated normal random variables and compared it with
an approximation. For other results on the product and ratio of variables, we refer to Lomnicki (1967), Bohrnstedt and
Marwell (1978) and Tang and Gupta (1984), and references therein. Most closely related to our work are the results
of Novak and Utev (1990) who studied the asymptotic of the first two moments of the ratio

_ht&ht - +h
Mmoot
We now state their main result.

(1.1)

Z, (1.2)

Theorem 1.1. Let {&;, n;,i > 1} be a pairs of i.i.d. random variables such that P(n; > 0) = 1 and 0 < E(n;) < oo. Further,
let a = E(&1), b = E(m), & = & — ni(a/b), and consider Z, defined by (1.2).
In order to prove E(Z,) — a/b, it is necessary and sufficient to show that for some m > 1

E(1&:1/(m +m2 + -+ + 1m)) < 00. (1.3)
If (1.3) holds and E(|&1n?) + E(n%) < oo, then as n — oo,

|E(Zn) — a/b +n™'b=*E(&m)| < O(n™*);
and if E(EX(1 +n1) + E2(n1 + M2 + -+ + m) %) < oo, then as n — oo

|E(Zu — a/bf = n™'bE(ED)] < O(n 7).

Assuming that the central limit theorem holds, Novak (1997) and Novak (2000) established Berry-Esseen type
inequalities. In this paper, we establish conditions for the SLLN and the CLT to hold for the ratio W, in (1.1). In our
setting, the assumption that the &; and the »; have the same distribution is violated. We study the behavior of the average
rating under the assumption that the actual ratings may exhibit a general, nonlinear trend. We also allow the probability
of submitting a rating to change over time. In Section 2, we state our main results whose proofs are given in Section 3.

2. Main results

Recall that the X; in (1.1) represent ratings. The following assumption is designed to accommodate ratings that may
evolve over time.
Assumption 2.1. The X; have the form
Xi =g(i)+Yi,

where the Y; are i.i.d. random variables with mean zero and |Y;| < M, a.s., and g is a bounded function. The U,, n > 1,
are independent Bernoulli random variables with P(U; = 1) = p > 0. The sequences {Y;} and {U;} are independent.

Note that the expected rating of the ith customer is EX; = g(i). The true average rating is then g, = n~! Z?:l g(i).
The question we seek to answer is under what assumptions the recorded average rating W, given by (1.1) is a good
approximation to the unobservable g,. Our first result states that the distance between W, and g, converges to zero
with probability 1. In particular, if g, has a limit, then W, converges a.s. to this limit. We note that the probability p of
submitting a rating can be arbitrarily small.

Theorem 2.1. Under Assumption 2.1,

1< .
wn—gﬁgm
i=

with probability 1.

—0
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We next state the corresponding CLT. Recall a sequence a(n) is Cesaro summable if lim,_, o, n™! Zl , a(i) exists.

Theorem 2.2. If Assumption 2.1 holds and the sequence g2(n) is Cesaro summable, then
1 — 1-p)d1+ @
ﬁ(wn— Zg(i)) S (o, BP0 21)
n & p

where @, = 11m,Hoo S g2(i) and &, = EYZ.

The following corollary to Theorems 2.1 and 2.2 applies to the scenario when the ratings do not change over time.

Corollary 2.1. Ifg(i) = u, for all i > 1, then lim,_, oW, = i, and
(1—pu* + Eyf)
— )

We now consider an example when the ratings decline to zero. It illustrates what insights can be gained from
Theorems 2.1 and 2.2.

Jﬁ(wn—u)$N(o,

Example 2.1. Suppose for constants C > 0, a > 0,
gi)y=a",i>1

Then 1 Zl 1 8(i) = 0 and, by Theorem 2.1, W, %3 0. Regarding the CLT, 1 . YL, g%(i)— 0, forany o« > 0,50 ®; =0 and
by Theorem 2. 2,

d 1
Jiw, 5 N (o, BEY12> ,

provided n~1/2 21—1 g(i) — 0. We see that if the true ratings tend to zero sufficiently fast, « > 1/2, then the asymptotic
distribution of the observed average ratings is the same as if the true ratings were all equal to zero. Clearly, the zero
rating can be replaced by any fixed value in the above argument.

We now consider the case when customers leave reviews with a non-constant probability. Theorems 2.3 and 2.4
generalize Theorems 2.1 and 2.2, respectively. It is however useful to first prove the theorems with p; = p to see the
central idea of the proof clearly.

Theorem 2.3. Suppose P(U; = 1) = p; > 0 in Assumption 2.1. Then

> glp;
ZI 1p1

with probability 1.

W, —

o0

Theorem 2.4. Suppose P(U; = 1) = p; > 0 in Assumption 2.1 and the limits

_l n
. _ 2 . i
= lim Zpl —p)g?), & —E(Y1)nan;oEZp, >0
i=1
exist. Then
2}1—1 pj > glipi\ d
— w, — == S N(O, €1 + £5). (2.2)
vn ! 2}1:1 pj

Theorem 2.4 provides, for example, the following insight. If the ratings are constant, g(i) = u, then W, — u is of
the order /n/ Z" 1 pj. For the true rating u to be recovered from incomplete observations, the average sampling rate

n-! Z i_1 pj must be much greater that n~1/2, In particular, if the pj decay like a power function, p; ~ j~, for some « > 0,
the K cannot be too large. The precise requirement is k < 1/2.

3. Proofs of the results of Section 2

For ease of reference, we begin by listing several known results. The first two are the Khintchine-Kolmogorov
convergence theorem and Lindeberg’s CLT, see e.g. Kallenberg (1997).

Theorem 3. 1 Let {Zin,n = 1,1 < i < n} be a sequence of independent random variables with zero mean. If

lim;_, o Z, 1E m < 0o, then Z 1Zi,n converges almost surely.

3
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Theorem 3.2. Let{Z,,n>1,1<i<n} be a sequence of mdependent random varlables with mean zero and finite variance.
Consider T, = 1 3™ 1Z,nands =131 V(Zin) If1. 52 — 5%, 2. forevery e > 0, 2 31 E[Z21(|Zin] > €5/n)] — O, then

Ty = = Y0 Zi 5 N(O, 52).

We will also use the Kronecker lemma, see e.g. Rohatgi and Saleh (2015).

Lemma 3.1. If Z?;] X, converges to a finite limit and {b,} is an increasing sequence diverging to infinity, then b;l ZZ=1
kak — 0.

Proof of Theorem 2.1. Set

EXU) g(i)
Zin = XiU; — 0 U= XU — =) U (3.1)
SR & >
Observe that EZ; , = 0 and for a constant By,
2 U
\Zinl < IXillUi| + Ig(0)] % <B; as.

Set I}, = i~'Z; . The sequence {I7},} is also a bounded sequence of mean zero random variables satisfying

n n
1
: 2y _1; _ —
fim YR = im 3 gz <K Y <o
1= 1=

where K is a constant. By Theorem 3.1, the series Zi:] I, converges almost surely. Using the Kronecker lemma, given
as Lemma 3.1, we get

12" ; 12“ - (3.2)
— in = — inp— U :
n i=1 " n i=1 "

Next, observe that

L > it XiUi — 21 180255, U % Y Zin
Wi — EZg(l)z Z U - lz" U’
i=1 j=1Yi 7 22i=1Uj

1 s .
Since, by the SLLN, YU =S p,(32) gives

_l n
W, — + .
28— 0
i=1
with probability 1. This completes the proof.
Proof of Theorem 2.2. Consider the sequence {Z;,,n > 1,1 < i < n} defined in (3.1). We begin by verifying the

assumptions of Theorem 3.2. We have verified that |Z;,| < By a.s., where By is a constant, so V(Z;,) is finite. Consider
next the decomposition

2

ZIH_X2U2+g ZUJ — 2g(X;U; ZUJ

that gives
2

1 , 1
E(z%,) = EIX?U?) + g*()E EZU]- —2g()E | X;U; EZUJ

Observe that

1 o 1
- YU = —mp(1—p)+n°p*] - p*
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and
1o 1 5 ,
E|XUi |~ Zuj = _EX;  EU7 + ZEU,-EUj — pg(i).
= J#i
Therefore, using X; = g(i) + Y;, for each i,
E(Z?,) — PEX? + p*g’(i) — 2p°g°(i) = p(1 — p)g*(i) + pEY?.

It follows that, in the notation of Theorem 3.2,
ZE )= p(1 — p)®; + pP, =: 52 (3.3)
Since |Z; 5| < B1, the Lindeberg condition is also satisfied. Using Theorem 3.2, we thus conclude that

n
_ d
n'2> " Zin > N(O, p(1—p)®1 + py).
i=1
Observing that

LoXU 1T~
_1/222”1_ <ZZ_" ZI»I_E g(l))
1Y ;
we obtain

pf<W —fZg )—>N0p(l—p)®1+p¢z),

completing the proof.

In the remaining two proofs, we use the fact that by the SLLN,
DITREL

Proof of Theorem 2.3. The proof follows by setting

n

E(X;U;)
Zin = XiU; — i U;. 34
in iYi ZJ 1E Uj Z i = Ui ZJ P Z ( )

j=1

and using similar steps as in the proof of Theorem 2.1.

Proof of Theorem 2.4. Let {Z;,,n > 1,1 < i < n} be the sequence random variables defined in (3.4). The idea of the
proof is similar to the proof of Theorem 2.2 with a few technical differences. Observe that

2

n n
Z, =X A, [ D U] —24XU [ DU |, A=
c o

g(pi
Z;:l bj
This gives
2
n
E(Z%,) = E(X?U?) + A? E Z U | —24E {xU: [ Dy

=1

Using X; = g(i) + Y;, for each i, we get E(X?U?) = pi{g*(i) + E(Y1)?}. Observe that

2
n n n
E(Du| =2 n-m+|2n
j=1 j=1 j=1

2

and

n
EAXU | D Ui | ¢ =pigl)+pig)) by
=1

J#i
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Some algebraic calculations give

E(Z,) = pig’() + pE(YV1)’ + A7, Y pi(1— py) — pig(i) + o(1).
j=1

w5 =o(s)
%Z};pj n)

Setting G, = sup;>4 g2(i), observe that

. g2ip? < G
i 2
ALY p(l—p)=——"=>"p(1—p) < s =
j=1 p)" = j=1Di

(Zj:l

S|=

This gives

_l n
2= - D EZ) > b+ =5
i=1

Since |Z; ,| < By, the Lindeberg condition is also satisfied. Using Theorem 3.2, we conclude that

n
n"V2N "7, 5 N, 6 + L),
i=1

Similarly as in the proof of Theorem 2.4, it follows that

n n .
. Di n Do
2 j=1Pj W, _ 2 21 8OP) o 640,

Vvn 2P

completing the proof.
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