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Abstract

We consider the interaction between an incompressible, viscous fluid modeled by the dynamic

Stokes equation and a multilayered poroelastic structure which consists of a thin, linear, poroelastic

plate layer (in direct contact with the free Stokes flow) and a thick Biot layer. The fluid flow and

the elastodynamics of the multilayered poroelastic structure are fully coupled across a fixed inter-

face through physical coupling conditions (including the Beavers-Joseph-Saffman condition), which

present mathematical challenges related to the regularity of associated velocity traces. We prove ex-

istence of weak solutions to this fluid-structure interaction problem with either (i) a linear, dynamic

Biot model, or (ii) a nonlinear quasi-static Biot component, where the permeability is a nonlinear

function of the fluid content (as motivated by biological applications). The proof is based on con-

structing approximate solutions through Rothe’s method, and using energy methods and a version

of Aubin-Lions compactness lemma (in the nonlinear case) to recover the weak solution as the limit

of approximate subsequences. We also provide uniqueness criteria and show that constructed weak

solutions are indeed strong solutions to the coupled problem if one assumes additional regularity.

1 Introduction and Literature Review

Poroelasticity refers to fluid flow, as described by Darcy’s law, within deformable, porous media.

Historically, studies of the fluid flow through porous media were motivated by applications in geo-

sciences, see e.g. [27]. The classic partial differential equation (PDE) model for such flows, based on

consolidation theory, was originally introduced by Biot [10–12] and predicated upon phenomenologi-

cal modeling. An alternative approach considers the fluid-structure interaction system at the level of

the pores, with a derivation of an effective model based on homogenization techniques, see [3,30,39]

and the references therein. Derivation of poroelastic models based on a continuum mechanics ap-

proach can be found in the monograph of Coussy [25]. Recently, Mikelić et al. presented a mathe-

matically rigorous derivation of lower dimensional poroelastic models, such as poroelastic plates and

shells, which can be found in [36,38]. From the point of view of PDE well-posedness, the classical Biot

system has been extensively studied by many authors, see, e.g., [8,9,44,48,50,52,55]. Since poroelastic

structures are ubiquitous in biological systems, recently there has been a growing interest in the anal-

ysis of poroelasticity in the context of biomedical applications, see, e.g. [6,7,14,15,17,20,23,26,32,54]

and the references and discussions therein.

In a variety of biomedical applications, the poroelastic structure is often in contact with a free

fluid flow, such as, e.g., the blood flow through an artery with poroelastic walls. Mathematically,

such problems are described mathematically by a coupled system of partial differential equations:

the fluid equations (e.g. the Navier-Stokes or Stokes system) on one side, and the equations of
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poroelasticity on the other. These coupled problems are referred to as fluid-poroelastic structure

interaction (FPSI) problems, and have been analyzed, for instance, in [1, 24, 46, 47, 49]. However,

many biological tissues (such as arterial walls) have a multilayered structure. In bioengineering, a

multilayered poroelastic structure arises in the design of a bioartificial pancreas [51]. In bioartificial

pancreas, healthy pancreatic cells are seeded in a poroelastic agarose or alginate gel, and the gel is

encapsulated between two poroelastic plates, which are designed to exclude the patients own immune

cells from attacking the organ while allowing passage of oxygen and nutrients to the pancreatic

cells [51]. This multilayered poroelastic medium is connected to the blood flow via a tube (an

anastomosis graft). The blood flows over the poroelastic plate and it passes into the poroelastic

medium containing the transplanted cells, bringing oxygen and nutrient supply to the cells. Thus,

the poroelastic plate in this design separates the poroelastic region containing the pancreatic cells

on one side, from the region containing free blood flow on the other. One of the problems in this

bioartificial pancreas design is to understand fluid (blood) flow through the poroelastic plate and

poroelastic gel containing the cells, and simulate oxygen and nutrients supply to the cells.

Motivated by these types of applications, in the present paper we are interested

in the mathematical aspects of the interaction between the flow of an incompressible,

viscous fluid and a multilayered poroelastic structure. The multilayered poroelastic structure

under consideration consists of two layers: a thin poroelastic layer in direct contact with the free

fluid flow, and a thick poroelastic layer sitting atop the thin layer (see Fig. 1). The fluid flow

is described by the time-dependent Stokes equations, while the thin and thick poroelastic layers

are described by a poroelastic plate model, and a Biot model, respectively. The three different

physical models (the fluid model, the thin poroelastic structure model, and the thick Biot system)

are fully coupled across a fixed interface by physically-motivated interface conditions. We mention

that interface conditions between porous media (Biot model(s)) and adjacent free fluid flow were

rigorously analyzed in [34,35]. Although slightly different from [34], our interface conditions involve

a jump in the pressure between the free fluid and the Biot pressure at the interface. However, in

contrast with the pressure jump derived in [34] through boundary layer considerations, the pressure

jump in the present paper is a consequence of the presence of a thin poroelastic plate, which serves

as the fluid-structure interface.

In the multilayered poroelastic structure, we consider two distinct scenarios: (i) a

linear, dynamic Biot model, or (ii) a nonlinear quasi-static Biot component where the permeability

is a nonlinear function of the fluid content. The second case is motivated by biological applications

[21, 23, 27, 33]. In particular, our main motivation comes from the recent work [21] on vascular

prostheses called drug-eluting stents. Based on mathematical and computational results, together

with experiments cited in [21], it was found that the implantation of a vascular stent within the

arterial wall, induces a change in vascular tissue permeability, which is affected by the change in

porosity near the end points (edges) of vascular stents. As a consequence, this can influence drug

advection, reaction and diffusion into the vascular tissue, and lower the efficacy of anti-inflammatory

drugs in lowering restenosis (or re-closure) of coronary arteries near the edges of a stent. Thus, in

the present paper we accommodate the case when permeability is not constant, but depends on

porosity , and, in turn, on the so called Biot fluid content. We note that the nonlinear permeability

(dependent on fluid content) introduces significant complications in the analysis of the system.

Such a nonlinear model was first considered—from a mathematical point—in [22], and later in

[14]. The reference [22] focuses on the compressible Biot model, with a permeability that depends

on the Biot dilation, and constructs weak solutions through a full spatio-temporal discretization

in the mathematically simplified framework of homogeneous boundary conditions for both fluid

pressure and solid displacement. The later reference [14] focuses on Biot models with incompressible

constituents and constructs weak solutions following the approach of [55] for both poroelastic and

poro-visco-elastic systems. Another main contribution of [14] is the treatment of non-homogeneous,

mixed boundary conditions that are physically relevant to ophthalmological applications.
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The mathematical literature dealing with FPSI problems is scarce. We mention the semigroup ap-

proach based on the variational formulation of a linear compressible Stokes system coupled to a Biot

dynamics developed in [49]. The incompressible Stokes case, considered in the present manuscript,

does not seem to be covered by this analysis. Later, in [24], the problem of linear coupling (across a

fixed interface) of the incompressible Navier-Stokes equations and linear Biot equations was consid-

ered, and the existence of strong solutions was proved under a small data assumption. And finally,

we mention a well-posedness result for the stationary non-Newtonian fluid flow coupled with the

Biot equation via fixed interface, reported in [1]. To the best of our knowledge there are no results

related to the well-possednes of the FPSI problems in cases where the poroelastic model is nonlinear,

and additionally, consists of multiple layers.

In the present paper we prove the existence of a weak solution to a fluid-structure interaction

problem between the flow of an incompressible, viscous fluid, and a multilayered poroelastic struc-

ture, where the Biot model in the thick poroelastic layer may be nonlinear through the dependence

of permeability on the porosity. We consider two cases: the linear case in which the permeabil-

ity in the Biot model may be a given function of space and time, and the nonlinear, quasi-static

case in which the permeability in the Biot model may generally depend on porosity. The proof is

based on the construction of approximate solutions via Rothe’s method, introduced in [41] to study

fluid-structure interaction problems between the flows of incompressible, viscous fluids and elastic

structures. The method is extended in the present paper to the poroelastic case, where the thin

poroelastic plate serves as a fluid-structure interface, and plays the role of a regularizing mechanism

in the existence proof, similar to the results in [4, 40, 42]. The proof is based on a construction of

approximate solutions by semi-discretizing the coupled problem in time, and “solving” a sequence

of elliptic problems for each fixed time step ∆t. Using energy methods, we show that as ∆t → 0,

approximate solutions converge to a weak solution of the underlying coupled problem. In the non-

linear case, a compactness argument, based on a version of the Aubin-Lions lemma, is used to show

strong convergence of subsequences to a weak solution. Finally, for the linear problem we demon-

strate uniqueness in a class of solutions with slightly improved regularity than weak solutions. For

the nonlinear problem, we show a weak-strong type uniqueness result for the same class. This weak-

strong uniqueness result for the FPSI with the nonlinear, quasi-static Biot model considered here

is new, since even for the nonlinear Biot model alone, a full uniqueness result seems to be lacking.

We finish this introduction by mentioning that the development of numerical methods for FPSI

problems has been a very active research area in the last decade, see e.g. [2,5,18] and the references

therein. Many problems remain open in this field, especially related to the design of partitioned

schemes for FPSI problems. In particular, one of the approaches currently under investigation is

the design of a partitioned scheme that would be based on the main steps in the constructive proof

presented in this manuscript.

We conclude this section by noting that extensions of this work to the moving interface case, in

which the fluid domain is not fixed but moving with the interface itself, requires careful considera-

tions. Such an analysis would be similar, but more complicated than those presented by the authors

in [13, 41, 42], where FSI with multi-layered structures and elasticity were considered, but without

poroelasticity. This is one of the goals of our future research.

2 Mathematical Formulation

2.1 Spatial Domain

We consider the domain Ω ⊂ R3 with the simplest geometry describing the coupling between the

flow of an incompressible, viscous fluid and a thick poroelastic medium, where the coupling occurs

through a thin poroelastic plate, serving as a fluid-structure interface with mass. Namely, our domain

is a rectangular prism: Ω = (0, 1) × (0, 1) × (−1, 1), with three distinct subregions, see Fig. 1: Ωf
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which is occupied by a viscous, incompressible fluid, Ωb which contains a (thick) poroelastic medium

modeled by the Biot’s model, and Ωp corresponding to a thin poroelastic plate of thickness h, whose

middle surface, denoted by ωp, separates the regions Ωf and Ωb:

Ωf = (0, 1)2 × (−1, 0), Ωb = (0, 1)2 × (0, 1),

ωp = (0, 1)2 × {0}, Ωp = (0, 1)2 × (−h/2, h/2).

In Cartesian coordinates (x1, x2, x3), the physical domain Ω is the union Ω = Ωf ∪ ωp ∪ Ωb. The

Figure 1: Left: 3D domain Ω. Right: 2D vertical cross-section through domain Ω.

variable x3 will be referred to as the “transverse” variable x3 ∈ [−1, 1], and x1 ∈ [0, 1] and x2 ∈ [0, 1]

will be called the “longitudinal” and “lateral” variables, respectively.

To study filtration through the thin, poroelastic plate of thickness h, we will consider a “2.5-

dimensional model”, derived and rigorously justified by Marciniak-Caochra and Mikelić in [37],

obtained via asymptotic reduction from the full Biot model. In the poroelastic plate model, the

elastodynamics of the thin plate is described in terms of the x1 and x2 variables, as usual, namely,

it is given in terms of the plate displacement of the middle surface, which is a function of only x1

and x2. Filtration, however, needs to be described in terms of an additional variable s ∈ [−h/2, h/2],

since it was shown in [37] that filtration through a thin poroelastic isotropic structure is dominant

in the thin/transverse direction. Therefore, we denoted by ωp the location of the middle surface of

the elastic plate, and by Ωp the “inflated” mathematical domain on which the filtration velocity

and pore fluid pressure will be defined. In Sec. 2.2 we present the model, and provide more details

about the approach.

The fluid contained in region Ωf will be modeled by the time-dependent Stokes equations, with

periodic boundary conditions at x1 = 0, x1 = 1, x2 = 0, and x2 = 1, and with the no-slip boundary

condition at the bottom boundary x3 = −1, which is considered fixed. The boundary conditions at

the top fluid domain boundary, where the bulk fluid flow in Ωf is coupled to the filtration flow in

through the poroelastic membrane Ωp, will be described in Sec. 2.2.

Finally, Ωb represents a thick poroelastic region relative to the thin poroelastic plate, with filtra-

tion flow and structure displacement satisfying Biot’s equations. The thick structure displacement

in Ωb, as well as the flitrate flow, will satisfy periodic boundary conditions at x1 = 0, x1 = 1, x2 = 0,

and x2 = 1. At the top boundary of Ωb, with the reference configuration described by x3 = 1, we

prescribe zero elastic stress, and no filtration through the wall. At the bottom boundary, both the

elastodynamics of the thick poroelastic medium, as well as filtration flow in Ωb are fully coupled

to the elastodynamics and filtration flow in the thin poroelastic plate Ωp, which is, in turn, fully

coupled to the fluid flow in Ωf . The filtration flow in Ωb is driven by the pressure gradient between

the bottom boundary x3 = 0, and the top boundary x3 = 1, and by the time-dependent change in

structure displacement.

In summary, the boundary of Ω consists of the periodic boundary at x1 = 0, x1 = 1, x2 = 0, and

x2 = 1, a fixed bottom boundary x3 = −1, and the top boundary with the reference configuration
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described by x3 = 1. Detailed boundary conditions, and the coupling between different subdomains

of Ω, will be described in the next section.

2.2 Mathematical Models

In this section we describe the mathematical models, holding in each of the sub-domains specified

above, and specify the coupling between them. We will be using x to denote points in Cartesian

coordinates x = (x1, x2, x3), the subscript b will be used to denote quantities in the Biot domain

Ωb, and subscript p will be used to denote the quantities corresponding to the poroelastic plate.

2.2.1 Biot Model in Ωb

Domain Ωb denotes a poroelastic medium, modeled by the following Biot model, given in terms of

the unknown functions η = η(x, t), describing displacement of the solid matrix from its reference

configuration Ωb, and pb = pb(x, t) denoting the pore fluid pressure:
ρbηtt − µb∆η − (µb + λb)∇(∇ · η) + αb∇pb = Fb, in Ωb × (0, T ),

[cbpb + αb∇ · η]t −∇ · (kb∇pb) = S, in Ωb × (0, T ).
(2.1)

On the right hand-side, Fb = Fb(x, t) denotes a body force per unit volume, and S = S(x, t) is a

net volumetric fluid production rate. The first equation describes the balance of linear momentum

for the fluid-solid mixture, and the second equation describes conservation of mass for the fluid

component. The parameter coefficients in this model are the following:

Coefficients Name

ρb Density of poroelastic matrix;

λb, µb Lamé constants;

αb Biot-Willis coefficient [50]; (2.2)

cb Constrained storage coefficient;

kb Permeability of the poroelastic matrix.

In our work, we will allow the permeability kb of the poroelastic matrix to be a nonlinear function

of one variable, which we specify below in Assumption (2.1). We will also consider the case when

the permeability kb is a given function of x and t. All other coefficients listed above will be taken

constant in this analysis.

System (2.1) is obtained from the following system describing the balance of linear momentum

for the fluid-solid mixture, and conservation of mass for the fluid content, denoted by ζ (see (2.9)

below to recall the definition of fluid content):ρbηtt −∇ · σb = Fb(x, t), in Ωb × (0, T ),

ζt +∇ · ub = S(x, t), in Ωb × (0, T ),
(2.3)

where ub denotes the discharge/filtration velocity associated with the pore pressure pb, and σb
denotes the poroelastic stress tensor, which is given by:

σb = σE − αbpbI, in Ωb × (0, T ),

where σE denotes a given elasticity stress tensor, and I represents the identity tensor. To close the

system, two constitutive laws need to be prescribed, plus Darcy’s law:
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1. The constitutive law σE = σE(η), describing the elastic material properties: we assume the

Saint Venant-Kichhoff material:

σE =2µbD(η) + λbtrD(η)I = 2µbD(η) + λb∇ · ηI, (2.4)

where λb, µb denote the Lamé constants, and D(η) = 1
2 (∇η + (∇η)T ) represents the sym-

metrized gradient.

2. The constitutive law ζ = ζ(pb,η), defining the fluid content in terms of the fluid pore pressure,

and the “compressibility of the solid matrix”, i.e., the change in the pore volume:

ζ = cbpb + αb∇ · η, (2.5)

where cb ≥ 0 and αb > 0 were introduced in (2.2). Note that the case cb = 0 is permitted

below, and this corresponds to incompressible constituents in the poroelastic material.

3. Darcy’s law:

ub = −K∇pb, with K = kbI, (2.6)

where K is the permeability tensor.

By using these constitutive laws in system (2.3), one recovers (2.1). Notice that system (2.1) is

obtained under the assumption of small deformations.

Assumption 2.1. When considering the case of nonlinear permeability, we assume that the per-

meability tensor K is a nonlinear function of porosity φ:

K = kbI, with kb = kreffk(φ), (2.7)

where kref is a reference value for the permeability of the mixture given in terms of the volumetric

fraction φ of the fluid component, called porosity. The particular form of the relationship between

the permeability kb and the porosity φ is represented by the function fk(φ), and it depends on the

geometrical architecture of the pores inside the matrix and the physical properties of the fluid [23,33].

For completeness, we recall the definitions of porosity φ and fluid content ζ. Porosity φ is defined

as the volumetric fraction

φ =
Vf (x, t)

V (x, t)
(2.8)

of the volume Vf (x, t) occupied by the fluid within the poroelastic medium, and the representative

elementary volume of the poroelastic medium V (x, t), centered at x ∈ Ωb at time t.

Similarly, if we denote by Vs(x, t) the volume occupied by the solid, then under the assumption

of fully saturated mixture, the volumetric fraction Vs(x, t)/V (x, t) = 1− φ(x, t).

Fluid content ζ is the increment in the volumetric fraction of the fluid component φ with respect

to its baseline value φ0:

ζ(x, t) = φ(x, t)− φ0(x). (2.9)

Notice that the constitutive law for the fluid content (2.5) implies that porosity is given by

φ = φ(pb,η) = φ0 + cbpb + αb∇ · η.

Thus, under the nonlinearity assumption, specified in Assumption 2.1, we have:

kb = kb(φ) = kb(φ(pb,∇ · η)) = kb(cbpb + αb∇ · η). (2.10)

For analysis purposes, we will be assuming the following properties of the permeability function kb:
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Assumption 2.2. We assume that the permeability function kb : R → R is continuous and that

there exist constants kmin > 0 and kmax > 0 s.t.

0 < kmin ≤ kb(ζ) ≤ kmax, ∀ζ ∈ R.

In considerations of the linear dynamics below, we will consider kb = kb(x, t) to be a given

space and time dependent function. In the nonlinear considerations, we will denote by kb(Ψ(x))

the Nemytskii operator associated with kb. In that situation, our assumptions on the function kb,

and the theory of superposition operators [45, 53], will yield that the operator kb is bounded and

continuous from L2(Ω × (0, T )) into L2(Ω × (0, T )). In our considerations of uniqueness for the

nonlinear problem below, we will consider the hypotheses that kb is a globally Lipschitz function on

R.

Remark 2.1. As in [14], we could also consider a poroviscoelastic material, for which the stress

tensor σb would include a viscoelastic component, for example:

σb = σE + σV − αbpbI, σV = 2µVD(ηt) + λV trD(ηt)I, (2.11)

where λV and µV are independent Lamé parameters for viscoelasticity. All the results from this

manuscript would hold for the viscoporoelastic case as well.

2.2.2 Poroelastic Plate Model in Ωp

Domain Ωp denotes a thin, poroelastic plate, separating the fluid flow region Ωf , from the thick,

poroelastic structure in Ωb. A plate is a thin, 3D region, bounded by two surfaces of small curvature,

whose distance defines the thickness of the plate. In our case, the plate will be assumed to be flat

and of uniform thickness h, with the two surfaces located at h/2 distance on either side of the middle

surface of the plate, denoted by ωp. The reference configuration of the middle surface ωp is x3 = 0.

We will be assuming that the elastic plate is porous, isotropic, and saturated by a viscous

fluid. To capture the elastic deformation of the poroelastic skeleton, as well as fluid flow through

the skeleton pores, we will be using a model which is a dynamic version of the quasi-static Biot

poroelastic plate model, studied by Biot in [11], and rigorously justified by Marciniak-Czochra and

Mikelić in [37]. This model was obtained under the following hypotheses.

Assumption 2.3. Poroelastic plate hypotheses:

1. The Kirchhoff hypothesis: Every straight line in the plate that was originally perpendicular to

the plate’s middle surface, remains straight and perpendicular to the deflected middle surface

after deformation;

2. The fluid velocity derivatives in the longitudinal and lateral directions are small compared to

the transverse one.

Therefore, the dominant flow is in the transverse direction.

The resulting equations age given in terms of displacement w = w(x1, x2) of the plate’s middle

surface from its reference configuration ωp, where (x1, x2) ∈ ωp, and the fluid pore pressure pp,

where pp is a function of three variables: two corresponding to the coordinates along the middle

surface ωp, and the third one, denoted by s ∈ (−h/2, h/2) corresponding to the local transverse

coordinate, so that pp = pp(x1, x2, s), where (x1, x2, s) ∈ Ωp.

According to [37], for small deflections and s-driven pressure gradients, the in-plane and trans-

verse plate dynamics fully decouple. Since in our problem the stress in the transverse direction

is larger than the stress in the longitudinal and lateral directions, we consider only the trans-

verse plate displacement, which we denote by w(x1, x2, t), where (x1, x2) ∈ ωp. For each s slice in

(−h/2, h/2), the w dynamics is constant. However, the fluid pore pressure pp(x1, x2, s) can vary

for s ∈ (−h/2, h/2). The resulting reduced Biot model for poroelastic plate is then given by two
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equations, one describing poroelastodynamics, which will be defined in ωp, and one describing con-

servation of mass of the fluid phase, given in terms of the evolution of pp, defined in Ωp [11,26,31,37]:ρpwtt +D∆2
ωp
w + γw + αp∆ωp

∫ h/2

−h/2
spp ds = Fp(x1, x2, t) in ωp × (0, T ),

∂t[cppp − αps∆ωp
w]− ∂s(kp∂spp) = 0 in Ωp × (0, T ).

(2.12)

All Laplacians above refer to the in-plane Laplacian, i.e., ∆ωp = ∂2
x1

+ ∂2
x2
. The constant D > 0 is

the elastic stiffness coefficient for the plate, and γ > 0 is an [elastic] coefficient that we added for

technical reasons to provide coercivity, since coercivity is not automatically satisfied in the periodic

framework. The constants ρp, αp, cp and kp are the same as those in (2.2), taken for the poroelastic

plate. One distinction for the poroelastic plate is that our results below will require cp > 0. The

source term Fp corresponds to the loading of the poroelastic plate, which will come from the jump

in the normal components of the normal stress (traction) between the fluid on one side, at the

thick Biot poroelastic structure on the other: Fp(x1, x2, t) = σbe3 · e3

∣∣
ωp
− σfe3 · e3|ωp . This will

be specified below in the coupling conditions (2.20). As before, Darcy’s law, relating the filtration

velocity to the pressure gradient, holds here:

up = −kp∂spp, in Ωp × (0, T ), (2.13)

where up denotes the transverse (dominant) component of filtration velocity, relative to the motion

of the poroelastic matrix.

2.2.3 Time-dependent Stokes Model in Ωf

In the lower half space, denoted by Ωf , we consider the flow of a viscous, incompressible fluid

modeled by the time-dependent Stokes equations:

ρf
∂u

∂t
= ∇ · σf + f

∇ · u = 0

}
in Ωf × (0, T ), (2.14)

where u is the fluid velocity, σf = 2µfD(u)−pfI is the Cauchy stress tensor, pf is the fluid pressure,

ρf is the fluid density, and µf is the fluid viscosity with D(u) denoting the fluid strain-rate tensor

(symmetrized gradient of velocity).

The fluid interacts with the multilayered poroelastic structure by exerting stress onto the poroe-

lastic structure that causes deformation of the poroelastic skeleton, while at the same time generating

the pressure difference, or more generally, the normal stress difference across the poroelastic plate,

causing filtration flow through the poroelastic plate and on to the Biot poroelastic medium. The

poroelastic plate serves as a fluid-structure interface with mass, which will provide a regularizing

mechanism in the analysis of this fluid-structure interaction problem.
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In summary, the following are the three models holding in the three different subdomains of Ω:
ρbηtt − µb∆η − (µb + λb)∇(∇ · η) + αb∇pb = Fb, (x1, x2, x3) ∈ Ωb,

[cbpb + αb∇ · η]t −∇ · (kb∇pb) = S, (x1, x2, x3) ∈ Ωb,
(2.15)


ρpwtt +D∆2

ωp
w + γw + αp∆ωp

∫ h/2

−h/2
spp ds = Fp, (x1, x2) ∈ ωp,

[cppp − αps∆ωp
w]t − ∂s(kp∂spp) = 0, (x1, x2, s) ∈ Ωp,

(2.16)

{
ρfut − µf∆u +∇pf = f , (x1, x2, x3) ∈ Ωf ,

∇ · u = 0, (x1, x2, x3) ∈ Ωf .
(2.17)

Remark 2.2. The notation for kb here (and below) in the problem description is general, so that it

can accommodate the linear and nonlinear cases simultaneously.

2.2.4 Coupling Conditions

The coupling between the fluid and multilayered poroelastic structure is assumed at the poroelastic

plate, which serves as a fluid-structure interface with mass. The coupling conditions describe the

relationship between the kinematic quantities, such as velocitites (and consequently displacements),

and the balance of forces. One set of coupling conditions will be prescribed across the middle surface

of the plate ωp, and the other set of coupling conditions will be prescribed across the top and bottom

surfaces on the plate, which we denoted by ω+
p and ω−p . The top and bottom surfaces are defined

in terms of the “inflation variable” s as follows:

ω+
p = (0, 1)2 × {h/2} = {(x1, x2, s)|(x1, x2) ∈ R2, s = 1/2}, and ω−p = (0, 1)2 × {−h/2}. (2.18)

The coupling conditions along the middle surface of the plate ωp are in line with the Kirchhoff

hypothesis for plates, see Assumption 2.3, in the sense that those conditions are given in terms of

displacement w of the middle surface of the plate, which is only a function of x1 and x2, therefore

the coupling is along ωp. Across ωp, we prescribe the behavior of the structure velocity ∂tw (the

kinematic coupling condition), and the forces that drive the motion of the middle surface of the plate

(the dynamic coupling condition). Across ω+
p and ω−p we prescribe continuity of vertical components

of fluid velocity (the kinematic coupling condition) and balance of normal component of normal

stress (the dynamic coupling condition).

One novelty of the proposed model is the coupling in the pressure. See Remark 2.3. As we shall

see below, the coupling of the plate filtration pressure at the top interface ω+
p and at the bottom

interface ω−p with the surrounding fluid pressure, will give rise to a pressure jump between the top

and bottom interface, which is what drives the filtration flow through the plate.

1. Coupling across the plate’s middle surface ωp: We have two sets of coupling conditions, the

kinematic and dynamic. For the kinematic coupling condition, we assume continuity between the

plate displacement and the Biot displacement evaluated at the interface ωp, while on the fluid side

we assume the Beavers-Joseph-Saffman coupling condition, stating that the tangential components

of the fluid velocity evaluated at ωp are proportional to the corresponding tangential components

of the fluid normal stress evaluated at ωp. The constant of proportionality, denoted by β, denotes

the slip length. For the dynamic coupling, see (2.20) below, we state that the elastodynamics of the

poroelastic plate is driven by the jump in the normal components of normal stress between the fluid

and Biot poroelastic medium, where the jump is evaluated at the two-dimensional fluid-structure
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interface ωp. Here Fp is the forcing from the plate equation (2.16):{
〈0, 0, w〉 = η

∣∣
ωp
,

βu
∣∣
ωp
· ei = −[σf

∣∣
ωp

e3] · ei, i = 1, 2,
(2.19)

Fp = σbe3 · e3

∣∣
ωp
− σfe3 · e3|ωp

. (2.20)

We remark here that the first condition in (2.19) in the continuity of vertical components of

structure velocities (assuming equal structure displacements initially), and the second condition in

(2.19) in fact reads:

(βu
∣∣
ωp
− ∂tw) · ei = −[σf

∣∣
ωp

e3] · ei, i = 1, 2,

where the left hand-side is the tangential velocity slip. However, since the full Lagrangian plate

displacement w = 〈0, 0, w〉, the tangential components (i = 1, 2) of ∂tw are both equal to zero.

2. Coupling across the Biot-plate interface (ω+
p ): Here we specify the coupling that involves the

quantities that are defined on the “inflated” plate domain Ωp, such as filtration velocity and pore

pressure, and couple them to the corresponding quantities in the Biot model. For this purpose, we

evaluate the plate quantities at the inflated surface ω+
p , defined in (2.18), and the Biot quantities at

the interface portion of the boundary of the Biot domain, namely on ωp. In particular, we assume

continuity of filtration velocities, which are defined relative to the motion of the poroelastic matrix:

ub ·e3 = up, and continuity of pore pressures. Using Darcy’s laws (2.6) and (2.13), the two coupling

conditions read:

kp∂spp
∣∣
ω+

p
= kb∂x3pb

∣∣
ωp

(2.21)

pp
∣∣
ω+

p
= pb

∣∣
ωp
. (2.22)

We remark here that condition (2.21) describes continuity of vertical components of filtration

velocities (relative to the elastic structure motion), after accounting for Darcy’s law.

3. Coupling across the Stokes-plate interface (ω−p ): Similarly to the coupling presented above,

here we specify the coupling of the quantities defined on the “inflated” plate domain Ωp, namely the

plate filtration velocity and pressure, with the Stokes flow. Again, we evaluate the plate quantities

at the inflated surface ω−p adjacent to the fluid domain, and the Stokes quantities at the interface

boundary of the fluid domain, namely on ωp. In particular, we assume continuity of filtration ve-

locities relative to the motion of the poroelastic matrix: wt− (u · e3)
∣∣
ωp

= up, and continuity of the

normal component of the normal fluid stress. Using Darcy’s law (2.13), the two coupling conditions

read:

wt − (u · e3)
∣∣
ωp

= kp∂spp
∣∣
ω−p
, (2.23)

− σfe3 · e3

∣∣
ωp

= pp
∣∣
ω−p
. (2.24)

We remark that condition (2.23) describes continuity of vertical components of velocities (relative

to the structure motion), where the fluid velocity on the left hand-side is corrected by the velocity

of the structure wt.

Remark 2.3. By combining the coupling conditions for the fluid pressure given in (2.22) and (2.24),

we see that across the FPSI interface, the pressure (the normal component of normal stress, in fact)

jumps from −σfe3 ·e3

∣∣
ωp

on the fluid side to pb
∣∣
ωp

on the Biot side. In between, a pressure gradient-

driven vertical/transverse flow through the poroelastic plate takes place from pp
∣∣
ω−p

to pp
∣∣
ω+

p
. Thus,

the jump in the pressure at the interface ωp (namely, the jump in the normal components of normal

stress), given by [pb−σfe3 · e3] on ωp, drives the filtration flow through the interface, i.e., through

10



the poroelastic plate.

2.2.5 Boundary and Initial Conditions

Boundary Conditions on ∂Ω: We take periodic boundary conditions for all quantities of interest

in the longitudinal and lateral directions, and identify xi = 0 with xi = 1, for i = 1, 2.

For x3 = −1, we consider the standard no-slip boundary conditions for the Stokes fluid, i.e.,

u ≡ 0
∣∣
x3=−1

. For x3 = 1, we take Neumann-type (homogeneous) boundary conditions for the Biot

system.

We summarize the boundary conditions in the following table:

Region Functions Boundary Condition (2.25)

xi = 0, xi = 1, i = 1, 2 η, w, pb,u periodic (2.26)

x3 = −1 u u
∣∣
x3=−1

= 0 (2.27)

x3 = 1 η, pb σ(η, pb)e3 = 0, ∂x3pb = 0 (2.28)

Remark 2.4. Note that we do not prescribe boundary conditions for pp on the lateral boundaries,

owing the the structure of the pressure equation for the poro-plate. This is to say, there is no

differential operator acting on pp in the tangential directions, and thus no boundary conditions to

be prescribed. We will see this also in the functions spaces prescribed below in Section 3.2.

Initial Conditions at t = 0:

Fluid : u(., 0) = u0, (2.29)

Poroelastic plate : w(., 0) = w0, ∂tw(., 0) = ẇ0, pp(., 0) = p0
p, (2.30)

Biot equations : η(., 0) = η0, ∂tη(, .0) = η̇0, pb(., 0) = p0
b . (2.31)

Here, we used ẇ0 and η̇0 to denote the initial data for the time derivative of w and η, respectively.

2.3 Quasi-static Problem

The quasi-static version of problem (2.15)-(2.31) refers to the problem in which the inertial effects

in the Biot model (2.1) are neglected:

Assumption 2.4. The quasi-static model refers to setting ρb = 0 in (2.15), and allowing ρp ≥ 0

in (2.16).

This quasi-static assumption arises naturally in the classical Biot model of consolidation for a

linearly elastic and porous solid which is saturated by a slightly compressible viscous fluid. See,

e.g., [50]. The quasi-static assumption requires modifying the initial conditions, but leaves the

coupling conditions the same. As we shall see in Sec. 6, we can extend our linear existence result

to the nonlinear case when Assumption 2.4 is taken. On the other hand, it has been noted by

many authors that the elliptic-parabolic nature of the quasi-static Biot problem presents its own

challenges [16,50].

The new initial conditions, owing to loss of acceleration terms, are given by:

• If ρb = 0, initial conditions (2.31) are replaced with initial condition for the fluid content:

ζb(., 0) = (cbpb + αb∇ · η)(., 0) = ζ0
b . (2.32)
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• If ρp = 0, initial conditions (2.30) are replaced with initial condition for the poroelastic plate

fluid content:

ζp(., 0) = (cppp − αps∆ωp
w)(., 0) = ζ0

p . (2.33)

In the analysis of such quasi-static Biot models (see [14, 16, 22, 44, 50, 55]), the structure of the

initial condition is a non-trivial issue. In this treatment, we only consider ζ0
b for which there exist

η0 = η(0) and p0
b = pb(0) s.t. cbp

0
b + αb∇ · η0 = ζ0

b . Such a hypothesis is common [14,22,55].

Remark 2.5. For a very weak notion of solution in the linear case, the work in [48,50] only requires

initial conditions as specified above, which is to say, for the respective fluid contents alone. However,

in nearly every other construction, additional regularity of the initial condition is required. This is

a by-product of using a priori estimates to construct solutions. See [55, Remark 2] and [50, p.327]

where this is explicitly discussed.

Details of the existence result are given in Section 6.

3 Energy, Function Spaces, and Weak Formulation

In this section we derive a formal energy estimate, present functions spaces for the solution, and

define weak solution. For this purpose, we recall the principal solutions variables in each sub-region:

• (u, pf )—Stokes fluid velocity and pressure defined on Ωf ;

• (w,wt, pp)—transverse displacement and velocity of the poroelastic plate and poroelastic plate

pressure, defined on ωp and Ωp respectively;

• (η,ηt, pb)—poroelastic displacement, velocity and pressure defined on Ωb (thick Biot region).

The quantity ub = −K∇pb = −kb(cbpb + αb∇ · η)∇pb is the discharge velocity in thick

poroelastic material.

3.1 A Formal Energy Inequality

By testing equations (2.15)-(2.17) by the solution variables, specified above, and by using coupling

conditions (2.19)-(2.24), and periodic boundary conditions, we obtain the following formal energy

identity:

1

2

d

dt

(
ρf‖u‖2L2(Ωf ) + ρp‖wt‖2L2(ωp) + ρb‖∂tη‖2L2(Ωb)

)
(3.1)

+
1

2

d

dt

(
cp‖pp‖2L2(Ωp) + ‖η‖2E + cb‖pb‖2L2(Ωb) +D‖∆w‖2L2(ωp) + γ‖w‖2L2(ωp)

)
+ 2µf‖D(u)‖2L2(Ωf ) + β‖u · τ‖2L2(ωp) + ‖k1/2

p ∂spp‖2L2(Ωp) + ‖k1/2
b ∇pb‖

2
L2(Ωb) ≤ Cdata,

where

‖η‖2E =

∫
Ωb

[σE : ∇η]dx = 2µE(D(η),D(η))L2(Ωb) + λE(∇ · η,∇ · η)L2(Ωb),

and

||u · t||2L2(ωp) =
∑
i=1,2

||u · ti||2,

where ti are the tangent vectors, given by e1, e2 on ωp in this case. Note that the formal energy

identity for the quasi-static dynamics can be obtained by letting ρb = 0, and this is valid for

ρp = cb = 0 as well. Our results will include all these cases. See Section 3.3 and Remark 3.5.

Remark 3.1. We shall see later that this energy inequality will hold for constructed solutions, but

need not hold in the general case for weak solutions, even in the case of linear dynamics.
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3.2 Function Spaces for Weak Solutions

For any function space X, let us introduce the notation that X# is the space of all functions from

X that are 1-periodic in directions x1 and x2:

X# := {f ∈ X : f
∣∣
x1=0

= f
∣∣
x1=1

, f
∣∣
x2=0

= f
∣∣
x2=1
}.

Stokes equation:

H ={u ∈ L2(Ωf ) : ∇ · u = 0, (u · e3)
∣∣
x3=−1

= 0},

V ={u ∈ H1(Ωf ) : ∇ · u = 0, u
∣∣
x3=−1

= 0},

Vf =L∞(0, T ;H) ∩ L2(0, T ;V#).

Poroelastic plate:

H0,0,1 ={p ∈ L2(Ωp) : ∂sp ∈ L2(Ωp)}
Vp ={w ∈ L∞(0, T ;H2

#(ωp)) : ρpw ∈W 1,∞(0, T ;L2(ωp))},

Qp =
{
p ∈ L2(0, T ;H0,0,1) : cpp ∈ L∞(0, T ;L2(Ωp))

}
.

Biot equations:

Vb ={η ∈ L∞(0, T ; H1
#(Ωb)) : ρbη ∈W 1,∞(0, T ; L2(Ωb))},

Qb ={p ∈ L2(0, T ;H1
#(Ωb)) : cbp ∈ L∞(0, T ;L2(Ωb))}.

Weak solution space:

Vsol =
{

(u, w, pp,η, pb) ∈ Vf × Vp ×Qp × Vb ×Qb : pp
∣∣
s=h/2

= pb
∣∣
x3=0

, η
∣∣
x3=0

= we3

}
.

Remark 3.2. We included the “inertial” and “compressibility” constants in the definition of the

solution spaces in order to unify the exposition and, at the same time, point to the different regularity

of solution for the different scenarios.

In conjunction with Vsol we define the test space as follows:

Vtest =
{

(v, z, qp,ψ, qb) ∈ C1
c

(
[0, T );V# ×H2

#(ωp)×H0,0,1 ×H1
#(Ωb)×H1

#(Ωb)
)

(3.2)

: qp
∣∣
s=h/2

= qb
∣∣
x3=0

, ψ
∣∣
x3=0

= ze3

}
where we use the standard notation C1

c for continuously differentiable functions with compact

support.

3.3 General Weak Formulation

We aim to construct a function (u, w, pp,η, pb) ∈ Vsol, call a weak solution, such that for every

smooth test function (v, z, qp,ψ, qb) ∈ Vtest, the weak formulation specified below in Definition 1

holds. To formulate the weak formulation we introduce the following notation:

• ((·, ·))O denotes an inner-product on L2(0, T, L2(O)), for a domain O;

• 〈·, ·〉 denotes a particular “duality” pairing whose precise interpretation will be specified below.

To obtain the weak formulation for the coupled system, we proceed by formally multiplying the

equations in (2.15)-(2.17) by test functions and integrating by parts as described below.
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We begin by using the test function ψ ∈ C1
c

(
[0, T ); H1

#(Ωb)
)
, with ψ

∣∣
x3=0

= ze3 for the balance

of linear momentum equation in the Biot model (2.15), to obtain

−ρb((ηt,ψt))Ωb
+((σb(η, pb),∇ψ))Ωb

−
∫ T

0

∫
∂Ωb

σb(η, pb)n ·ψ = ρb(ηt,ψ)
∣∣
t=0

+((Fb,ψ))Ωb
. (3.3)

For the balance of mass equation, we use the test function qb ∈ C1
c

(
[0, T );H1

#(Ωb)
)
, and obtain

−((cbpb + αb∇ · η, ∂tqb))Ωb
+ ((kb∇pb,∇qb))Ωb

−
∫ T

0

∫
∂Ωb

kb∇pb · n qb (3.4)

=(cbpb + αb∇ · η, qb)
∣∣
t=0

+ ((S, qb))Ωb
.

For the equation describing the poroelastic plate dynamics (2.16), we use test function z ∈ C1
c

(
[0, T );H2

#(ωp)
)

to obtain

−ρp((wt, ∂tz))ωp
+D((∆w,∆z))ωp

+ αp((

∫ h/2

−h/2
(spp)ds,∆z))ωp

+ γ((w, z))ωp
(3.5)

= ρp(wt, z)
∣∣
t=0

+

∫ T

0

∫
ωp

Fpz.

In the conservation of mass of the fluid phase for the poroelastic plate we use the test function

qp ∈ C1
c

(
[0, T );H0,0,1

#

)
to obtain

−((cppp − αps∆w, ∂tqp))Ωp
+ ((kp∂spp, ∂sqp))Ωp

−
∫ T

0

∫
∂Ωp

kp∂sppn3qp (3.6)

= (cppp − αps∆w, qp)Ωp

∣∣
t=0

.

Finally, we use test function v ∈ C1
c

(
[0, T );V#

)
in the Stokes equation (2.17), which provides

− ρf ((u,vt))Ωf
+ µf ((D(u),D(v)))Ωf

+

∫ T

0

∫
∂Ωf

σfn · v = ρf (u,v)
∣∣
t=0

+ ((f ,v))Ωf
. (3.7)

Note that when we combine (3.3) - (3.7), the collection of boundary terms is represented by

Ibdry = −
∫ T

0

∫
∂Ωb

σb(η, pb)n ·ψ −
∫ T

0

∫
ωp

σbe3 · e3

∣∣
ωp
z (3.8)

−
∫ T

0

∫
∂Ωb

kb∇pb · n qb −
∫ T

0

∫
∂Ωp

kp∂sppn3qp

+

∫ T

0

∫
ωp

σfe3 · e3

∣∣
ωp
z +

∫ T

0

∫
∂Ωf

σfn · v.

After using the boundary condition σ(η, pb)e3 = 0 and the fact that ψ
∣∣
x3=0

= ze3, the first term

in (3.8) becomes

−
∫ T

0

∫
∂Ωb

σb(η, pb)n ·ψ = −
∫
x3=1

σbe3 ·ψ +

∫
ωp

σbe3 ·ψ =

∫ T

0

∫
ωp

σbe3 · e3

∣∣
ωp
z, (3.9)

and therefore the first two terms cancel each other. The next two terms in (3.8) can be rewritten
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as follows

−
∫ T

0

∫
∂Ωb

kb∇pb · n qb −
∫ T

0

∫
∂Ωp

kp∂sppn3qp (3.10)

= −
∫
x3=1

kb∂x3
pbqb +

∫
ωp

kb∂x3
pbqb +

∫
s=−h/2

kp∂sppqp −
∫
s=h/2

kp∂sppqp.

By using the boundary condition ∂x3pb = 0 at x3 = 1, the coupling across the Biot-plate inter-

face kp∂spp
∣∣
ω+

p
= kb∂spb

∣∣
ωp

, and the coupling across the Stokes-plate interface wt − (u · e3)
∣∣
ωp

=

kp∂spp
∣∣
ω−p

, equation (3.10) simplifies to

−
∫ T

0

∫
∂Ωb

kb∇pb · n qb −
∫ T

0

∫
∂Ωp

kp∂sppn3qp =

∫
s=−h/2

(wt − (u · e3)
∣∣
ωp

)qp. (3.11)

Using the second coupling at the Stokes-plate interface −σfe3 · e3

∣∣
ωp

= pp
∣∣
ω−p

, we get

∫ T

0

∫
ωp

σfe3 · e3

∣∣
ωp
z = −

∫ T

0

∫
ωp

pp
∣∣
ω−p
z. (3.12)

Lastly, using again the coupling at the Stokes-plate interface −σfe3 · e3

∣∣
ωp

= pp
∣∣
ω−p

, the boundary

condition v = 0 on {x3 = −1}, and the coupling across the plate’s middle surface ωp, βu
∣∣
ωp
· ei =

−[σf
∣∣
ωp

e3] · ei, i = 1, 2, we can simplify the boundary term associated with the fluid as follows:

∫ T

0

∫
∂Ωf

σfn · v =

∫
x3=−1

σfe3 · v −
∫
ωp

σfe3 · v (3.13)

= −
∫
ωp

[σfe3 · e1(v · e1) + σfe3 · e2(v · e2) + σfe3 · e3(v · e3)]

=

∫
ωp

β(u · t)(v · t) +

∫
ωp

pp
∣∣
ω−p

(v · e3).

Combining (3.8) with (3.9), (3.11), (3.12), and (3.13), we obtain that the sum of the boundary terms

in the variational form simplifies to

Ibdry = −((pp
∣∣
s=−h/2, z − v · e3))ωp

+ (〈wt − u · e3, qp
∣∣
s=−h/2〉)ωp

+ β((u · t,v · t))ωp
.

We can now introduce the definition of weak solution for the fully coupled system. The following

weak form applies to all cases of admissible values of ρb, ρp, cb, cp. Namely, the solution and test

spaces are built to accommodate subsets of these parameters vanishing.

Definition 1. We say that (u, w, pp,η, pb) ∈ Vsol is a weak solution to (2.15)–(2.31), if for every

test function (v, z, qp,ψ, qb) ∈ Vtest the following identity holds:

− ρb((ηt,ψt))Ωb
+ ((σb(η, pb),∇ψ))Ωb

− ((cbpb + αb∇ · η, ∂tqb))Ωb
+ ((kb∇pb,∇qb))Ωb

− ((cppp − αps∆w, ∂tqp))Ωp
+ ((kp∂spp, ∂sqp))Ωp

− ρp((wt, ∂tz))ωp
+D((∆w,∆z))ωp

+ αp((

∫ h/2

−h/2
[spp]ds,∆z))ωp

+ γ((w, z))ωp

− ((pp
∣∣
s=−h/2, z − v · e3))ωp + (〈wt − u · e3, qp

∣∣
s=−h/2〉)ωp (3.14)
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− ρf ((u,vt))Ωf
+ µf ((D(u),D(v)))Ωf

+ β((u · t,v · t))ωp

= ρb(ηt,ψ)
∣∣
t=0

+ (cbpb + αb∇ · η, qb)
∣∣
t=0

+ (cppp − αps∆w, qp)Ωp

∣∣
t=0

+ ρp(wt, z)
∣∣
t=0

+ ρf (u,v)
∣∣
t=0

+ ((Fb,ψ))Ωb
+ ((S, qb))Ωb

+ ((f ,v))Ωf
,

where

ρbη(·, 0) = ρbη
0, ρbηt(·, 0) = ρbη

0
t ; ρpw(·, 0) = ρpw

0, ρpwt(·, 0) = ρpw
0
t ,

cbpb(·, 0) + αb∇ · η(·, 0) = ζ0
b ; cppp(·, 0)− αp∆w(·, 0) = ζ0

p .

The interpretation of the dual mapping in term 〈wt − u · e3, qp
∣∣
s=−h/2〉ωp is the following:

• If ρp > 0, the dual mapping is just L2(0, T ;L2(ωp)) scalar product, which is well defined since

by wt ∈ L2(0, T ;L2(ωp)) (see definition of the solution space);

• If ρp = 0 the term is to be interpreted in the following way:

(〈wt−u·e3, qp
∣∣
s=−h/2〉)ωp

= −((w, ∂tqp
∣∣
s=−h/2))ωp

−((u·e3, qp
∣∣
s=−h/2))ωp

+(w, qp
∣∣
s=−h/2)

∣∣
t=0

.

(3.15)

Remark 3.3. We work in the periodic settings to avoid unnecessary technical difficulties. However,

there are some coercivity issues related to this setting. Namely, to ensure coercivity, we require

cp > 0. This is because in the degenerate case cp = cb = 0, the L2 norm of pp is not bounded by the

energy inequality. More precisely, in the degenerate case the energy estimate provides the bounds

for ‖∂spp‖L2(Ωp) and ‖pp
∣∣
s=−h/2‖H−1((0,T )×ωp×{−h/2}), where the latter bound is a consequence of

the coupling condition (2.24), and can be proved by taking (v, 0, 0, 0, 0) as a test function in the

weak formulation (3.14). However, this is not enough to control high oscillations in the x1 and x2

direction. For example, we can take pp = sin(πnx1) to see that its L2 norm is not controlled by the

energy.

Remark 3.4. Note that conditions of continuity of the elastic displacement and Biot pressure across

the Biot-plate interface are included in the definitions of the solution and test spaces. However,

design of finite elements satisfying these constraints can indeed be challenging. One way to address

this difficulty is to impose the equality of the traces weakly through Nitsche’s method—see for

instance, the original paper [43] and [19] in the context of fluid-structure interactions.

Remark 3.5. We note that the formal energy inequality in (3.1) can be obtained by testing with

the solution variable in Definition 1 and considering the subsequent cancellations, presented above.

3.4 Differential Formulation from Weak Form

We note that strong solution is recovered from weak solution with sufficient regularity. Indeed, if a

weak solution (as in Definition 1) (u, w, pp,η, pb) ∈ Vsol is sufficiently smooth in space and time, then

(u, w, pp,η, pb) ∈ Vsol satisfies the PDEs (2.15)-(2.17) in a pointwise sense, as well as the coupling

conditions (2.19)–(2.24). Reconstruction of the differential formulation proceeds in the following

way:

1. Take ψ, qb, z, qp identically zero on their respective domains in the variational form of

Definition 1. Invoke the formal integration by parts with C∞c - test function v to observe that

the Stokes equation is satisfied point-wise a.e. in Ωf . Then using “standard” test functions v

from the test space Vtest, the following integral over ωp remains:∫
ωp

[
σf (u, pf )e3 · v + β(u · t)(v · t) + pp

∣∣
s=−h/2v · e3

]
= 0.
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Since v is arbitrary, we obtain:

(a) The Beavers-Joseph-Saffman condition σfn · t + βu · t = 0 on ωp, by taking v to be

purely tangential;

(b) The pressure condition pp|s=−h/2 = −σfe3 · e3 on ωp, by taking v = e3.

2. Now take all test function components zero, except z and ψ. This gives the coupled dynamic

equations for the poroelastic plate displacement w and the Biot displacement η:

− ρb((ηt,ψt))Ωb
+ ((σb(η, pb),∇ψ))Ωb

− ρp((wt, ∂tz))ωp
+D((∆w,∆z))ωp

=αp((

∫ h/2

−h/2
[spp]ds,∆z))ωp + ((pp

∣∣
s=−h/2, z))ωp + ρb(ηt,ψ)

∣∣
t=0

+ ρp(wt, z)
∣∣
t=0

+ ((Fb,ψ))Ωb
.

Similarly as above, to obtain the interior differential equations holding almost everywhere,

we use the C∞c test functions, and integrate back by parts. Then, by using the standard test

functions z and ψ from Vtest, after integrating back by parts in the η equation, we obtain the

boundary terms on the right hand-side given by

pp

∣∣∣
s=−h/2

+ σb(η, pb)e3 · e3.

Next, we return to the full weak formulation, including the Stokes equation, and take only

z, pp, v to be different from zero. Undoing the integration by parts in the u equation gives

the trace terms

−σf (u, pf )e3 · e3 + σb(η, pb)e3 · e3.

Finally, with the interior equations satisfied a.e., we obtain the following identity holding for

the interface terms, since the appropriate integral equality holds true for all test functions:

pp

∣∣∣
s=−h/2

+ σb(η, pb)e3 · e3 = −σf (u, pf )e3 · e3 + σb(η, pb)e3 · e3.

This is exactly the dynamic coupling condition, i.e. the balance of forces acting across the

poroelastic plate.

3. Lastly, let us take qp 6= 0 such that qp
∣∣
s=h/2

= 0, and qb = 0. Again, after integrating by

parts and taking into account that the interior equations are satisfied point-wise, the following

boundary terms remain:

−kp
∫
ωp

∂x3
pp
∣∣
s=−h/2qp

∣∣
s=−h/2 +

∫
ωp

[wt − u · e3]qp
∣∣
s=−h/2 = 0.

Therefore we obtain ∂tw = u3 + kp∂3pp = u3 − (up)3, where (up)3 is the third component of

the discharge velocity up = −kp∂spp, and u3 is the third component of the Stokes field u =

(u1, u2, u3). This is exactly the kinematic coupling condition at the fluid-poroplate interface.

Note that the remaining “essential” type boundary coupling conditions are built in the compatibility

requirements on Vsol and Vtest.

4 Statement of Main Results and Proof Strategy

In this section we informally state the following two main results of the paper:

1. The existence of a weak solution to the linear evolution problem: in particular, the Biot coeffi-

cient (diagonal tensor) kb is a given function of t and x. In this case the following parameters
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are allowed to be non-negative: ρb, ρp, cb ≥ 0, with only the poroelastic plate’s compressibility

parameter cp > 0.

2. The existence of a weak solution to the nonlinear quasi-static problem: the coefficient kb
depends on the solution, in particular on the fluid content ζb = cbp + αb∇ · η. In this case

we consider the quasi-static Biot model, namely ρb = 0, with the coefficients ρp, cb ≥ 0 and

cp > 0.

For the main results, we adopt the semi-discretization approach, also known as Rothe’s method,

e.g., [55]. In the context of FSI problems, it was developed and used to study moving boundary

problems involving linear and nonlinear elastic structures [41, 42]. In the present paper, we extend

this approach to deal with FPSI problems, showing that this approach is quite robust and applicable

to a large class FSI problems. Nevertheless, we emphasize that in the present paper, the presence

of the thin poroelastic plate is of particular importance, since it serves as a regularizing mechanism

[4,40] in the existence proof, while also allowing perfusion/filtration through the interface.

The proof relies on the following main steps:

1. Construction of approximate solutions.

(a) Derive a semi-discrete in time and linearized version of the weak formulation, with the time

discretization parameter [∆t] = T
N . In the semi-discretized formulation, the linearization

is performed by evaluating the nonlinear coefficient functions at the previous time step.

This defines a sequence of linear elliptic problems for solutions at time tn = n[∆t], with

data given at tn−1 = (n− 1)[∆t].

(b) Prove existence of a unique solution to the elliptic problem defined for every n = 1, . . . , N

by using the Lax-Millgram Lemma.

(c) Define approximate solutions

(u[N ], w[N ], p[N ]
p ,η[N ], p

[N ]
b )

as functions that are piece-wise constant in time, extrapolating the values obtained from

the time discretization, and satisfying the approximate weak formulation.

2. Derive uniform estimates in [∆t] through appropriate discretized test functions.

3. Obtain weak solution by letting N → ∞, i.e., ∆t → 0, utilizing compactness criteria to push

limits on the nonlinear term involving kb.

Since in Steps 1 and 2 we use the linearized problem, these steps are the same for both the linear

evolution problem and non-linear quasi-static problem. However, the Step 3 deviates, because in

the non-linear case we need to prove additional strong convergence properties. In Step 3 we will

utilize piecewise constant approximations and an elegant compactness result for piecewise constant

approximate solutions [29], which greatly simplifies the construction from past work on nonlinear

Biot problems [14,22,55].

We begin with construction of the approximate solutions that covers both cases. Namely, for the

linear problem, simply take kb ≡ kb(x, t) as a given function.

Finally, we address uniqueness criteria for solutions that exhibit more regularity than our weak

solutions. In particular, the result is of weak-strong uniqueness type, wherein weak solutions from

a certain class (see Assumption 5.1) are unique if there is a single solution in that class exhibiting

additional regularity (see Proposition 6.6).

5 Main Result I: Linear Existence

In this section we consider kb = kb(x, t) ∈ L∞(0, T ;L∞(R)) as a given function of space and time.
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The proof of the existence of a weak solution is based on temporal semi-discretization along with

formal energy estimates. It is a direct application of Rothe’s method to the coupled linear Stokes-

Biot-poroelastic plate problem. We begin by the construction of approximate solutions, given a

discretization of the time interval based on a time step ∆t.

5.1 Construction of the approximate solutions

Let [∆t] > 0 = T/N , N ∈ N. For every fixed N , we inductively define a sequence of approximate

solutions (unN , w
n
N , (pp)

n
N ,η

n
N , (pb)

n
N ), n = 0, . . . , N . For this purpose, we use implicit Euler method

to discretize the time derivatives, making use of the following notation:

η̇n+1 =
ηn+1 − ηn

∆t
, ẇn+1 =

wn+1 − wn

∆t
. (5.1)

Thus, at every fixed time tn, we have to “solve” a semi-discretized problem (specified below in

(5.6)), with the solution (depending only on the spatial variables) belonging to the following weak

solution space:

Vsd =
{

(u, w, pp,η, pb) ∈ V# ×H2
#(ωp)×H0,0,1 ×H1

#(Ωb)×H1
#(Ωb) : (5.2)

pp
∣∣
s=h/2

= pb
∣∣
x3=0

, η
∣∣
x3=0

= we3

}
,

equipped with the following norm:

‖(u, w, pp,η, pb)‖2sd : = ‖u‖2H1(Ωf ) + ‖∆w‖2L2(ωp) + ‖w‖2L2(ωp) + ‖pp‖2L2(Ωp) + ‖∂spp‖2L2(Ωp) (5.3)

+ ‖η‖2E + ‖∇pb‖2L2(Ωb),

where we recall that the norm || · ||E was defined in (3.1).

Lemma 5.1. (Vsd, ‖.‖sd) is a Hilbert space. In particular, the norm || · ||Vsd defined in (5.3) is

equivalent to the usual norm in the space V# ×H2
#(ωp)×H0,0,1 ×H1

#(Ωb)×H1
#(Ωb).

Proof. We first notice that ‖∆w‖L2(ωp) + ‖w‖L2(ωp) is a norm equivalent to the H2 norm on

H2
#(ωp). This follows by applying elliptic regularity to the case of periodic boundary conditions

associated with the operator −∆w + γw ∈ L2(Ω), giving full control of the H2(ωp) norm.

Next, we observe that the L2 norms of η and pb (Biot components) are not included in the

definition of ‖.‖sd, and so we need to show the following Poincare-type inequalities:

‖η‖2L2(Ωb) ≤ C‖(u, w, pp,η, pb)‖
2
sd, η ∈ H1

#(Ωb), (5.4)

‖pb‖2L2(Ωb) ≤ C‖(u, w, pp,η, pb)‖
2
sd, pb ∈ H1

#(Ωb). (5.5)

In contrast with the homogeneous Dirichlet case, the proof of the Poincaré inequalities will follow

by employing the interface conditions incorporated in the definition of Vsd. We will prove the

inequalities for smooth functions since general case follows by density argument in the standard

way. To prove the first inequality in (5.4) we notice

|η(x1, x2, x3, t)|2 = |η(x1, x2, 0, t) +

∫ x3

0

∂x3
η(x1, x2, z, t)dz|2

≤ C
(
|η(x1, x2, 0, t|2 +

∫ x3

0

|∂x3η(x1, x2, z, t)|2dz
)
.
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Integrate the above inequality over Ωb and invoke the interface coupling η|ωp = 〈0, 0, w〉 to obtain:

‖η‖2L2(Ωb) ≤ C
(
‖η‖2L2(wp) + ‖∂x3

η‖2L2(Ωb)

)
≤ C

(
‖w‖2L2(wp) + ‖η‖2E

)
≤ C‖(u, w, pp,η, pb)‖2sd.

This proves the first inequality.

To prove the second inequality, we first need to estimate the trace of pb on x3 = 0:

p2
b(x1, x2, 0, t) = p2

p(x1, x2, h/2, t) =
( 2

h

∫ h/2

0

∂s(spp(x1, x2, z, t))dz
)2

.

We continue, as before, by integrating the above equality over ωp to obtain:

‖pb‖2L2(wp) ≤ C
(
‖pp‖2L2(Ωp) + ‖∂spp‖2L2(Ωp)

)
.

Thus, we get:

‖pb‖2L2(Ωb) ≤ C
(
‖pb‖2L2(wp) + ‖∇pb‖2L2(Ωb)

)
≤ C‖(u, w, pp,η, pb)‖2sd.

Remark 5.1. If there were homogeneous Dirichlet boundary conditions on any subportion of the

boundary for η and pb, the classical Poincaré and Korn inequalities would yield norm equivalences

for those variables. In the present configuration, the L2 control in (5.4) for η and pb is obtained

through interface conditions, which gives equivalence of the full norms, as stated in Lemma 5.1.

We now define weak formulation for the semi-discrete linear problem at time tn = n[∆t] for each

n = 1, . . . , N . The weak formulation defines semi-discretized approximations of the solution.

Definition 2. Weak formulation for the semi-discrete problem. The following is the semi-

discretized weak formulation of the linear version of problem (2.15)-(2.31) where knb = kb(x, t
n):

Find (un, wn, (pp)
n,ηn, (pb)

n) ∈ Vsd such that for every (v, z, qp,ψ, qb) ∈ Vsd the following holds:

ρb(η̇
n+1 − η̇n,ψ)Ωb

+ [∆t](σb(η
n+1, pn+1

b ),∇ψ)Ωb
+ [∆t](cbṗ

n+1
b + αb∇ · η̇n+1, qb)Ωb

+ [∆t](knb∇pn+1
b ,∇qb)Ωb

+ [∆t](cpṗ
n+1
p − αps∆ẇn+1, qp)Ωp

+ [∆t](kp∂sp
n+1
p , ∂sqp)Ωp

+ ρp(ẇ
n+1 − ẇn, z)ωp

+ [∆t]D(∆wn+1,∆z)ωp
+ [∆t]αp(

∫ h/2

−h/2
[spn+1

p ]ds,∆z)ωp

+ γ[∆t](wn+1, z)ωp
− [∆t](pn+1

p

∣∣∣
s=−h/2

, z − v · e3)ωp
+ [∆t](ẇn+1 − un+1 · e3, qp

∣∣∣
s=−h/2

)

+ ρf (un+1 − un,v)Ωf
+ [∆t]µf (D(un+1),D(v))Ωf

+ [∆t]β(un+1 · t,v · t)ωp

= [∆t](Fn+1
b ,ψ)Ωb

+ [∆t](Sn+1, qb)Ωb
+ [∆t](fn+1,v)Ωf

, (5.6)

with the initial data specified in (2.31), and the discretized time derivative η̇n defined in (5.1).

Notice that in the linear case, knb is the value of kb(x, t) at the previous time step tn. In the

nonlinear case, we will take knb = (cbp
n
b + αb∇ · ηn).

To write this weak formulation entirely in terms of the unknown functions (un, wn, (pp)
n,ηn, (pb)

n)

belonging to the function space Vsd, we express the terms η̇n and η̇n+1 in terms of η using (5.1) to
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obtain:

ρb(η
n+1,ψ)Ωb

+ [∆t]
2
(σb(η

n+1, pn+1
b ),∇ψ)Ωb

+ [∆t](cbp
n+1
b , qb)Ωb

+ [∆t](αb∇ηn+1, qb)Ωb

+ [∆t]
2
(knb∇pn+1

b ,∇qb)Ωb
+ [∆t](cpp

n+1
p − αps∆wn+1, qp)Ωp + [∆t]

2
(kp∂sp

n+1
p , ∂sqp)Ωp

+ ρp(w
n+1, z)ωp + [∆t]

2
D(∆wn+1,∆z)ωp + [∆t]

2
αp(

∫ h/2

−h/2
[spn+1

p ]ds,∆z)ωp + γ[∆t]
2
(wn+1, z)ωp

− [∆t]
2
(pn+1
p

∣∣∣
s=−h/2

, z)ωp + [∆t]
2
(pn+1
p

∣∣∣
s=−h/2

,v · e3)ωp + [∆t](wn+1, qp

∣∣∣
s=−h/2

)

− [∆t]
2
(un+1 · e3, qp

∣∣∣
s=−h/2

) + [∆t]ρf (un+1,v)Ωf
+ [∆t]

2
µf (D(un+1),D(v))Ωf

+ [∆t]
2
β(un+1 · t,v · t)ωp (5.7)

= [∆t]
2
(Fn+1

b ,ψ)Ωb
+ [∆t]

2
(Sn+1, qb)Ωb

+ [∆t]
2
(fn+1,v)Ωf

+ [∆t](η̇n,ψ)Ωb
+ [∆t](ẇn, z)ωp

+ [∆t]ρf (un,v)Ωf
+ ρb(η

n,ψ)Ωb
+ [∆t](cbp

n
b + αb∇ηn, qb)Ωb

+ [∆t](cpp
n
p − αps∆wn, qp)Ωp + ρp(w

n, z)ωp + [∆t](wn, qp

∣∣∣
s=−h/2

)

We note that the above problem, although equivalent to the discrete weak form in (5.6), does

not have a coercive structure. This is a consequence of the particular coupling in our multilayer

problem, and the use of mixed-velocity/solution test functions in obtaining the energy estimates.

To circumvent this issue, we modify the test functions (i.e., the variational problem we are trying

to solve) in the following way:

qb 7→ [∆t]qb; qp 7→ [∆t]qp; v 7→ [∆t]v. (5.8)

This re-scaling can be undone, of course. This is because the re-scaling of test functions does not

affect admissability in the space Vsd, and, after the use of the Lax-Milgram Lemma to obtain

existence, as described below, the variational problem in (5.7) is recovered through the “for all”

quantifier in the definition of a weak solution. As a consequence, the solution to (5.7) recovers the

solution to the original semi-discretized problem (5.6).

With the re-scaled test functions (5.8), the weak formulation of the semi-discretized linear prob-

lem is given by the following:

Definition 3. Weak formulation with rescaled test functions. We say that a function

(un, wn, (pp)
n,ηn, (pb)

n) ∈ Vsd is a weak solution to the semi-discretized linear problem (2.15)-
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(2.31) if for every test function ([∆t]v, z, [∆t]qp,ψ, [∆t]qb) ∈ Vsd the following holds:

ρb(η
n+1,ψ)Ωb

+ [∆t]
2
(σb(η

n+1, pn+1
b ),∇ψ)Ωb

+ [∆t](cbp
n+1
b , [∆t]qb)Ωb

+ [∆t](αb∇ηn+1, [∆t]qb)Ωb

+ [∆t]
2
(knb∇pn+1

b , [∆t]∇qb)Ωb
+ [∆t](cpp

n+1
p − αps∆wn+1, [∆t]qp)Ωp + [∆t]

2
(kp∂sp

n+1
p , [∆t]∂sqp)Ωp

+ ρp(w
n+1, z)ωp + [∆t]

2
D(∆wn+1,∆z)ωp + [∆t]

2
αp(

∫ h/2

−h/2
[spn+1

p ]ds,∆z)ωp + γ[∆t]
2
(wn+1, z)ωp

− [∆t]
2
(pn+1
p

∣∣∣
s=−h/2

, z)ωp + [∆t]
2
(pn+1
p

∣∣∣
s=−h/2

, [∆t]v · e3)ωp + [∆t](wn+1, [∆t]qp

∣∣∣
s=−h/2

)

− [∆t]
2
(un+1 · e3, [∆t]qp

∣∣∣
s=−h/2

)

+ [∆t]
[
[∆t]ρf (un+1,v)Ωf

+ [∆t]
2
µf (D(un+1),D(v))Ωf

+ [∆t]
2
β(un+1 · t,v · t)ωp

]
= [∆t]

2
(Fn+1

b ,ψ)Ωb
+ [∆t]

2
(Sn+1, [∆t]qb)Ωb

+ [∆t]
2
(fn+1, [∆t]v)Ωf

(5.9)

+ [∆t](η̇n,ψ)Ωb
+ [∆t](ẇn, z)ωp

+ [∆t]ρf (un, [∆t]v)Ωf
+ ρb(η

n,ψ)Ωb
+ ρp(w

n, z)ωp

+ [∆t](cbp
n
b + αb∇ηn, [∆t]qb)Ωb

+ [∆t](cpp
n
p − αps∆wn, [∆t]qp)Ωp

+ [∆t](wn, [∆t]qp

∣∣∣
s=−h/2

),

with the initial data specified in (2.31).

We aim at using the Lax-Milgram lemma to prove existence of a weak solution specified in

Definition 3. More precisely, we will prove the following result.

Theorem 5.2. There exists a unique weak solution to (5.9).

To prove this result using a Lax-Milgram approach we introduce a bilinear form on Vsd, associated

with the left hand-side of (5.9), defining our elliptic operator, and a functional on Vsd associated

with the right hand-side of (5.9) given in terms of ηn, η̇n, wn, ẇn,un, pnb , p
n
p and the source terms

Fn+1
b , Sn+1, fn+1, treated as given data.

More precisely, given knb , we introduce a bilinear form an(·, ·) on Vsd × Vsd as:

an ((η, pb, w, pp,u), (ψ, qb, z, qp,v)) := ρb(η
n+1,ψ)Ωb

+ [∆t]
2
(σb(η

n+1, pn+1
b ),∇ψ)Ωb

+ [∆t]
2
(cbp

n+1
b , qb)Ωb

+ [∆t]
2
(αb∇ηn+1, qb)Ωb

+ [∆t]
3
(knb∇pn+1

b ,∇qb)Ωb

+ [∆t]
2
(cpp

n+1
p − αps∆wn+1, qp)Ωp

+ [∆t]
3
(kp∂sp

n+1
p , ∂sqp)Ωp

+ ρp(w
n+1, z)ωp

+ [∆t]
2
D(∆wn+1,∆z)ωp

+ γ[∆t]
2
(wn+1, z)ωp

,+[∆t]
2
αp(

∫ h/2

−h/2
[spn+1

p ]ds,∆z)ωp

− [∆t]
2
(pn+1
p

∣∣∣
s=−h/2

, z)ωp
+ [∆t]

3
(pn+1
p

∣∣∣
s=−h/2

,v · e3)ωp
+ [∆t]

2
(wn+1, qp

∣∣∣
s=−h/2

)

− [∆t]
3
(un+1 · e3, qp

∣∣∣
s=−h/2

) + [∆t]
2
ρf (un+1,v)Ωf

+ [∆t]
3
µf (D(un+1),D(v))Ωf

+ [∆t]
3
β(un+1 · t,v · t)ωp

(5.10)

Notice again that the dependence of the bilinear form an(·, ·) on n comes specifically through the

linear coefficient knb in the case when this function exhibits any temporal dependence.

Similarly, we introduce the functional Fn by:

Fn (ψ, qb, z, qp,v) := [∆t]
2
(Fn+1

b ,ψ)Ωb
+ [∆t]

3
(Sn+1, qb)Ωb

+ [∆t]
3
(fn+1,v)Ωf

+ [∆t](η̇n,ψ)Ωb
+ [∆t](ẇn, z)ωp

+ [∆t]
2
ρf (un,v)Ωf

+ ρb(η
n,ψ)Ωb

+ [∆t]
2
(cbp

n
b + αb∇ηn, qb)Ωb

+ [∆t]
2
(cpp

n
p − αps∆wn, qp)Ωp

+ ρp(w
n, z)ωp

+ [∆t]
2
(wn, qp

∣∣∣
s=−h/2

), (5.11)
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which depends on [∆t], the source terms Fb, S, f at tn+1, and solution evaluated at the previous

time step tn.

We have the following lemma:

Lemma 5.3. Suppose that cp > 0 and ρb, ρp, cb ≥ 0. Consider an : Vsd × Vsd → R and Fn ∈
L
(
Vsd,R

)
, as defined in (5.10) and (5.11) above. Then, as a bilinear form, an(·, ·) is continuous

and coercive, and Fn ∈ [Vsd]′.

Notice that in using Lax-Milgram with our particular rescaling, the setup is robust in that it

allows cb, ρb, ρp to vanish.

Proof. First we demonstrate coercivity of an(·, ·) on Vsd × Vsd. We choose ψ = ηn+1, qb = pn+1
b ,

qp = pn+1
p , and v = un+1 and calculate:

an(un+1, wn+1, pn+1
p ,ηn+1, pn+1

b ), (un+1, wn+1, pn+1
p ,ηn+1, pn+1

b )) = ρb||ηn+1||2Ωb
+ [∆t]

2||ηn+1||2E
− [∆t]

2
αb(p

n+1
b ,∇ηn+1)Ωb

+ [∆t]
2
(αb∇ηn+1, pn+1

b )Ωb
+ [∆t]

2
cb||pn+1

b ||2Ωb

+ [∆t]
3||(knb )1/2∇pn+1

b ||2Ωb
+ [∆t]

2
cp||pn+1

p ||2Ωp
− [∆t]

2
αp(s∆w

n+1, pn+1
p )Ωp + [∆t]

3||k1/2
p ||∂spn+1

p ||2Ωp

+ ρp||wn+1||2ωp
+ [∆t]

2
D||∆wn+1||2ωp

+ γ[∆t]
2||wn+1||2ωp

+ [∆t]
2
αp

(∫ h/2

−h/2
[spn+1]ds,∆wn+1

)
ωp

− [∆t]
2
(pn+1
p

∣∣∣
s=−h/2

, wn+1)ωp
+ [∆t]

3
(pn+1
p

∣∣∣
s=−h/2

,un+1 · e3)ωp
+ [∆t]

2
(wn+1, pn+1

p

∣∣∣
s=−h/2

)

− [∆t]
3
(un+1 · e3, p

n+1
p

∣∣∣
s=−h/2

)

+ [∆t]
2
ρf (un+1,un+1)Ωf

+ [∆t]
3
µf (D(un+1),D(un+1))Ωf

+ [∆t]
3
β(un+1 · t,un+1 · t)ωp

.

Now, because of the correct scalings in terms of [∆t], we can cancel out both Biot type mixed terms,

as well as boundary coupling terms, to obtain:

an(un+1, wn+1, pn+1
p ,ηn+1, pn+1

b ), (un+1, wn+1, pn+1
p ,ηn+1, pn+1

b )) = ρb||ηn+1||2Ωb
+ [∆t]

2||ηn+1||2E
+ [∆t]

2
cb||pn+1

b ||2Ωb
+ [∆t]

3||[knb ]1/2∇pn+1
b ||2Ωb

+ [∆t]
2
cp||pn+1

p ||2Ωp
+ [∆t]

3||[kp]1/2∂spn+1
p ||2Ωp

+ ρp||wn+1||2ωp
+ [∆t]

2
D||∆wn+1||2ωp

+ γ[∆t]
2||wn+1||2 + [∆t]

2||un+1||2Ωf
+ [∆t]

3
µf ||D(un+1)||2Ωf

+ [∆t]
3
β||un+1 · t||2ωp

.

We can now estimate the right hand-side to obtain coercivity on Vsd:

an(un+1, wn+1, pn+1
p ,ηn+1, pn+1

b ), (un+1, wn+1, pn+1
p ,ηn+1, pn+1

b ))

& [∆t]
2||ηn+1||2H1(Ωb) + [∆t]

3||pn+1
b ||2H1(Ωb) + [∆t]

3||pn+1
p ||2H1(Ωp) + [∆t]

2||wn+1||2H2(ωp) + [∆t]
3||u||2H1(Ωf )

& min([∆t]
2
, [∆t]

3
)‖[un+1, wn+1, pn+1

p ,ηn+1, pn+1
b ]‖2Vsd .

Here, we have implicitly used the lower bound kb(x, t) ≥ kmin > 0, and the notation & which

represents a bound by a generic constant depending on ρf , ρb, cb, αb, cp, αp, ρp, as well as the Korn’s

and Poincaré constants, and possibly [∆t].

This estimate shows coercivity for the variable (un+1, wn+1, pn+1
p ,ηn+1, pn+1

b ) in the Vsd norm.

The quantities η̇n+1 and ẇn+1 are recovered from the formulae in (5.1), recalling that ηn ∈ L2(Ωb)

and wn ∈ L2(ωp) are given as data.

To see that the functional Fn belongs to [Vsd]′ we derive a straightforward estimate in terms of
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L2 norms:

||F ||[Vsd]′ . [∆t]
2[||Fn+1

b ||Ωb
+ [∆t]||Sn+1||Ωb

+ [∆t]||fn+1||Ωf

]
+ [∆t]

[
||η̇n||Ωb

+ ||ẇn||ωp + [∆t]||un||Ωf

]
+ [∆t]

2[||pnb ||Ωb
+ ||ηn||E + ||pnp ||Ωp + ||∆wn||ωp

]
+ ||ηn||Ωb

+ ||wn||ωp .

The proof of Theorem 5.2 now follows by applying the Lax-Milgram lemma to the problem

an
(
(un+1, wn+1, pn+1

p ,ηn+1, pn+1
b ), (ψ, qb, z, qp,v)

)
= Fn (ψ, qb, z, qp,v) , ∀(ψ, qb, z, qp,v) ∈ Vsd,

defined on the Hilbert space Vsd .

We emphasize that the approximate solution lies in the test space, as is necessary for obtaining

estimates later on.

Remark 5.2. We note that in the above construction, the continuity and coercivity constants may

depend on [∆t] in a singular way. However, we utilize the Lax-Milgram lemma only for existence

of an approximate solution to the re-scaled problem (5.9). After obtaining the solution at the time

tn+1 from the data at tn, we recover the solution to the original problem (5.6) Once we have the

solution to (5.6), we obtain a priori estimates for problem (5.6). We note that the approximate

solution lies in the test space, which will be important for the choice of appropriate multiplies in

the derivation of a priori estimates. The resulting bounds will be uniform in [∆t]. This feature is

present in the related considerations [14,16,55].

Theorem 5.2 provides a sequence of approximate functions, which are functions of the spatial

variable only, defined for every tn, n = 0, . . . , N . To define approximate solutions we extend these

functions to the entire time interval [0, T ] by extrapolation as piecewise constant functions in time,

to obtain the following approximate solutions :

(u[N ], w[N ], p[N ]
p ,η[N ], p

[N ]
b )(t) = (unN , w

n
N , (pp)

n
N ,η

n
N , (pb)

n
N ), t ∈ (tn−1, tn], n = 1, . . . , N. (5.12)

Since we will have to work with derivatives of approximate functions, we introduce the following

definition.

Definition 4. For a piecewise constant function f [N ], the time derivative of f [N ] is a function

denoted by ḟ [N ](t), defined via backward difference quotients:

ḟ [N ](t) =
fnN − f

n−1
N

[∆t]
, t ∈ (tn−1, tn]. (5.13)

With this notion of the time derivative, one can easily see that the approximate solutions satisfy

the following weak formulation:

Proposition 5.4. The approximate solutions (u[N ], w[N ], p
[N ]
p ,η[N ], p

[N ]
b ), defined by (5.12), satisfy
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the following weak formulation for all test functions (v, z, qp,ψ, qb) ∈ Vtest:

ρb((η̈
[N ],ψ))Ωb

+ ((σb(η
[N ], p

[N ]
b ),∇ψ))Ωb

+ ((cbṗ
[N ]
b + αb∇ · η̇[N ], qb))Ωb

+ ((kb(τ∆t(cbp
[N ]
b + αb∇ · η[N ])∇p[N ]

b ,∇qb))Ωb
+ ((cpṗ

[N ]
p − αps∆ẇ[N ], qp))Ωp

+ ((kp∂sp
[N ]
p , ∂sqp))Ωp

+ ρp((ẅ
[N ], z))ωp +D((∆w[N ],∆z))ωp + αp((

∫ h/2

−h/2
[sp[N ]

p ]ds,∆z))ωp

− ((p[N ]
p

∣∣∣
s=−h/2

, z − v · e3))ωp + ((ẇ[N ] − u[N ] · e3, qp

∣∣∣
s=−h/2

))

+ ρf ((u̇[N ],v))Ωf
+ µf ((D(u[N ]),D(v)))Ωf

+ β(u[N ] · t,v · t))ωp

= ((F
[N ]
b ,ψ))Ωb

+ ((S[N ], qb))Ωb
+ ((f [N ],v))Ωf

, (5.14)

where τ∆t is the translation operator defined by τ∆tf = f(t−∆t).

To see that this is true, we first focus on the time interval (tn, tn+1) and the weak formulation

(5.6). Let (v, z, qp,ψ, qb) ∈ Vtest, where Vtest is defined by (3.2). Notice that (v, z, qp,ψ, qb)(t) for

t ∈ (tn, tn+1), is an admissible test function for the weak formulation (5.6). Thus, take it as a test

function in (5.6), integrate the resulting formulation in time from tn to tn+1, and then sum with

respect to n = 1, . . . , N , to obtain that the approximate solutions satisfy the approximate weak

form (5.14).

5.2 Uniform a priori estimates for the approximate solutions

We show here that the following estimates, uniform in [∆t], or equivalently, independent of N , hold

for approximate solutions.

Lemma 5.5. There exists a constant C > 0, independent of N , such that approximate solutions

u[N ], w[N ], p
[N ]
p , η[N ], p

[N ]
b , satisfy the following estimates:

ρf‖u[N ]‖2L∞t L2
x

+ ρp‖ẇ[N ]‖2L∞t L2
x

+ ρb‖η̇[N ]‖2L∞t L2
x
≤ C,

cp‖p[N ]
p ‖2L∞t L2

x
+ ‖η[N ]‖L∞t E + cb‖p[N ]

b ‖
2
L∞t L2

x
+D‖∆w[N ]‖2L∞t L2

x
≤ C,

µf‖D(u[N ])‖2L2
tL

2
x

+ β‖u[N ] · t‖2L2
tL

2
x(ωp) + ‖∂x3

p[N ]
p ‖2L2

tL
2
x

+ ‖∇p[N ]
b ‖

2
L2

tL
2
x
≤ C.

The shorthand notation L2
tL

2
x, for instance, indicates the space L2(0, T ;L2(Ω)).

Proof. To simplify notation, in this proof we will be assuming that all the physical constants are

equal to 1, except for the constants cp, cb, ρp, ρb, which can vanish (in the quasistatic case).

We start by obtaining an a priori estimate on the functions un, wn, (pp)
n,ηn, (pb)

n, satisfying

the semi-discretized problem (5.6). For this purpose, we use the following test functions in (5.6):

ψ = η̇n+1, qb = pn+1
b , qp = pn+1

p , z = ẇn+1 and v = un+1. Using Young’s inequality and absorbing

all constants that do not depend on [∆t] we get:

ρb||η̇n+1||2Ωb
+ [∆t](σE(ηn+1),∇η̇n+1)Ωb

+ cb[∆t](ṗ
n+1
b , pn+1

b )Ωb
+ [∆t]||(knb )1/2∇pn+1

b ||2Ωb

+ cp[∆t](ṗ
n+1
p , pn+1

p )Ωp
+ [∆t]||k1/2

p ∂sp
n+1
p ||2Ωp

+ ρp||ẇn+1||2ωp
+ [∆t](∆wn+1,∆ẇn+1)ωp

+ ||un+1||2Ωf
+ [∆t]||D(un+1)||2Ωf

+ [∆t]||un+1 · t||2ωp

. ρb||η̇n||2Ωb
+ ρp||ẇn||2ωp

+ ||un||2Ωf
+ [∆t]||Fn+1

b ||2Ωb
+ [∆t]||Sn+1||2Ωb

+ [∆t]||fn+1||2Ωf
.

By invoking the definition of difference quotients, as well as Young’s inequality, we obtain the
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following a priori estimate:

ρb||η̇n+1||2Ωb
+ ||ηn+1||2E + cb||pn+1

b ||Ωb
+ [∆t]||(knb )1/2∇pn+1

b ||2Ωb
+ cp||pn+1

p ||2Ωp
+ [∆t]||k1/2

p ∂sp
n+1
p ||2Ωp

+ ρp||ẇn+1||2ωp
+ ||∆wn+1||2ωp

+ ||un+1||2Ωf
+ [∆t]||D(un+1)||2Ωf

+ [∆t]||un+1 · t||2ωp

. ρb||η̇n||2Ωb
+ ||ηn||2E + cb||pnb ||2Ωb

+ cp||pnp ||2Ωp
+ ρp||ẇn||2ωp

+ ||∆wn||2ωp

+ [∆t]||Fn+1
b ||2Ωb

+ [∆t]||Sn+1||2Ωb
+ [∆t]||fn+1||2Ωf

.

This estimate can be rearranged and expressed as follows:

ρb||η̇n+1||2Ωb
+ ||ηn+1||2E + cb||pn+1

b ||Ωb
+ cp||pn+1

p ||2Ωp
+ ρp||ẇn+1||2ωp

+ ||∆wn+1||2ωp
+ ||un+1||2Ωf

. ρb||η̇n||2Ωb
+ ||ηn||2E + cb||pnb ||2Ωb

+ cp||pnp ||2Ωp
+ ρp||ẇn||2ωp

+ ||∆wn||2ωp

+ [∆t]||Fn+1
b ||2Ωb

+ [∆t]||Sn+1||2Ωb
+ [∆t]||fn+1||2Ωf

− [∆t]||k1/2
b ∇p

n+1
b ||2Ωb

− [∆t]||k1/2
p ∂sp

n+1
p ||2Ωp

− [∆t]||D(un+1)||2Ωf
− [∆t]||un+1 · t||2ωp

.

Inductively, after rearrangement, we obtain:

||η̇N+1||2Ωb
+ ||ηN+1||2E + cb||pN+1

b ||Ωb
+ cp||pN+1

p ||2Ωp
+ ρp||ẇN+1||2ωp

+ ||∆wN+1||2ωp
+ ||uN+1||2Ωf

+

N∑
n=0

[
||k1/2

b ∇p
n+1
b ||2Ωb

+ ||k1/2
p ∂sp

n+1
p ||2Ωp

+ ||D(un+1)||2Ωf
+ ||un+1 · t||2ωp

]
[∆t]

. ||η̇0||2Ωb
+ ||η0||2E + cb||p0

b ||2Ωb
+ cp||p0

p||2Ωp
+ ||ẇ0||2ωp

+ ρp||∆w0||2ωp

+
N∑
n=0

[
||Fn+1

b ||2Ωb
+ ||Sn+1||2Ωb

+ ||fn+1||2Ωf

]
[∆t]. (5.15)

Noting the lower bound on kb ≥ kmin > 0 again, we obtain the uniform estimates for the approximate

solutions.

We will need two more estimates to be able to pass to the limit as N →∞ (or, equivalently, as

∆t→ 0) in the evolution case when we have to deal with the terms η̇[N ] and ẇ[N ]. In this case we

require bounds on η̈[N ], ẅ[N ] in the associated dual, H−1-like spaces. Additionally, we will need an

estimate for the time derivative of the fluid content in the associated dual space.

Having established the solution, such estimates will follow immediately from (5.6). More pre-

cisely, since some test functions are coupled, we need to consider duals of product spaces to establish

these estimates. In particular, consider first taking all test functions in (5.6) zero except for the “in-

ertial test functions” (ψ, z) ∈ H1
#(Ωb) ×H2

#(ωp) such that ψ|x3=0 = ze3. Then, dividing (5.6) by

[∆t], we obtain the following equality for the solution at any tn+1:

ρb(η̈
n+1,ψ)Ωb

+ ρp(ẅ
n+1, z)ωp = (σb(η

n+1, pn+1
b ),∇ψ))Ωb

+ (Fn+1
b ,ψ)Ωb

−D(∆wn+1,∆z)ωp
− αp(

∫ h/2

−h/2
[spn+1

p ]ds,∆z)ωp
− (pn+1

p

∣∣∣
s=−h/2

, z)ωp
.

Similar calculation can be done for the fluid content by taking all test functions zero except for the

“fluid content test functions” (qp, qb) ∈ H1
#(Ωb)×H0,0,1

# such that qb|s=h/2 = qp. After integrating

the obtained equalities with respect to time from tn = n[∆t] to tn+1 = (n+ 1)[∆t], and taking the

sum over n, for n = 0, . . . , N − 1, the estimates in Lemma 5.5 give the following result:

Lemma 5.6. Let Vin = {(ψ, z) ∈ H1
#(Ωb) × H2

#(ωp) : ψ|x3=0 = ze3} and Vfc = {(qp, qb) ∈
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H1
#(Ωb)×H0,0,1 : qb|s=h/2 = qp}. Then there exists constant C independent of N such that:∥∥∥(ρbη̈[N ], ρpẅ

[N ]
)∥∥∥
V′in
≤ C,∥∥∥(cbṗ[N ]

b + αb∇ · η̇[N ], cpṗ
[N ]
p − αp∆ẇ[N ]

)∥∥∥
V′fc
≤ C.

5.3 Limit N →∞ and Recovery of Linear Weak Solution

5.3.1 Existence

To prove the existence of a weak solution to the linear Stokes-Biot-poroplate fluid-structure in-

teraction problem (2.15)–(2.31), we would like to show that there exist subsequences of approxi-

mate solutions {(u[N ], w[N ], p
[N ]
p ,η[N ], p

[N ]
b )}N∈N, which converge, as N → ∞ (or equivalently, as

∆t → 0), to a function which satisfies the weak formulation of the continuous problem specified

in Definition 1. Since the problem is linear, weak convergence of subsequences of approximate so-

lutions {(u[N ], w[N ], p
[N ]
p ,η[N ], p

[N ]
b )}N∈N is sufficient to pass to the limit in the weak formulations

(5.14) satisfied by the approximate functions, and recover the weak formulation of the continuous

problem, satisfied by the limiting function. Indeed, the uniform bounds presented in Lemmas 5.5

and 5.6 imply existence of subsequences of {(u[N ], w[N ], p
[N ]
p ,η[N ], p

[N ]
b )}N∈N, denoted again with

{(u[N ], w[N ], p
[N ]
p ,η[N ], p

[N ]
b )}N∈N (with a slight abuse of notation), such that the following weak

convergence is true for those subsequences:

(u[N ], w[N ], p[N ]
p ,η[N ], p

[N ]
b ) ⇀ (u, w, pp,η, pb) weakly in Vsol, (5.16)

and

(ρbη̈
[N ], ρpẅ

[N ]
) ∗
⇀ (ρbη̈, ρpẅ

)
weakly ∗ in Vin

(cbṗ
[N ]
b + αb∇ · η̇[N ], cpṗ

[N ]
p − αp∆ẇ[N ]

)
,
∗
⇀ (cbṗ

+
b αb∇ · η̇, cpṗp − αp∆ẇ

)
weakly ∗ in Vfc.

This is sufficient to pass to the limit in (5.14), and obtain that the limiting function satisfies the

continuous weak formulation (3.14). This calculation is straight forward. Therefore, the uniform

estimates from Lemmas 5.5 and 5.6 imply the following existence result:

Theorem 5.7. Let cp > 0 and ρb, ρp, cb, ρf ≥ 0, αn, αp, µE , λE , D, µ, kp > 0, and T > 0. Moreover,

let the initial data belong to the following spaces: u ∈ L2(Ωf ), w ∈ H2
#(ωp), wt ∈ L2(ωp),η ∈

H1
#(ωp), ηt ∈ L2(Ωb), pb ∈ L2(Ωb), pp ∈ L2(Ωp), and let kb ∈ L∞(0, T ;L∞(Ωb)) such that 0 <

kmin ≤ kb ≤ kmax. Then there exists a weak solution on (0, T ) in the sense of Definition 1.

5.3.2 Uniqueness

We conclude this section with a brief discussion of the issue of (linear) uniqueness. First, we note that

even in the linear case, uniqueness of solutions is a non-trivial issue—see [16, 48]. This primarily

stems from the fact that the energy estimates obtained for the constructed solution above need

not apply to a general weak solution. Hence, given two weak solutions, an a priori estimate on the

difference is not immediately obtainable via formal estimation as was done on approximate solutions

in the construction of our particular weak solution. This issue is two-pronged: first, the hyperbolic

nature of the inertial problem (when ρb and/or ρp non-zero) has challenges associated to justifying

velocity multipliers (test functions) ηt and wt, owing to the higher order terms appearing from the

Biot structure of the solid dynamics. Secondly, Biot models with time dependent coefficients (even

in the quasi-static case) have issues associated to multiplier analysis in obtaining a priori estimates.

The effect of this can be noted, for instance, in [48, pp.110–117] where abstract implicit evolutions
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are discussed and “much non-uniqueness” is possible, since “...the stability estimate...was shown to

hold for some solution, not every solution....”

We provide a lemma that yields uniqueness, assuming that formal test functions ηt and wt are

admissible in the sense of the following hypothesis:

Assumption 5.1. Assume that the function (u, w, pp,η, pb) ∈ Vsol has the additional property that

(ρbwtt +D∆2w,wt)ωp
=

1

2

d

dt

{
ρp||wt||2L2(ωp) +D||∆w||2L2(ωp)

}
(5.17)

(ρpηtt + σE ,ηt)Ωp
=

1

2

d

dt

{
ρb||ηt||2L2(Ωb) + ||η||2E

}
. (5.18)

Then, the following uniqueness result holds.

Lemma 5.8 (Uniqueness of Weak Solutions). Let cp > 0 and ρb, ρp, cb, ρf ≥ 0, αb, αp, µE , λE , D, µ, kp >

0, and T > 0. Moreover, let kb ∈ L∞(Ωb × (0, T )) such that 0 < k1 ≤ kb ≤ k2. Suppose further

that a weak solution (u, w, pp,η, pb) ∈ Vsol has the additional property specified in Assumption 5.1.

Then, for the given data, such a solution is unique.

Proof. The above lemma follows immediately from the formal energy estimates presented in the

preceding section applied to the difference of two solutions to the linear problem.

Remark 5.3. Note that Assumption 5.1 holds, for instance, for strong solutions (for instance if

w ∈ C2([0, T ];L2(ωp)) ∩C1([0, T ];H2(ωp)) ∩C([0, T ];H4(ωp)), with analogous assumptions for η).

However, it is not at all obvious when, for instance, ρp or ρb are zero. In full generality, whether or

not wt and ηt are valid to test with for a weak solution is certainly a subtle issue.

6 Main Result II: Quasistatic Nonlinear Problem

In this section we consider the nonlinear case where:

• the permeability function kb depends explicitly on ζb = cbpb + αb∇ · η, as specified in (2.10);

• the Biot model (2.15) is quasi-static, as specified in Assumption 2.4, namely, ρb = 0 in (2.15);

• we allow ρp ≥ 0 in the poroelastic plate equations (2.16).

The main nonlinear existence result is the following:

Theorem 6.1 (Nonlinear existence of weak solutions). Let ρb = 0, cp > 0, and ρp, cb, ρf ≥ 0,

αn, αp, µE , λE , D, µ, kp > 0, and T > 0. Moreover, let the initial data belong to the following spaces:

u ∈ L2(Ωf ), w ∈ H2
#(ωp), wt ∈ L2,η ∈ H1

#(Ωb), ηt ∈ L2(Ωb), pb ∈ L2(Ωb), pp ∈ L2(Ωp), and let

kb(·) ∈ L∞(R) such that 0 < kmin ≤ kb ≤ kmax. Then, there exists a weak solution to the nonlinear

quasi-static problem on (0, T ) in the sense of Definition 1, with ρb = 0.

To prove this result, we first notice that all the steps in the existence proof performed for the

linear case still hold, except the last step involving passage to the limit. To pass to the limit in the

nonlinear problem we will use a version of Aubin-Lions lemma obtained in [29], which is particularly

suitable for piece-wise constant approximations in time of the approximate solutions constructed

using Rothe’s method. Here we state the special case of [29, Theorem 1] adapted to our notation:

Theorem 6.2 (Compactness Lemma [29]). Let V ↪→ H ↪→ W be Hilbert spaces with the first

inclusion compact and the second continuous. Consider the sequence of piece-wise constant in time

functions u[N ] (indexed by N →∞, or equivalently, [∆t]→ 0), and u̇[N ] defined in (5.13).

If the following inequality holds∣∣∣∣u̇[N ]
∣∣∣∣
L2([∆t],T ;W )

+ ||u[N ]||L2(0,T ;V ) ≤ C,
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with C independent of N , then u[N ] is pre-compact in L2(0, T ;H).

We will apply this theorem on the sequence
[
cbp

[N ]
b +αb∇ ·η[N ]

]
, with W = L2

(
0, T ;H−1(Ωb)

)
,

V = L2
(
0, T ;Hε(Ωb)

)
, and H = L2

(
0, T ;L2(Ωb)

)
.

We start by showing the following uniform estimate on
[
cbṗb

[N ] + αb∇ · η̇[N ]
]
:

Lemma 6.3. There exists a constant C independent of N such that

‖cbṗb[N ] + αb∇ · η̇[N ]‖L2(0,T ;H−1(Ωb)) ≤ C.

Proof. Let qb ∈ C1
c ((0, T );H1

0 (Ωb)). Then (0, 0, 0, 0, qb) belongs to the space of test functions Vtest.

Therefore we can use this test function in the weak formulation (5.14) for approximate solutions to

obtain (due to the second equation in (2.15)):

((cbṗ
[N ]
b + αb∇ · η̇[N ], qb))Ωb

= −((kb(τ∆t(cbp
[N ]
b + αb∇ · η[N ]))∇p[N ]

b ,∇qb))Ωb
+ ((S[N ], qb))Ωb

.

By using uniform estimates presented in Lemma 5.5, we obtain the following estimate:

|((cbṗ[N ]
b + αb∇ · η̇[N ], qb))Ωb

| ≤ kmax‖∇p[N ]
b ‖L2

tL
2
x
‖qb‖L2

tH
1
x

+ C‖S[N ]‖L2
tL

2
x
‖qb‖L2

tH
1
x
≤ C‖qb‖L2

tH
1
x
.

Now the conclusion of the lemma follows by density arguments and from the converse of Hölder’s

inequality.

In order to prove the compactness result, we need the regularity result for the Biot displacement.

Theorem 6.4. In the quasistatic case (ρb = 0), the Biot displacement satisfies the following addi-

tional regularity property: the sequence η[N ] is uniformly bounded in L2(0, T ; H2(Ωb)).

Proof. We use the arguments and notation similar to [14, Section 3.3]. We denote by E : D(E) ⊂
L2(Ωb)→ L2(Ωb) the Lamé operator:

E(η) := −∇ · (2µbD(η) + λb∇ · ηI)

defined on the domain

D(E) = {η ∈ H1
#(Ωb) | ∇ · (2µbD(η) + λb∇ · ηI) ∈ L2(Ωb)}.

Then η[N ] satisfies the following equation:

Eη[N ] = −∇p[N ] in (0, T )× Ωb,

with the following mixed boundary conditions:

1. Periodic at xi = 0, xi = 1, for i = 1, 2 (see (2.26));

2. Zero traction condition at x3 = 1 (see (2.28));

3. Dirichlet condition on x3 = 0, i.e. on ωp : η[N ] = w[N ]e3 (see (2.19)).

From Lemma 5.5 we see that:

• The right hand-side ∇p in uniformly bounded in L2(0, T ;L2(Ωb));

• The sequence w[N ] in the Dirichlet boundary condition is uniformly bounded in L∞(0, T ;H2(ωp)).

Now the conclusion of the Lemma follows directly from standard elliptic regularity on a rectangular

prism, as in [14, Lemma 2].
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Remark 6.1. First, it is important to note here that due to the way how the problem is set up,

our domain is smooth without corners. Secondly, the full elliptic regularity recovered in Theorem

6.4 is more than is needed in the construction of solutions; indeed, if η[N ] is uniformly bounded in

L2(0, T ; H1+ε(Ωb)), ε > 0, then the convergence properties stated below follow as in [14].

Corollary 6.5. The following convergence properties hold:

cbpb
[N ] + αb∇ · η[N ] → cbpb + αb∇ · η strongly in L2(0, T ;L2(Ωb))

kb
(
τ∆t(cbp

[N ]
b + αb∇ · η[N ])

)
→ kb

(
cbpb + αb∇ · η

)
strongly in L2(0, T ;L2(Ωb))

Proof. Uniform energy estimates from Lemma 5.5 imply that sequence p
[N ]
b is uniformly bounded

in L2(0, T ;H1(Ωb)). Therefore, by Theorem 6.4, sequence cbpb
[N ] +αb∇·η[N ] is uniformly bounded

in L2(0, T ;Hε(Ωb)). Moreover, by Lemma 6.3 sequence
(
cbpb

[N ] +αb∇·η[N ]
)·

is uniformly bounded

in L2(0, T ;H−1(Ωb)).

The strong convergence of
[
cbpb

[N ] + αb∇ · η[N ]
]

then follows by direct application of Theorem

6.2.

The second convergence result follows by noticing that kb(·) : L2(Ωb) → L2(Ωb) represents a

Nemytskii operator [48]. This follows from the bounds 0 < kmin ≤ kb(s) ≤ κmax for all s ∈ R, as

well as the continuity of kb(·). Thus

kb
(
τ∆t(cbp

[N ]
b + αb∇ · η[N ])

)
→ kb

(
cbpb + αb∇ · η

)
,

as desired.

To complete the proof of the existence of weak solutions, what remains to show is how to pass

to the limit in the nonlinear term in (5.14). For this purpose, we recall the following convergence

properties of the sequences appearing in the nonlinear term:

kb
(
τ∆t(cbp

[N ]
b + αb∇ · η[N ])

)
→ kb

(
cbpb + αb∇ · η

)
in L2(0, T ;L2(Ωb)),

∇p[N ]
b ⇀ ∇pb weakly in L2(0, T ;L2(Ωb)).

Now, by the convergence of weak-strong products we get:

kb
(
τ∆t(cbp

[N ]
b + αb∇ · η[N ])

)
∇p[N ]

b ⇀ kb
(
cbpb + αb∇ · η

)
∇pb in L1(0, T ;L1(Ωb)).

To see that this sequence converges weakly in L2(0, T ;L2(Ωb)), we recall that kb
(
τ∆t(cbp

[N ]
b +αb∇ ·

η[N ])
)
∇p[N ]

b is a bounded sequence in L2(0, T ;L2(Ωb)), and therefore it has a subsequence which

converges weakly in L2(0, T ;L2(Ωb)). Because of the uniqueness of the limit in D′, its limit is exactly

kb
(
cbpb + αb∇ · η

)
∇pb.

6.1 Uniqueness

Lastly, we consider the issue of uniqueness for nonlinear solutions. At present, even for the nonlinear

Biot system alone, a full uniqueness result does not exist in the literature. In [22], a central hypothesis

for the entire well-posedness analysis is that cb > 0; for uniqueness, the permeability function kb is

assumed to be Lipschitz continuous, and a smallness hypothesis is also imposed on the Biot pressure.

Along these lines, we present here a strong-weak uniqueness result for mild solutions. More

precisely, in addition to assuming that our weak solutions satisfy an energy-type equality, specified

in Assumption 5.1, which is related to allowing ηt to serve as a test function (multiplier), we also

require some additional regularity on the Biot pressure, as specified below in Lemma 6.6.
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More precisely, we introduce the space

W ⊂ Vsol such that Assumption 5.1 is satisfied,

and consider solutions in W with the additional regularity for pb as follows:

Proposition 6.6 (Uniqueness of Weak Solutions). Let cp > 0 with ρb = 0, and ρp, cb, ρf ≥ 0,

αn, αp, µE , λE , D, µ, kp > 0. Moreover, let kb ∈ L∞(R) ∩ Lip(R) such that 0 < kmin ≤ kb ≤ kmax.

Suppose there is a weak solution (u, w, pp,η, pb) ∈ W and a time T ∗ > 0 so that the following holds:

∇pb ∈ L2(0, T ∗; L∞(Ωb)).

Then, all weak solutions in W are equal to (u, w, pp,η, pb) on any interval t ∈ [0, T ] with T < T ∗.

Proof. Assume that there are two solutions si = (ui, wi, pip,η
i, pib) ∈ W for i = 1, 2. Under the

hypotheses that solutions belong to W, each solution satisfies the formal energy inequality (3.1).

Consider the difference s = s1 − s2 (with the “bar” notation for each coordinate as well) as a weak

solution to the difference equation with the same data Fb, S, Fp, f , utilizing (in the appropriate

sense) s as a test function. Then, for any T < T ∗, s satisfies the inequality:

E(s(T ))+

∫ T

0

[
2µf‖D(u(t))‖2L2(Ωf ) + β‖u(t) · t‖2L2(ωp) + ‖k1/2

p ∂spp(t)‖2L2(Ωp)

]
dt

≤ E(s(0))−
∫ T

0

(
[k1
b (t)∇p1

b(t)− k2
b (t)∇p2

b(t)],∇[p1
b(t)− p2

b(t)]
)

Ωb
dt (6.1)

where we denoted

E(si) ≡ 1

2

(
ρf‖ui‖2L2(Ωf )+ρp‖w

i
t‖2L2(ωp)+cp‖p

i
p‖2L2(Ωp)+‖η

i‖2E+cb‖pib‖2L2(Ωb)+D‖∆w
i‖2L2(ωp)+γ‖w

i‖2L2(ωp)

)
and

kib(t) ≡ kb
(
cbp

i(t) + αb∇ · ηi(t)
)
.

We focus on the nonlinear term with the aim to obtain an estimate on s through the functional

E . We can rewrite the nonlinear term as∫ T

0

(
[k1
b (t)∇p1

b(t)− k2
b (t)∇p2

b(t)],∇pb
)

Ωb
dt =

∫ T

0

(
[k1
b (t)− k2

b (t)]∇p1
b(t),∇pb(t)

)
L2(Ωb)

dt (6.2)

+

∫ T

0

(
k2
b (t)∇pb(t),∇pb(t)

)
L2(Ωb)

dt,

where we used p = p1
b − p2

b . Using the lower bound on the permeability function 0 < kmin ≤ kb, and

discarding the additional dissipation terms, we obtain the inequality

E(s(T ))+kmin

∫ T

0

||∇pb||2L2(Ωb)dt ≤ E(s(0))−
∫ T

0

(
[k1
b (t)− k2

b (t)]∇p1
b(t),∇pb(t)

)
dt.

The nonlinear term on the right hand-side can be estimated in two ways, yielding the two cases

in this theorem. In both cases we will use the Lipschitz hypothesis on the function kb. Namely, let

Lk > 0 be the global Lipschitz constant so that

|k1
b (t)− k2

b (t)| =
∣∣kb(cbp1

b(t) + αb∇ · η1(t)
)
− kb

(
cbp

2
b(t) + αb∇ · η2(t)

)
| ≤ Lk|cbpb(t) + αb∇ · η(t)|.
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By the Cauchy-Schwarz inequality, we get∫ T

0

(
[k1
b (t)−k2

b (t)]∇p1
b(t),∇pb(t)

)
dt ≤ Lk

∫ T

0

||∇p1
b ||L∞(Ωb)||cbpb(t)+αb∇·η(t)||L2(Ωb)||∇pb||L2(Ωb)dt.

Now we estimate the right hand side by using regularity hypothesis, i.e. ∇p1
b ∈ L2(0, T ∗;L∞(Ωb)).

Namely, from Young’s and triangle inequalities we have the following:∫ T

0

(
[k1
b (t)− k2

b (t)]∇p1
b(t),∇pb(t)

)
dt ≤

∫ T

0

Lk||∇p1
b ||L∞(Ωb)||cbpb + αb∇ · η(t)||L2(Ωb)||∇pb||L2(Ωb)dt

≤ L2
k

2ε
||∇p1

b ||2L∞(0,T ;L∞(Ωb))

{∫ T

0

||cbpb||2L2(Ωb)dt+

∫ T

0

||αb∇ · η(t)||2L2(Ωb)dt

}
+
ε

2

∫ T

0

||∇pb||2L2(Ωb)dt.

Choosing ε = kmin to absorb the pressure term into the left hand-side, and by bounding the elasticity

term from above by the full || · ||E norm, we have the following estimate:∫ T

0

(
[k1
b (t)− k2

b (t)]∇p1
b(t),∇pb(t)

)
dt ≤

∫ T

0

Lk||∇p1
b ||L∞(Ωb)||cbpb + αb∇ · η(t)||L2(Ωb)||∇pb||L2(Ωb)dt

≤
∫ T

0

Lk[cb + α2
b ]

2kmin
||∇p1

b(t)||2L∞(Ωb)

{
cb||pb(t)||2L2(Ωb) + ||η(t)||2E

}
dt+

kmin

2

∫ T

0

||∇pb||2L2(Ωb)dt.

After discarding the dissipation term, we get another Grönwall-type estimate:

E(s(T )) ≤ CE(s(0)) + C
L2
k[cb + α2

b ]

2kmin

∫ T

0

||∇p1
b(t)||2L∞(Ωb)E(s(t))dt (6.3)

Uniqueness follows by applying the L2-version of Grönwall’s inequality [28].

We conclude this section by mentioning that in 3D, hypothesis of Proposition 6.6 would be

satisfied for instance, if p1
b ∈ L2(0, T ;H2.5+ε(Ωb)).
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