The Annals of Probability

2021, Vol. 49, No. 5, 2477-2529
https://doi.org/10.1214/21-AOP1513

© Institute of Mathematical Statistics, 2021

CHARACTERIZATION OF BROWNIAN GIBBSIAN LINE ENSEMBLES

BY EVGENI DIMITROV" AND KONSTANTIN MATETSKI'

Department of Mathematics, Columbia University, *edimitro@math.columbia.edu; Y matetski@math.columbia.edu

In this paper we show that a Brownian Gibbsian line ensemble is com-
pletely characterized by the finite-dimensional marginals of its top curve, that
is, the finite-dimensional sets of the top curve form a separating class. A par-
ticular consequence of our result is that the parabolic Airy line ensemble is the
unique Brownian Gibbsian line ensemble, whose top curve is the parabolic
Airy; process.
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1. Introduction and main result.

1.1. Gibbs measures. Many problems in probability theory and mathematical physics
deal with random objects, whose distribution has a Gibbs property. The term “Gibbs” means
different things in different contexts; to illustrate what we mean by it and provide some
motivation for our work, we consider a simple model of lozenge tilings of the hexagon.
Consider three integers A, B, C > 1 and the A x B x C hexagon drawn on the triangular
lattice; see the left part of Figure 1. By gluing two triangles along a common side, we obtain
three types of tiles (also called lozenges) that are depicted in red, blue and green in Figure 1.
There are finitely many possible ways to tile any given hexagon, and we can put the uniform
measure on all such tilings. The resulting random tiling model satisfies the following Gibbs
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F1G. 1. The left part depicts a 3 x 3 x 4 hexagon with a particular tiling. On the right side a tileable region K
is depicted in grey. There are two possible ways to tile K, given the tiling outside of it (they are drawn on the very
right of the picture). The Gibbs property says that conditioned on the tiling outside of K each of these two tilings
is equally likely.

property: if we fix a tileable region K in the hexagon and fix the tiling outside of it, then the
conditional distribution of the tilings of K is just the uniform measure on all possible tilings
of K; see the right part of Figure 1.

An alternative way to represent the above hexagon tiling model is as a random triangular
array of interlacing signatures. Specifically, let

A={reZF:n == =)
denote the set of signatures of length k. Given N € N, we let
GT™ ={(A!, ..., ANy e Apfork=1,...,Nand A! <2? <... <AV,

denote the set of Gelfand-Tsetlin patterns. The notation ¢ < A means that the signatures A
and w interlace; that is, we have A1 > 1 > A > up > .... Finally, given a signature u € Ay,
we let GT™) () denote the set of elements in GT™) such that AN = x. With this notation
one can see that lozenge tilings of an A x B x C hexagon are in a one-to-one correspondence
with elements in GTB+C) (1), where = (A€, 08) (the signature with first C entries equal
to A and last B entries equal to 0). The correspondence is depicted in Figure 2.

With the above correspondence we see that the uniform measure on the set of lozenge
tilings of the A x B x C hexagon is the same as the uniform measure on GTZTE (). In
this new notation the Gibbs property of the beginning of the section can be rephrased as
follows. Given any k € {1, ..., B+ C}, the conditional distribution of (A!, ..., A¥), given Ak,
is precisely the uniform measure on GT® (A¥). Both of the Gibbs properties described so far
are equivalent to the statement that the lozenge tiling of the hexagon is uniform and are thus
equivalent to each other.

There is a natural continuous analogue of the above setting of interlacing triangular arrays
which, essentially, corresponds to replacing the state space Z with R. Specifically, let

We={¥eRFix; > x> > xi,
denote the Weyl chamber in R¥. For ¥ € R” and y € R"~!, we write y < X to mean that
X1 ZY1Z2X22Z2Y2 2" ZXp—1 2 Yn—1 = Xn-
Given N € N, we define the Gelfand—Tsetlin cone GT™ to be

GTW ={y e RVNHD/2yJH > > /il 1 <i<j< N -1}
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FIG. 2. Given an element (Al,...,AN) € (G']I'(B+C)(u) with u© = (AC,OB), we construct an array yij for

1<i<jand 1< j<B+C through yi] = )‘i] + j — i+ 1/2 and then plot the points (i, yij) on the trian-
gular grid, denoted as red dots on the right side of the figure. The dots outside of the hexagon are fixed by the
interlacing conditions, and the positions of the dots inside are distinct for different elements of GTB+O) (). The
positions of the red dots inside the hexagon specify the locations of the red lozenges which uniquely determine the
tiling.

Finally, given X € Wy, we define the Gelfand-Tsetlin polytope
GTM@E) ={y eRNVHD/2: yN — y fori=1,..., N}

In this context we say that a probability measure u on GTY) is Gibbs or, equivalently,
satisfies the continuous Gibbs property [22], if the following condition is satisfied for a -
distributed random variable Y. Given any k € {1, ..., N}, the conditional distribution of (YiJ :
1<i<j<k),given Yk = Yk, ..., Y,f), is uniform on G']I‘(k)(?k).

Measures that have the continuous Gibbs property naturally appear in random matrix the-
ory, generally in the context of orbital measures on the space of Hermitian matrices under the
action of the unitary group; see; for example, [14]. We forgo stating the most general result
and illustrate a simple special case coming from the Gaussian Unitary Ensemble (GUE). Re-
call that the GUE of rank N is the ensemble of random Hermitian matrices X = {X; j}fY =1

with probability density proportional to exp(— Trace(X?2)/2) with respect to Lebesgue mea-
sure. For r =1,...,N, we let Y[ > Y] > --- > Y] denote the eigenvalues of the top-left
r X r corner {X,-j};’jzl. The joint distribution of (Yl.j :1<i < j<N)isknown as the GUE-
corners process of rank N (sometimes called the GUE-minors process), and it satisfies the
continuous Gibbs property; see [1, 14]. The fact that the GUE-corners process satisfies the
continuous Gibbs property is not a lucky coincidence but is a manifestation of the Gibbs
property for tiling models. Indeed, the GUE-corners process is known to be a diffuse limit of
random lozenge tiling models; see [27, 33] and [36], and under this diffuse scaling the tiling
Gibbs property naturally becomes the continuous Gibbs property.

There is a different way to interpret lozenge tilings of the hexagon which is closer to the
topic of the present paper. Specifically, let us perform a simple affine transformation and draw
segments connecting the midpoints of the left and right sides of each of the green and blue
lozenges; see Figure 3. In this way a random lozenge tiling corresponds a set of A random
curves connecting the left and right side of the hexagon. A natural way to interpret these
curves is as trajectories of A Bernoulli random walks, whose starting and ending points are
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t=3

FI1G. 3. Lozenge tiling of the hexagon and corresponding up-right path configuration. The dots represent the
location of the random walks at time t = 3.

equally spaced points on the two sides of the hexagon and which have been conditioned to
never intersect.

Let us number the random paths from top to bottom by L1, L, ..., L4, and denote the
position of the kth random walk at time ¢ by Ly (). Then, the Gibbs property for the tiling
model can be seen to be equivalent to the following resampling invariance. Suppose that we
sample {L,,1},‘;‘1:1 and fix two times 0 <s <t < B+ C and ky,kr € {1,..., A} with k| <
k>. We can erase the part of the paths Lj between the points (s, Lx(s)) and (¢, Lg(¢)) for
k =k, ...,k and sample, independently, ko — k1 + 1 up-right paths between these points
uniformly from the set of all such paths that do not intersect the lines Ly, 1 and Ly, or
each other with the convention that Ly = oo and L 41 = —o00. In this way we obtain a new
random collection of paths {L;n},“}l:l, and the essence of the Gibbs property is that the law of
{L;n},j‘pl is the same as that of {Lm};‘,‘l:l.

There is a natural continuous analogue of the above random path formulation which, in this
case, corresponds to replacing the random walk trajectories with those of Brownian motions.
In this continuous context the random variables of interest take values in C(X x A)—the
space of continuous functions on ¥ x A, where ¥ ={1,..., N} with N e Nor ¥ =N and
A C Ris an interval. We call C (X x A)-valued random variables L line ensembles (indexed
by ¥ on A). A formal definition of this object is given in Section 2.1; presently, it will suffice
for us to know that a line ensemble is a collection of, at most, countably many continu-
ous functions on A, which we number using the index set X. For convenience we denote
Li(w)(x) = L(w)(i, x) the ith continuous function (or line) in the ensemble, and, typically,
we drop the dependence on w from the notation as one usually does for Brownian motion.
The notion of a line ensemble is what replaces the collection of random walk trajectories from
the previous paragraph, and we next explain the continuous analogue of the Gibbs property.
The description we give is informal, and we postpone the precise formulation to Section 2.1,
as it requires more notation.

We say that a probability measure p on C(X x A) satisfies the Brownian Gibbs property
if it has the following resampling invariance. Suppose we sample £, according to u, and fix
two times s, € A with s < ¢ and a finite set K = {kq,...,ky} C X with k; < k. We can
erase the part of the lines £ between the points (s, Li(s)) and (¢, L (¢)) for k =k, ..., k>
and sample, independently, k> — k1 + 1 random curves between these points, according to
the law of k; — k; + 1 Brownian bridges, which have been conditioned to not intersect the
lines Ly, —1 and Ly, or each other with the convention that £y = oo and Ly, = —oo if
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ky + 1 ¢ Z. In this way we obtain a new random line ensemble £’, and the essence of the
Brownian Gibbs property is that the law of £’ is equal to p.

While versions of the above definition have appeared earlier in the literature, the term
“Brownian Gibbs property” was first coined in [9]. One of the prototypical random models
that enjoy the Brownian Gibbs property is Dyson Brownian motion [20], as has been shown
in [9]. As in the case of the GUE-corners process, the latter can be seen as a consequence of
the fact that Dyson Brownian motion can be obtained as a diffuse limit of the noncolliding
Bernoulli walkers [21]; under this limit transition the path resampling interpretation of the
tiling Gibbs property naturally becomes the Brownian Gibbs property.

The present paper deals with Brownian Gibbsian line ensembles, that is, line ensembles
that satisfy the Brownian Gibbs property. Our main interest comes from the following basic
question:

How much information does one need in order to uniquely specify the law of a Brownian
Gibbsian line ensemble?

To begin understanding the latter question, let us go back to the case of random variables on
RNNV+D/2 'which satisfy the continuous Gibbs property, and recall the notion of a separating
class [2], page 9. Given a class of probability measures P on the same space (S, S), we call
a w-system of sets A C S a separating class for P if the following implication holds:

ui, 2 €P and wi(A)=ur(A) foralAe A = i =uo.

If P denotes the set of all probability measures on § = R¥NWV+D/2 and ¥ is an S-valued
random variable, it is well known that the sets of the form

Y/ <x/:1<i<j<N} forx/ eRand1<i<j<N,
form a separating class for P; cf. [2], Example 1.1, page 9. However, if Pgipps denotes the

set of probability measures on § = RYNV+1/2 that satisfy the continuous Gibbs property, one
can readily see that the sets

YN <xV:1<i<N} forx) eRandi=1,...,N,

form a separating class for Pgipbs- Indeed, since conditionally on YN = (YN, ..,Y ,{\,’ ) the
law of (YiJ :1<i < j<N)is uniform GTW )(17 Ny, we see that two Gibbsian probability
measures on S are equal the moment their top rows have the same marginal distribution.
The essential observation here is that the continuous Gibbs property reduces the amount of
information one needs to specify the law of a random variable from order N to order N or
from dimension 2 to dimension 1.

The main result of the present paper is the analogue of the above statement for Brownian
Gibbsian line ensembles and is the content of the following theorem.

THEOREM 1.1. Let ¥ ={1,2,...,N} with N e N or ¥ =N, and let A CR be an
interval. Suppose that L' and L? are -indexed line ensembles on A, satisfying the Brownian
Gibbs property with laws Py and P>, respectively. Suppose further that for every k € N,
H<tb<---<tpwitht;e Aandx,...,x; €R, we have that

Py(L1(t1) < x1,..., L1 () < xx) =Po(L3(01) < x1, ..., L3(0) < xx).
Then, we have that P; = P5.

REMARK 1.2. In plain words, Theorem 1.1 states that if two line ensembles both sat-
isfy the Brownian Gibbs property and have the same finite-dimensional distributions of the
top curve, then they have the same distribution as line ensembles. Equivalently, the finite-
dimensional sets of the top curve form a separating class for the space of probability measures
with the Brownian Gibbs property.
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REMARK 1.3. Theorem 1.1 is formulated slightly more generally after introducing some
necessary notation as Theorem 2.10 in the main text.

The proof of Theorem 1.1, or rather its generalization Theorem 2.10 in the text, is pre-
sented in Section 4 and is the main novel contribution of the present paper. The argument
is inductive, and one roughly shows that if two Brownian Gibbsian line ensembles £! and
£? have the same finite dimensional distributions when restricted to their top k curves, then
the same is true for when they are restricted to their top k + 1 curves. The difficulty lies in
establishing the induction step, since we are assuming the statement of the theorem for the
base case k = 1. In going from k to k + 1 the key idea of the proof is to use the available by
induction equality of laws of {L’l.l }f.‘: | and {Eiz}fle to construct a family of observables which
are measurable with respect to the top k curves but which probe the (k + 1)-st one. Informally
speaking, the law of {£}’}f-‘:1 is that of £ Brownian bridges conditioned on nonintersecting
each other and staying above L} 11 for v € {1, 2}. Then, the observables we construct mea-
sure the difference in the local behavior between {L’?}{.‘:l and that of £ Brownian bridges
conditioned on nonintersecting each other but being allowed to freely go below L} ;. The
difference between these two ensembles (on infinitesimally short intervals) is negligible when
the curve £ | is below a certain level and nonnegligible when it is above it; a careful analy-
sis of our observables show that they effectively approximate the joint cumulative distribution
of the k + 1-st curve. This allows us to conclude that the restrictions of £!' and £ to their
top k + 1 curves also need to agree in the sense of finite dimensional distributions which
is enough to complete the induction step. The latter description of the main argument is, of
course, quite reductive and the full argument, presented in Section 4.1 for a special case and
Section 4.2 in full generality, relies on various technical statements and definitions that are
given in Sections 2 and 3. We remark that some of the results we establish in these two sec-
tions have appeared in earlier studies on Brownian Gibbsian line ensembles; however, we
could not always find complete proofs of them. We have thus opted to fill in the gaps in the
proofs of these statements in the literature, and this work is the content of the (somewhat)
technical Sections 3 and 4.3.

We end this section with a brief discussion of some of the motivation behind our work. Our
interest in Theorem 1.1 is twofold. First, Brownian Gibbsian line ensembles have become
central objects in probability theory and understanding their structure is an important area of
research. As mentioned earlier, Dyson Brownian motion is an example of these ensembles
and is a key object in random matrix theory. Other important examples of models that satisfy
the Brownian Gibbs property include Brownian last passage percolation, which has been
extensively studied recently in [23-26], and the Airy line ensemble (shifted by a parabola)
[9, 38]. The second and more important reason we believe Theorem 1.1 to be important is
that it can be used as a tool for proving KPZ universality for various models in integrable
probability. We elaborate on these points below.

Regarding the first point, there has been some interest in classifying the set of random
N-indexed line ensembles that satisfy the Brownian Gibbs property. Specifically, one has the
following open problem, which can be found as [9], Conjecture 3.2; see also [12], Conjec-
ture 1.7.

CONJECTURE 1.4. For an N-indexed line ensemble L, we define A by A;(t) =
2120:(1) + 12 for i € N. The set of extremal Brownian Gibbs N-indexed line ensem-

bles with horizontal shift-invariant A is given by {LAY + y 1y € R}, where .A?iry(t) =
21/25?”}' (1) + 12 and ANY denotes the Airy line ensemble; cf. [38] and [9], Theorem 3.1.
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REMARK 1.5. Let us explain the terms horizontal shift-invariant and extremal in Con-
jecture 1.4. We say that an N-indexed line ensemble A is horizontal shift-invariant if A(s + -)
is equal in distribution to A for each s € R. It is relatively easy to see that any convex com-
bination of two laws that satisfy the Brownian Gibbs property also satisfies it. Therefore, the
set of Brownian Gibbs measures naturally has the structure of a convex set in the space of
measures on N-indexed line ensembles on R. A measure that satisfies the Brownian Gibbs
property is then said to be extremal (or ergodic) if it cannot be written as a nontrivial convex
combination of two other measures that satisfy the Brownian Gibbs property.

REMARK 1.6. 'We mention that the analogue of Conjecture 1.4 in the context of the prob-
ability measures on triangular interlacing arrays we discussed earlier asks about the classifi-
cation of ergodic measures on the set of infinite triangular arrays that satisfy the continuous
Gibbs property. This classification result has been established in the remarkable paper [37]
and has important implications for asymptotic representation theory.

Beyond its intrinsic interest, Conjecture 1.4 is of considerable interest in light of its pos-
sible use as an invariance principle for deriving convergence of systems to the Airy line
ensemble; see [10], Section 2.3.3, for a discussion of this approach in the context of the KPZ
line ensemble. We also mention that in [12] the authors showed that {£AY 4+ y : y € R} are
indeed ergodic which is a necessary condition for the validity of the above conjecture.

The relationship between Conjecture 1.4 and our Theorem 1.1 is somewhat indirect, and
in order to compare them we discuss how each classifies the Airy line ensemble AAY, or,
equivalently, the parabolic Airy line ensemble LA™Y, In this context, Conjecture 1.4 says
that if £ is an extremal Brownian Gibbs N-indexed line ensemble such that A (given by
Ai(t) =2Y2L;(1) + 12 for i € N) is horizontal shift-invariant and E[£; (0)] = E[£}" (0)],
then £ has the same law as £AY. On the other hand, Theorem 1.1 states that if £ is a Brow-
nian Gibbs N-indexed line ensemble, and £; has the same finite dimensional distribution as
Efmy, then £ has the same law as £, While the conclusions of the two results are the same,
we emphasize that the assumptions are quite different. In the case of the conjecture, mostly
qualitative information for the ensemble (such as ergodicity and horizontal shift-invariance) is
required, and only a bit of quantitative information is needed (mostly to determine the vertical
shift y). On the other hand, our theorem requires significant quantitative information, specif-
ically the finite dimensional distribution of the top curve L;; however, it does not require any
information about the remaining curves in the ensemble. So, in a sense, Theorem 1.1 requires
a lot of quantitative information but only for £, while Conjecture 1.4 requires only qualita-
tive information but for the full ensemble. In particular, one result does not imply the other.
While it is not clear if Theorem 1.1 brings us any closer to proving Conjecture 1.4, we do
want to emphasize that the two problems are naturally related, as they both characterize the
Airy line ensemble in terms of reduced information about the ensemble. In addition, similarly
to Conjecture 1.4, we also hope that Theorem 1.1 can serve as a tool for deriving convergence
of systems to the Airy line ensemble, as we explain next.

The Airy line ensemble, first introduced in [38] and later extensively studied in [9], is
believed to be a universal scaling limit for various models that belong to the so-called KPZ
universality class; see [7] for an expository review of this class. In [38] the convergence to
the Airy line ensemble (in the finite dimensional sense) was established for the polynuclear
growth model, and in [9] it was shown for Dyson Brownian motion (in a stronger uniform
sense). Very recently, [13] established the uniform convergence of various classical integrable
models to the parabolic Airy line ensemble, including noncolliding Bernoulli walks and ge-
ometric, Poisson and Brownian last passage percolation. We refer to the introduction of [13]
for a more extensive discussion of the history, motivation behind and progress on the problem
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of establishing convergence to the parabolic Airy line ensemble. We mention that the preprint
[13] uses a slightly different notation than what we use in the present paper. Our use of the
term Airy line ensemble (denoted by AAY) agrees with the original definition in [38], and
the term parabolic Airy line ensemble (denoted by LAY agrees with [6]. On the other hand,
[13] calls AAY the “stationary Airy line ensemble” and +/2LA™Y the “Airy line ensemble.”
We have chosen to follow the notation from [6] and not [13] in this paper, as it is more well
established in the field.

The approach taken in [13] relies on obtaining finite dimensional convergence to the
parabolic Airy line ensemble as a prerequisite for obtaining uniform convergence. Theo-
rem 1.1 paves a different way to showing uniform convergence to the parabolic Airy line en-
semble, where establishing finite dimensional convergence is required only for the top curve
of the ensemble. We believe that the latter approach is more suitable for models which natu-
rally have the structure of a line ensemble and for which the finite dimensional marginals
of the top curve are easier to access. The primary examples to which we are interested
in applying this approach come from the Macdonald processes [3] and include the Hall-
Littlewood processes [8, 15], the g-Whittaker processes [5], the log-gamma polymer [11,
40], the semidiscrete polymer [35] and the mixed polymer model of [4]. Each of the mod-
els we listed naturally has the structure of a line ensemble with a Gibbs property which can
be found for the Hall-Littlewood process in [8] and for the log-gamma polymer in [42]. If
we denote by {LZN }72, the discrete line ensemble associated to one of the above models

and {£?iry};’il the parabolic Airy line ensemble, the proposed program for establishing the
uniform convergence of {LlN 172, to {E?Hy};’ol goes through the following steps:

1. Show that L{V converges in the sense of finite dimensional distributions to E?lry which
is the parabolic Airy; process, as N — 00;

2. Show that {LfV }72, form a tight sequence of line ensembles and that every subsequen-
tial limit enjoys the Brownian Gibbs property;

3. Use the characterization of Theorem 1.1 to prove that all subsequential limits are given
by (£;")2,.

The difference between the above program and the approach of [13] is that in the latter the
necessity of showing that any subsequential limit satisfies the Brownian Gibbs property is
omitted from step (2), but one is required to show the finite dimensional convergence in
step (1), not just for the top line Lllv but for all of the lines. This approach is best suited for
determinantal point processes, for which the finite dimensional formulas are readily available
and their asymptotics fairly well understood. A common feature of all of the above models
coming from the Macdonald processes is that they are no longer determinantal, and formulas
suitable for taking asymptotics are unknown for all of the lines. One reason we are optimistic
that our proposed program has a better chance of establishing convergence to the parabolic
Airy line ensemble for these models is that there are nondeterminantal formulas that allow
one to study one-point marginals of LN see, for example, [3, 4, 8, 15, 29], and, also, there
is some progress on understanding the multipoint asymptotics of L{V for the case of the log-
gamma polymer [32] and the Hall-Littlewood process [17]. Another reason we are optimistic
about our proposed program is that its analogue for the triangular interlacing arrays was
successfully implemented in [16] to prove the convergence of a class of six-vertex models to
the GUE-corners process.

Even beyond the above program, we believe that Theorem 1.1 will be useful in reducing
some of the work in showing convergence to the parabolic Airy line ensemble and is an
important result that furthers our understanding of Gibbsian line ensembles in general.
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1.2. Outline of the paper. The structure of this paper is as follows. In Section 2 we make
crucial definitions which are used throughout the paper. In particular, we define avoiding
Brownian line ensembles and introduce the standard and partial Brownian Gibbs properties.
The main result of this paper is stated in this section as Theorem 2.10. In Section 3 we collect
several properties of Brownian line ensembles, and in Section 4 a proof of Theorem 2.10 is
provided. In Section 4.3 we prove several technical results which include the construction of
monotonically coupled Brownian line ensembles and a proof of the statement that noninter-
secting Brownian bridges satisfy the Brownian Gibbs property.

2. Definitions, main result and basic lemmas. In this section we introduce the basic
definitions that are necessary for formulating our main result, given in Section 2.2 below. In
Section 2.3 we state several lemmas used later in the paper.

2.1. Line ensembles and the (partial) Brownian Gibbs property. In order to state our
main results, we need to introduce some notation as well as the notions of a line ensemble
and the (partial) Brownian Gibbs property. Our exposition in this section closely follows that
of [9], Section 2.

Given two integers p < g, we let [p, g] denote the set {p, p + 1,...,g}. Given an in-
terval A C R, we endow it with the subspace topology of the usual topology on R. We let
(C(A), C) denote the space of continuous functions f : A — R with the topology of uniform
convergence over compacts; see [31], Chapter 7, Section 46, and Borel o -algebra C. Given a
set X C Z, we endow it with the discrete topology and denote by X x A the set of all pairs
(i,x) withi € ¥ and x € A with the product topology. We also denote by (C (X x A), Cyx)
the space of continuous functions on X x A with the topology of uniform convergence over
compact sets and Borel o-algebra Cy,. We will typically take ¥ = [1, N] (we use the con-
vention ¥ = N if N = 00), and then we write (C(X x A), Cjx|) in place of (C(X x A),Cx).
The following defines the notion of a line ensemble.

DEFINITION 2.1. Let ¥ C Z and A C R be an interval. A ¥-indexed line ensemble L
is a random variable defined on a probability space (€2, F, P) that takes values in (C(X x
A), Cyx). Intuitively, L is a collection of random continuous curves (sometimes referred to as
lines), indexed by X, each of which maps A in R. We will often slightly abuse notation and
write £: X x A — R, even though it is not £ which is such a function, but £(w) for every
w € Q. Fori e X, we write £;(w) = (L(w))(i, -) for the curve of index i and note that the
latter is a map £; : 2 — C(A) which is (C, F)-measurable.

Given a sequence {L£" : n € N} of random X-indexed line ensembles, we say that L" con-
verge weakly to a line ensemble £ and write £ = L if for any bounded continuous
function f : C(Z x A) — R we have that

. ml
Tlim E[£(£")] = E[£(O)].
We call a line ensemble nonintersecting if P-almost surely £;(r) > L;(r) for all i < j and

reA.

We next turn to formulating the Brownian Gibbs property; we do this in Definition 2.5 after
introducing some relevant notation and results. If W; denotes a standard one-dimensional
Brownian motion, then the process

Bt)=W, —tW;,, 0<t<l1

is called a Brownian bridge (from B(O) =010 B’(l) = 0) with diffusion parameter 1. For
brevity, we call the latter object a standard Brownian bridge.
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Given a, b, x, y € R with a < b, we define a random variable on (C ([a, b]), C) through

0 e B () e (22)-

and refer to the law of this random variable as a Brownian bridge ( fromﬁBﬁ (a)=xtoB(b)=1y)
with diffusion parameter 1. Given k € N and ¥, y € R¥, we let P?r’el;’x’y denote the law of k
independent Brownian bridges {B; : [a, b] — R}ff:1 from B;(a) = x; to B;(b) = y; all with
diffusion parameter 1.

We next state a couple of results about Brownian bridges from [9] for future use.

LEMMA 2.2 ([9], Corollary 2.9). Fix a continuous function f :[0,1] — R such that
f(©) >0 and f(1) > 0. Let B be a standard Brownian bridge, and let C = {B(t) >
f(¢) for somet € [0, 1]} (crossing) and T = {B(t) = f(t) for some t € [0, 1]} (touching).
Then, P(T N C¢) =0.

LEMMA 2.3 ([9], Corollary 2.10). Let U be an open subset of C ([0, 1]) which contains
a function f such that f(0) = f(1)=0.If B : [0, 1] = R is a standard Brownian bridge,
then P(B[0,1] C U) > 0.

The following definition introduces the notion of an (f, g)-avoiding Brownian line en-
semble, which in plain words can be understood as a random ensemble of k independent
Brownian bridges, conditioned on not crossing each other and staying above the graph of g
and below the graph of f for two continuous functions f and g.

DEFINITION 2.4. Let k € N and W}’ denote the open Weyl chamber in R¥ that is,
W;:{-zz(xlv-.-,xk) eRk:xl >x2> . >xk}

(in [9] the notation RX was used for this set). Let X,y € W¢, a,b € R with a < b, and
f :la,b] - (—o0,00] and g : [a, b] — [—00, c0) be two continuous functions. The latter
condition means that either f : [a, b] — Ris continuous or f = oo everywhere and, similarly,
for g. We also assume that f(¢) > g(¢) forallz € [a, b], f(a) > x1, f(b) > y; and g(a) < x,
g(b) < yk.

With the above data we define the (f, g)-avoiding Brownian line ensemble on the inter-
val [a, b] with entrance data X and exit data y to be the L-indexed line ensemble Q with

¥ =[1,k] on A = [a, b] and with the law of Q equal to IP’?r’ebe’}’i (the law of k independent
Brownian bridges {B; : [a, b] — R}f.‘zl from B;(a) = x; to B;(b) = y;) conditioned on the
event

E={f(@r)> Bi(r) > Ba(r) > --- > Bi(r) > g(r) for all r € [a, b]}.

Let us elaborate on the above formulation briefly. Let (2, F,P) be a probability mea-
sure that supports k independent Brownian bridges {B; : [a, b] — IR};‘:1 from B;(a) = x;
to B;j(b) = y; all with diffusion parameter 1. Notice that we can find i1, ..., i € C([0, 1])
and € > 0 (depending on X, y, f, g, a, b) such that #;(0) = #;(1) =0 fori =1,...,k
and such that if &y, ..., € C([0, 1]) satisfy h;(0) = h;j(1) =0 for i = 1,...,k and
Sup;cpo,17 14 (1) — h;(1)| < e, then the functions

12 7 (1—a b—t>.. (t—a>‘.
O =0-a" R0 )4 (o) n o+ ()
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satisfy f(r) > hi(r) > --- > hi(r) > g(r). It follows from Lemma 2.3 that
k
P(E) > P( max sup Biir)—i;(r)|<e)=T[P sup Bi(r)—i;(r)| <€) >0,
(1<l<kr e[o, | | ) z:l_ll (re[O,l]} ! ! | )

and so we can condition on the event E.
To construct a realization of Q, we proceed as follows. For w € E we define

Q(w)(i,r)=B;(r)(w) fori=1,...,kandr €la,b].
Observe that for i € {1, ..., k} and an open set U € C([a, b]), we have that
QO '(liyxU)={(BieUYNE € F,

and since the sets {i} x U form an open basis of C([[1, k] x [a, b]), we conclude that Q is F-
measurable. This implies that the law Q is indeed well defined and also it is nonintersecting
almost surely. Also, given measurable subsets Ay, ..., Ag of C([a, b]), we have that

abxy
Bie A;fori=1, JKYNE
P(Q; € Ajfori=1,....k)= Piree (1 “b“l(E) } ).

free

We denote the probability distribution of Q as IP’Z\}g;g’y /8 and write Ea\}o’d’y Y8 for the ex-
pectation with respect to this measure.

The following definition introduces the notion of the Brownian Gibbs property from [9].

DEFINITION 2.5. Fix aset ¥ =[1, N] with N € N or N = oo and an interval A C R,
and let K = {k1,k; + 1,...,k2} C X be finite and a,b € A with a < b. Set f = Ly,
and g = Ly,+1 with the convention that f =ocoif ki —1¢ X and g =—oc0if kp +1 ¢ .
Write Dk 4 = K x (a,b) and D%’u’b = (X x A)\ Dk 4. A Z-indexed line ensemble
L:¥ x A — Ris said to have the Brownian Gibbs property if it is nonintersecting and

Law(L| g x[a,p] conditional on £|D;{ . /;) = Law(Q),

where Q; = Qi—k1+ 1 and Q is the (f, g)-avoiding Brownian line ensemble on [a, b] with
entrance data (L, (a), ..., L, (a)) and exit data (Lg, (b), ..., Lk, (b)) from Definition 2.4.
Note that Q is introduced because, by definition, any such (f, g)-avoiding Brownian line
ensemble is indexed from 1 to k» — k; + 1, but we want Q to be indexed from k; to k».

A more precise way to express the Brownian Gibbs property is as follows. A ¥-indexed
line ensemble £ on A satisfies the Brownian Gibbs property if and only if it is noninter-
secting, and for any finite K = {k1,k; + 1,...,k2} C ¥ and [a, b] C A and any bounded
Borel-measurable function F : C(K x [a, b]) — R, we have P-almost surely

@ E[F(LIxxtas) | Fen(K % (@, 5)] = ESLET 14 F(Q)),
where
Fext(K x (a,0)) =0 {Li(s): (i,s) € D 4 )

is the o-algebra generated by the variables in the brackets above, L]k x[4,»] denotes the re-
striction of £ to the set K X [a,b], X = (Lk, (@), ..., Lk, (@), ¥ = (L, (b), ..., Lk, (b)),
f = Li,—1la, b] (the restriction of L to the set {k; — 1} x [a, b]) with the convention that
f=o0if ki —1¢ X and g = Ly,+1[a, b] with the convention that g = —oc if ko + 1 ¢ X.
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REMARK 2.6. Itis perhaps worth explaining why equation (2) makes sense. First, since
> x A is locally compact, we know by [31], Lemma 46.4, that £ — L|k x[4,] 1S a continuous
map from C (X x A) to C(K X [a, b)), so that the left side of (2) is the conditional expectation
of a bounded measurable function and is thus well defined. A more subtle question is why
the right side of (2) is Fex((K X (a, b))-measurable. In fact, we will show in Lemma 3.4 that
the right side is measurable with respect to the o -algebra

o{Li(s):ieKands e {a,b},oriefk;—1,ky+ 1} and s € [a, b]}.

In the present paper it will be convenient for us to use the following modified version
of the definition above, which we call the partial Brownian Gibbs property. We explain the
difference between the two definitions and why we prefer the second one in Remark 2.9.

DEFINITION 2.7. Fix aset £ =[[1, N] with N € N or N = 0o and an interval A C R.
A Y-indexed line ensemble £ on A is said to satisfy the partial Brownian Gibbs property
if and only if it is nonintersecting, and for any finite K = {k1,k; + 1,...,kp} C ¥ with
ko <N —1(@Gf X #N), [a, b] C A and any bounded Borel-measurable function F : C(K x
[a,b]) = R, we have P-almost surely
(3) E[F(Llkxian) | Fex(K x (a.b))] = Esoiy > 4[F(Q)],

— avoid

where we recall that Dk 4., = K x (a, b) and D§ , , = (£ X A)\ Dk 4,5, and
Fext(K % (@, b)) =a{Li(s): (i,s) € D§ .}

is the o-algebra generated by the variables in the brackets above, L|k 4,5 denotes the
restriction of £ to the set K x [a, b], X = (L, (@), ..., Liy (@), Y = (Li, (D), ..., Li, (D)),
f = Lk,—1la, b] with the convention that f =occif ky — 1 ¢ X, and g = Ly, +1la, b].

REMARK 2.8. Observe that if N = 1, then the conditions in Definition 2.7 become void.
That is, any line ensemble with one line satisfies the partial Brownian Gibbs property. We
also mention that (3) makes sense by the same reason that (2) makes sense; see Remark 2.6.

REMARK 2.9. Definition 2.7 is slightly different from the Brownian Gibbs property of
Definition 2.5, as we explain here. Assuming that ¥ = N, the two definitions are equivalent.
However, if X = {1, ..., N} with 1 < N < o0, then a line ensemble that satisfies the Brown-
ian Gibbs property also satisfies the partial Brownian Gibbs property, but the reverse need not
be true. Specifically, the Brownian Gibbs property allows for the possibility that k; = N in
Definition 2.7, and in this case the convention is that g = —oo. A distinct advantage of work-
ing with the partial Brownian Gibbs property, instead of the Brownian Gibbs property, is that
the former is stable under projections while the latter is not. Specifically, if | <M < N and £
isa [1, N]-indexed line ensemble on A that satisfies the partial Brownian Gibbs property and
L is obtained from £ by projecting on (L1, ..., Ly), then the induced law on L also satisfies
the partial Brownian Gibbs property as a [1, M]-indexed line ensemble on A. Later in the
text, some of our arguments rely on an induction on N, for which having this projectional
stability becomes important. This is why we choose to work with the partial Brownian Gibbs
property instead of the Brownian Gibbs property.

2.2. Main result. In this section we formulate the main result of the paper. We continue
with the same notation, as in Section 2.1.
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THEOREM 2.10. Let ¥ =1, N] with N € Nor N =00, and let A C R be an interval.
Suppose that L' and L? are X -indexed line ensembles on A that satisfy the partial Brownian
Gibbs property with laws Py and P,, respectively. Suppose further that for every k € N,
H<tbhy<---<lwitht;ie Aandxy,...,x;€R, wehave that

P(LY(t) < x1,..., L1 ) < xx) =Po(L5(t1) < x1,.. ., L3 (0) < xi).

Then, we have that P! = P2,

In plain words, Theorem 2.10 states that if two line ensembles both satisfy the partial
Brownian Gibbs property and have the same finite-dimensional distributions of the top curve,
then they have the same distribution as line ensembles. Equivalently, a Brownian Gibbsian
line ensemble is completely characterized by the finite-dimensional distribution of its top
curve.

One of the assumptions in Theorem 2.10 is that £! and £2 have the same number of curves
N, and a natural question is whether this condition can be relaxed. That is, can two Brownian
Gibbsian line ensembles with a different number of curves have the same finite-dimensional
distributions of the top curve. The answer to this question is negative, and we isolate this
statement in the following corollary.

COROLLARY 2.11. Let £y = [1, N1] with N; € N and £, = [1, N2] with N, € N or
Ny = 00 such that Ny > Ni. In addition, let A C R be an interval. Suppose that L are 3;-
indexed line ensembles on A fori = 1,2 such that L' satisfies the Brownian Gibbs property
and L? satisfies the partial Brownian Gibbs property with laws Py and P, respectively. Then,
thereexistk e N, t) <thp <--- <ty witht; € A and x1, ..., x; € R such that

P(L1(t) < x1, ..., L1 () < xx) #Po(L3(01) < x1, ..., L3(0) < x1).

REMARK 2.12. Itis important that £! satisfies the usual rather than the partial Brownian
Gibbs property in Corollary 2.11. Indeed, otherwise one could take £ and project this line
ensemble to its top N curves. The resulting X;-indexed line ensemble on A will have the
same top curve distribution as £> and also satisfy the partial Brownian Gibbs property; see
Remark 2.9. In a sense, £! can be understood as a line ensemble with Nj + 1 curves with
the (N1 + 1)-st curve sitting at —oo, while £? has a (N; + 1)-st curve that is finite-valued,
and the question that Corollary 2.11 answers in the affirmative is whether we can distinguish
between these two cases using only the top curve of the line ensemble. We are grateful to
Vadim Gorin who suggested this question after reading a preliminary draft of the paper.

2.3. Basic lemmas. In this section we present three lemmas, whose proof is postponed
until Section 4.3. Lemma 2.13 states that a line ensemble with distribution ]P’Z;ﬁig’y 00T
from Definition 2.4 satisfies the Brownian Gibbs property. Although this result looks natural,

we were unable to find its proof in the literature, and so we provide it.

LEMMA 2.13. Assume the same notation as in Definition 2.4. If Q is a [1, k]-indexed
a,b,X,y,00,—00

avoid , then it satisfies the Brow-

line ensemble on [a, b] with probability distribution P
nian Gibbs property of Definition 2.5.

The following two lemmas provide couplings of two line ensembles of nonintersecting
Brownian bridges on the same interval which depend monotonically on their boundary data.
Schematic depictions of the couplings are provided in Figure 4.
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FI1G. 4. Two diagrammatic depictions of the monotone coupling Lemma 2.14 (left part) and Lemma 2.15 (right
part).

LEMMA 2.14. Assume the same notation, as in Definition 2.4. Fix k e N, a < b and a
continuous function g : [a,b] - R U {—oo}, and assume that X,y,x',y € W¢. We assume
that g(a) < xy, g(b) < yr and x; < xlf, yi < ylffori =1,..., k. Then, there exists a probabil-
ity space (2, F,P), which supports two [1, k]-indexed line ensembles L' and £P on [a, b],

el z .
such that the law of L' (resp., L?) under P is given by ]P’z;ﬁig 028 (resp., Pz;ﬁig’y %28 and

such that P-almost surely we have E; (r)> Ef’ (r)foralli=1,...,kandr €la,b].

LEMMA 2.15. Assume the same notation as in Definition 2.4. Fix k e N, a < b and two
continuous functions g', g¥ : [a, b] — RU{—00}, and assume that X, y € W . We assume that

g'(r) = gP(r) for all r € [a, b] and g'(a) < xi, §'(b) < yi. Then, there exists a probability

space (2, F,P), which supports two [1, k]-indexed line ensembles L' and L on [a, b], such
=z 2o b

that the law of L' (resp., L?) under P is given by ]P’Z;ﬁ;g’y’oo’gt (resp., ]P’Z;g;g’y’oo’g

that P-almost surely we have ,Cf (r)> ,Cf? (r)foralli=1,...,kandr €la,b].

) and such

In plain words, Lemma 2.14 states that one can couple two line ensembles £’ and £? of
nonintersecting Brownian bridges, bounded from below by the same function g, in such a
way that if all boundary values of £’ are above the respective boundary values of £, then all
curves of £ are almost surely above the respective curves of £7; see the left part of Figure 4.
Lemma 2.15, states that one can couple two line ensembles £’ and £’ that have the same
boundary values, but the lower bound g’ of £ is above the lower bound g? of £? in such a
way that all curves of £ are almost surely above the respective curves of £?; see the right
part of Figure 4.

Lemmas 2.14 and 2.15 can be found in [9], Section 2. The key idea behind their proof
is to approximate the Brownian bridges by random walk bridges, for which constructing the
monotone couplings is easier, and perform a limit transition. Since the details surrounding
that limit transition are only briefly mentioned in [9] and since these lemmas are central
results that will be used throughout Sections 3 and 4, we included their proofs in Section 4.3.

3. Preliminaries on Brownian Gibbsian line ensembles. In this section we summarize
several results about Brownian Gibbsian line ensembles which will be used in the arguments
later in the text. While some of the proofs in this section are a bit technical, the statements of
the various results are fairly intuitive. Consequently, readers can safely skip most of the proofs
in this section without this affecting their understanding of the main argument in Section 4
and only come back to them if interested.

3.1. Properties of line ensembles. 1In this section we prove a few results about general
line ensembles which state that the laws of line ensembles are characterized by their finite-
dimensional distributions.
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We continue with the same notation as in Section 2.1. In particular, we fix A C R to be an
interval and £ = [[1, N] with N e Nor N =o00. Given a,b € A witha <b and k € X, we

define 71’[[[01”17](]]] :C(2 x A) = C([1,k] x [a, b]) through

4) ab (PG x) = fl,x) fori=1,... kandx €[a,bl.

In addition, givenny,...,ny € X and t, t2, ..., € A, wedeﬁnezr,1 ..... ,k C(ExA)—>Rk
through

) mp ) = (f(nn,n), - f (g 1).

Observe that, since X x A is locally compact, we know that the functions in (4) and (5) are
continuous; cf. [31], Lemma 46.4.

LEMMA 3.1. Suppose that A is a collection of measurable subsets of C(X x A) such
that foreachk e N,ny,...,nx € X,1t1,t2,...,tx € A and x1, ..., x; € R; we know that

[ ;:k]_l((—oo,xl] X (—00,x2] X - -+ x (—00, x¢]) € A.

Then, the o -algebra generated by A, denoted by o (A), equals Cx. In particular, the collec-
tion of finite-dimensional sets of C(X x A) is a separating class; cf. [2], page 9.

PROOF. Since A C Cx, we know that o (A) C Cx. In the remainder of the proof, we
show that Cy, C o (A).

Since sets of the form (—o0, x1] X - - - X (—00, x¢] generate the Borel o -algebra on R, cf.
[2], Example 1.1, page 9, we know that o (A) contains [ntl’ ''''''' ,’k “1"Y(B) for any Borel set in
R¥. In particular, by [2], Example 1.3, page 11, we conclude that

©) [l 17 () e o),

for any Borel set A C C([[1, k] x [a, b]). If ¥ and A are both compact this proves the lemma.
Suppose that £ or A (or both) are not compact. Let [1, k,] x [ay, b,] be a compact ex-
haustion of ¥ x A, and define 7, : C(X x A) — C([1, k,] x [an, b,]) through

i (f) =2l (),

where the latter function was defined in (4). We also define for m > n the functions 7, 5 :
C([[lv km]] X [am, b)) — C([[la kn]] X [an, by]) through

Tmn(f),x)= f@i,x) fori=1,...,nand x € [ay,, b,].

The latter functions are also continuous by the local compactness of [1, m] X [an, by].
We consider the metric d,, on the space C([1, k,] X [an, b,]), given by

ko
dn(f,g)=min<l,z sup | f (i, x)— g, )
j—]xe[ansbn]

and observe that the metric space topology induced by d,, is the same as that of the topology
of uniform convergence. We further define a metric on C(X x A) through

d(f,g) = Zz_” : dn(nn(f)’ nn(g))

n=1

and observe that the metric space topology, induced by d on C(X x A), is the same as the
topology of uniform convergence over compacts. Moreover, (C(X x A), d) is easily seen to
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be a separable metric space, using that C ([a, b]) with the uniform topology is separable; see,
for example, [2], Example 1.3, page 11.
Let f € C(¥ x A) and € > 0 be given. For M > 1, we define

M
Ay = :g EC(EXA): Y27 dy(ma(f), Talg)) < e}.

n=1

Then, we observe that

M
Au =7y <{h € C([1, knr] x laps. by]) = D 27" - du(ma(f), Tpa.n(h)) < E})

n=1

The continuity of 7y, and the functions d,(w,(f),-) on C([1,kpm] X [am,by]) and
C([1, kn] X [an, by]), respectively, imply that the set in the brackets above is closed in
C([1, kpm] x [ap,bum]), and so Ay € o (A) by (6). On the other hand, we see that

{geCExN):d(fie) <€)= ) Anm,
M>1

and so closed balls in C (X x A) belong to o (A). This means that open balls also lie in o (A),
and by the separability of the space we conclude that all open sets in C(X x A) belong to
o (A). This implies that Cy C o (A) and completes the proof. [J

We next require the following elementary result from analysis.

LEMMA 3.2. Let F; : R — R fori =1, 2 be increasing, right-continuous functions. Let
E; denote the set of points in R, where F; is continuous fori = 1,2, and suppose that F|(x) =
Fr(x) forall x € E1 N Ey. Then, Fi(x) = F>(x) for all x € R.

PROOF. Put § = E{ U ES. From [39], Theorem 4.30, we know that S is an, at most,
countable subset of R. For any x € R, we can find a sequence y; € S¢ such that y; > x for all
k € N and yy — x as k — oo. By the right continuity of F; at x, we conclude that

Fi(x) = klglgo Fi(ye) = kli)rglo F2(yi) = F2(x). 0

PROPOSITION 3.3. Let ¥ and A be as in Theorem 2.10. Suppose that L' and L£* are .-
indexed line ensembles on A with laws Py and P, respectively. Suppose further that for every
keN, 11 <tr <--- <ty witht; € A° (the interior of A) fori =1,...,k;ny,...,ng € ¥ and
X1,..., Xk € R, we have

D Pl () Sx1 . Ly () <xx) =Pa(L (1) <x. .. Ly (6) < x).

Then, we have that P1 =P;.

PROOF. For clarity, we split the proof in three steps:
Step 1. Let M € ¥. In addition, suppose that k; seees ky € N be given. Let D ={(, ) €

Z?:j=1,....,Mandi=1,....k;}. Finally, fix y/ eRand { € A witht{ <15 <--- <1,
for (i, j) € D. We claim that
(8) Py (L} () < y] for (i, j) € D) =P»(L5(t]) < y] for (i, j) € D).

We prove (8) in the steps below. Here, we assume its validity and finish the proof of the
proposition.
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Let B denote the collection of sets A € Cyx, such that
Pi(L! € A) =P, (L2 € A).

By the monotone convergence theorem, we know that B is a A-system. Further, by (8) we
know that B contains the -system of sets of the form
[y 2] (=00, 111 X (=00, x2] x -+ x (=00, x¢]),

where we used the notation from (5). By the m — A Theorem, see [19], Theorem 2.1.6, we see
that BB contains the o -algebra generated by the above sets which by Lemma 3.1 is precisely
Cx. Consequently, B = Cx. which proves the proposition.

Step 2. Let xi] € R for (i, j) € D be given. We claim that there exists a sequence {p,,}°>
pw € [0, 1] such that, for v € {1, 2}, we have

w=1"

Py (L% (7 )<xj for (i, J)ED)<11m1nfpw
©)
<limsup py, <Py (L5(5; )<x for (i, j) € D).

w— 00

We will prove (9) in the next step. For now, we assume its validity and finish the proof of (8).
Forr e R and v € {1, 2}, we let

Gy(r) =Py(LY(r]) < y! + 71 for (i, j) € D).

Observe that by basic properties of probability measures we know that G| and G5 are in-
creasing right-continuous functions. Moreover, if G| and G, are both continuous at a point

r, then from (9) applied to xij = yij +r for (i, j) € D we know that G| () = G,(r). The latter
and Lemma 3.2 imply that G| = G». In particular, G1(0) = G2(0) which is precisely (8).
Step 3. In this final step we prove (9). Let tij (w) for (i, j) € D be a sequence such that:
1. for each w € N we have tjl (w) # tlj;(w) whenever (i1, j1) # (i2, j2);

2. for each w € Nand (i, j) € D we have k5 /(w) € A? (the interior of A);
3. for each (i, j) € D we have hmw_wot (w) = t]

Then, by (7) we have, for each w € N, that
Py (L4 (r! (w)) < x] for (i, j) € D) =Po(L3(r/ (w)) < x{ for (i, j) € D).

We let p,, denote the above probability.
For v € {1, 2}, we denote

Ay ={o: LYY )<x for (i, j)e D} and B, ={w:Li(Y )<x for (i, j) € D}.
By the almost sure continuity of £V, we know that IP,-almost surely
wli_)mool{ﬁy(tlj(w)) <x/ for (i, j) e D} 14, =14,
Jim 1{£Y(r/ ) < x] for (i, j) € D} - 1p; =0.
The second line above and the bounded convergence theorem imply that
limsup pyy < limsupEy[1{LY(r/ () < x/ for (i, j) € D} - 1p¢ + 15,] = Py(By).
w—> 00 w— 00
On the other hand, the top line and the bounded convergence theorem imply that
liminf p,, > 15210%@,}[1{5}% (t/ (w)) <x] for (i, j) € D} -14,] = Py(Ay).

The last two statements imply (9) which concludes the proof of the proposition. [
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3.2. Properties of avoiding Brownian line ensembles. In this section we prove several
results about the line ensembles from Definition 2.4.

Fix x, y,a,b € R with a < b, and let B(¢) denote the Brownian bridge from B(a) = x to
B(b) = y with diffusion parameter 1; see (1). Then, by [28], Eq. 6.28, page 359, we know that
the random vector (B(t1), ..., B(ty)) €e R" witha <t <t <--- < t, < b has the following
density function:

n
p(b —1 3 X ,)’)
(10) fa(xt, . ox) =[] pi —ticis xicg, xp) - ———
i=1 pb—a;x,y)
ey)?
where p(t;x,y) = %, xo = x, and we interpret p(0; x, y)dy = 8,(y) as the delta

function at x (these expressions can occur if 1| = a or t,, = b in (10)).
The following lemma explains why equation (2) makes sense; see, also, Remark 2.6.

LEMMA 3.4. Assume the same notation as in Definition 2.4, and suppose that F :
C([1,k] x [a, b)) — R is a bounded Borel-measurable function. Let

Sip=1{(x, 3, f,8) € WZ x W x C(la, b]) x C([a,b]): f(t) > g(t) fort € [a, b],
f(a) > x1, f(b) > y1, ga) < xx, g(b) < yi},
St ={(, 5, /) e Wg x W x C(la,b]) : f(a) > x1, f(b) > y1},
Sp={(x,y,8) € Wg x W¢ x C(la,b]) : g(a) < xi, g(b) < yi}

and § = W7 x W, where each of the above sets is endowed with the subspace topology
coming from the product topology and corresponding Borel o-algebra. Then, the functions
Gr:S—R,G%: S —R,Gh: S, — Rand G4’ : S, — R given by

> o ,b,X,3, f, > o ,b,X,3, f,—
G (R.5. f.8) =Epia T [FQ)  Gr@. 5, ) =Eqeq”" " [F(Q],

Gh (X, 5, g) =EX05781p(Q)), Gr(%,5) =E40i 0= (Q)]

avoid avoid

(11)

are all measurable.

PROOF. For clarity, we split the proof into four steps:
Step 1. We prove that Gtﬁib is measurable in the steps below. In this step we assume that

GtF’b is measurable and deduce that all the other functions in the statement of the lemma are
measurable.

Let Ny be sufficiently large that Ny > max(xy, y;) and —Ng < min(xg, yi). We also de-
note by fy : [a, b] — R the functions such that fy(x) = N and set gy = — fn. From Defi-
nition 2.4 we know that, for N > Ny, we have that

G G5 v g) = Ega " IF(Q) - 11Q() < N)T
' o™ " [{Q() < N}]

avoid

Since Glih is measurable, we know that the above functions are measurable on S” for
all N > Np. By the bounded convergence theorem the above functions converge to G4,
and so the latter is also measurable on S?. Analogous arguments applied to the functions
GtF’b()_c', y, f, gn) and G’ﬁb()_c’, y, fn, gn) show that G’ and G r are measurable as well.
Step 2. Here, we show G;lb is measurable. Fix K € Nand ny,...,ng € [1,k],11,...,tx €
[a,b] and 71, ..., zx € R. We define with this data the function H : C([1,k] x [a,b]) = R
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through

K
Hh) =[] 1{hni. 1) <z}

i=1

We claim that the function
S\t = - ,b,X,3, 1,
(12) Gy (.5, ,8) =Egoa " [H(Q)]

is measurable. We establish the latter statement in the steps below. For now, we assume its
validity and conclude the proof of the lemma.

Let H denote the set of bounded Borel-measurable functions F for which G’F’b asin(11)is
measurable. It is clear that H is closed under linear combinations (by linearity of the expecta-
tion). Furthermore, if F,, € H is an increasing sequence of nonnegative measurable functions
that increase to a bounded function F, then F € H by the monotone convergence theorem.
Finally, in view of (12) we know that 14 € H for any set A € A, where A is the 7 -system of
sets of the form

{heC([1,k] x[a,b]): h(n;,1;) <zifori=1,...,K}.
By the monotone class theorem (see, e.g., [19], Theorem 5.2.2), we have that /{ contains
all bounded measurable functions with respect to o (A), and the latter is Cj 4] in view of

Lemma 3.1. This proves the measurability of GtF’b in (11) for any bounded measurable F'.

Step 3. Let B be the [1, k]-indexed line ensemble on [a, b] with distribution ]P’?r’ei’)?’y (the
law of k independent Brownian bridges {B; : [a, b] — R};‘:1 from B;(a) = x; to B;(b) = y;
with diffusion parameter 1, where we have rewritten B(i, -) = B;(-)). Let E be the event

E={f(r)> Bi(r) > Ba(r) > -+ > By(r) > g(r) for all r € [a, b]}.
From Definition 2.4 we know that

t,b,> - _ ]P)?;elje,x,y({Bni (ti) =z fori = 1’ T K} n E)
GH (X,y,f’g)— u,b,)?,i
]P)free (E)

’

from which we conclude that it suffices to show that

(13) PLOEI (B, (6) <zifori=1,..., K} NE)

free

is a measurable function. Indeedl if we can establish the above, then taking z; — oo fori =
1,..., K would imply that IP’?r’i’x’y (E) is positive and measurable, and then Gy (X, 5, f, g)
is measurable as the ratio of two measurable functions with a nonvanishing denominator. In
the remainder we focus on proving that (13) is measurable.

Let No be sufficiently large that 3/Ny < min;—, . x[x; — xi+1] and 3/Nog <
min;—o,. k[yi — yi+1], where X = (x1, ..., xk), Yy = (1, - - -, yk), and we used the convention
xo = f(a), xg+1 =g(a), yo= f(b) and yr+1 = g(b). Then, for w > Np, we define

Ev={f0)~w ' 2B +w™ >Bi() —w ™' =B +w™ > By(r) —w T =
>Br(r)+w™ ' > Br(r) —w ' > gr)+ w™! forall r € [a, b1}.
Notice that by the monotone convergence theorem we have that

]P)a,b,)?,y({Bni(ti) <z fori = 1, ,K} N E)

free

= Tim P25V (B, (1) <zifori=1,...,K}NE,),

w—o0 Iree
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and so it suffices to prove that IP?r’fe’x’y({Bni () <zijfori=1,...,K} N E,) are mea-
surable functions for w > Ny. Let {g, : n € N} be an enumeration of the rationals in
(a,b)\ {t1, ..., tx}. Using the almost sure continuity of Brownian bridges, we see that

Pa,b,)?,?({B .(li) <z fori= ],...,K}me)

free

= lim_ PLbIY (B, (1) <z fori=1,....K}NED),

where
={f@r)— wI'>B+w ' >Bir)—w'>B@r) +w > Br)—w >
>Br(r)+w ' >B(r) —w ' > g(r)+w ! whenr =g, with 1 <n < N}.

Combining the last few statements, we see that we have reduced the proof that (13) is mea-
surable to showing that

b.xX.y
Pl ({Bn (1) <z fori=1,.... K} NE})
is measurable for all w > Ny and N € N. We prove this in the next step.
Step4.Let Sy ={t,...,1x}U{gn: 1 <n<N},andleta <s; <sp <--- <syi+g <bbe

an ordering of the elements of S in increasing order. In view of (10), we know that

Pa,b,f,y({Bni(ti) <z fori = 1, ,K} ﬂEuAj)

free

CpO—sviki g )
=L LTI Hy(x!. ... xb)
(14) R R pb—a;xj,yj) bl
N+K k _ o
x I1 l_[ i —sici Xy x!)dx],
i=1 j=1
where xé =xj for j =1,...,k, and the functions H; are given by
Hi(x},....x5) = 17,4, if i =gy forn=1,..., N,
i\Xjs.eoer Xg o ) B _
Hx™ <z,} ifsi=tforu=1,... K,
with
Fw’q(xlv“"xk):{f(CI)—wflle-l-w’l>x1—w’1Zx2+w’1>xz—w’1z...

>xtw >y —wl >g@) +wl).

From equation (14) we see that P?r;%}’i({Bni ) <zifori=1,...,K} N Eﬁ) is the inte-
gral of a nonnegative measurable function and is thus itself measurable; cf. [41], Chapter 2,

Theorem 3.2. [

a,b,X,y,00,—00

avord from Definition 2.4 behaves

The following lemma explains how the law of [P
under affine transformations.

LEMMA 3.5. Assume the same notation as in Definition 2.4, and suppose that Q is a

[1, k]-indexed line ensemble on [a, b] with probability distribution ]P’Z;ﬁii’y 09T Suppose

that r,u € R and ¢ > 0 are given. With this data we define the random [1, k]-indexed line
ensemble Q on [d',b'] = [c*a + u, ¢*b + u] through
Q(i,x):c~Q(i,c_2(x —u))+r fori=1,....,kandx €[d,b'].

2 o/

~ a,b,x,y,00,—c0 . ma' b X',y ,00,—00 , ,
Then, the law of Q under P o is P oid , Where x; = x; -c+r and y; =
vi-c+rfori=1,...,k
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PROOF. We split the proof into two steps. In the first we show that if we perform the
affine transformations in the statement of the lemma to the line ensemble of independent
Brownian bridges, then we have a similar result with P replacing Payoig- In the second part
we prove the lemma for the laws P,y0iq by appealing to the definition of these laws through
Pfree, as in Definition 2.4:

Step 1. Let B be the [1, k]-indexed line ensemble on [a, b] with distribution ]Pfreex y (the
law of k independent Brownian bridges {B; : [a, b] — R}l: from B;(a) = x; to B;(b) = y;
with diffusion parameter 1, where we have rewritten B(i, -) = B;(-)). In addition, let B’ be
the [[1, k-indexed line ensemble on [@’, b'] with distribution P?r/e’:/’x/’y / (the law of k indepen-
dent Brownian bridges {B; : [a, '] — R}le from B/(a) = x] to B/(b) =y with diffusion
parameter 1, where we have rewritten B'(i, -) = B;(-)). Finally, we define the [1, k]-indexed
line ensemble B on [a’, b'] through

B(i,x)=c-B(i,c>(x —u))+r fori=1,...,kandx € [d,D'].

We first claim that the law of B under Pfree is the same as that of B’ under P?ref ¥y
To see the latter, fix K e Nand ny,...,ng € [1,k], t1,...,txk €[a@’,b'] and z1, ..., zx € R.
We then have from (10) that

PEOTY (B, (1) < z; fori € [, K]])

free

=P (B et~ w) <

(15) _ pb — [ 2tk —w)l: ¥, v))
/ /l_[ p(b HH

axj, y]

" fori e I1, K]])

i:lj:l

where )Z({ =xjfor j=1,...,k and H;(x) = 1{x <c 1z —r]}fori=1,..., K. On the
other hand,

pa b (B,/“(fi)fzi fori e [1, K])

free

p(b/—tK,x V) ey T N
_/ / b — - HH VT Pl = timvixy ) .
=1

a,xj,yj i=1 i=1j=1

(16)

where xé =x;- for j=1,...,kand H/(x) =1{x < z;} fori =1,..., K. Upon performing

. J_
the change of variables ilj = ¥ in (15) and using the scaling property of the heat kernel,

: . . . b,
we obtain precisely the expressmn in the second line of (16). Consequently, B under P?reex J

and B’ under P?reg " have the same finite-dimensional distributions. By Proposition 3.3
we conclude that the laws of these line ensembles are the same.

Step 2. Continuing with the notation from Step 1, we define
E={Bi(r)> By(r) > --- > By(r) for all r € [a, b]},
E ={Bi(r) > Ba(r) > --- > Bi(r) forall r € [a', 1]},
E'={Bi(r)> By(r) > ---> By (r) forall r € [d’, b]}.

a' b’ X',y ,00,—00
avoid

We also let Q' be a [1, k]-indexed line ensemble on [a’, b'] with law P’
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If we fix K eNandny,...,nx € [L,k],t1,...,tx €[a’,b ]l and z1, ..., zx € R, we have

PLbEN00=0( S (1) <z fori € [1, K])

avoid

b,X,¥,00,— - i —r .
=Poia” OO<Qm(C 21 —w) = = forze[[l,Kﬂ)

_ P?rébe’)w({Bni (2@t —u) <c ' [zi—rlfori € [I,K]}NE)
o b.X,y
]P)?reex }(E)

PR (B ) < zifori € [1LK]Y N E)

P
P?reex y(E)
_ P?rléf,’?’y({Bﬁ,i (tj) <zifori € [1,K]}NE")
- /’b/’-’/’-;/
]P)?ree Y (E/)

_ ]p“,’b,’}/’;/’oo’_oo(Q;i (tj)y <z fori e [[1, K]]),

avoid
where the first equality follows from the definition of Q; the second and last equality follow

from Definition 2.4; the third one follows from the definition of B, and the fourth one follows
from the equality of laws for 3 and B’ established in Step 1. The above equation shows that

a,b,x,y,00,—00

the finite dimensional distributions of Q under P/ *

a',b' X',y ,00,—00 . .. . ) .
P void which by Proposition 3.3 implies that the laws of these line ensembles are
the same. [J

agree with those of Q' under

a,b,x,y,00,—00

avoid behaves under reflection.

The following lemma explains how P
LEMMA 3.6. Assume the same notation as in Definition 2.4, and suppose that Q is a
[1, k]-indexed line ensemble on [a, b] with probability distribution PbEY-007%0 1 or § e

avoid

the random [[1, k] -indexed line ensemble on [a, b], defined through

O, x)=—Qk—i+1,x) fori=1,...,kandx € [a,b].

Then, the law OfQ under IP’Z\’,gii’y’oo’_oo is ]P’Z\}gi;i’_y’oo’_oo.

PROOF. Similarly, to the proof of Lemma 3.5 we split the proof into two steps. In the first
we show that if we perform the reflections in the statement of the lemma to the line ensemble
of independent Brownian bridges, then we have a similar result with Pgee replacing Payoig- In
the second part we prove the lemma for the laws Pyy0ig by appealing to the definition of these
laws through Pfee, as in Definition 2.4. n

Step 1. Let B be the [[1, k]-indexed line ensemble on [a, b] with distribution ]P’?r’ebe’x’y (the
law of k independent Brownian bridges {B; : [a, b] — R}f.‘:1 from B;j(a) = x; to B;(b) = y;
with diffusion parameter 1, where we have rewritten B(i, -) = B; (-)). In addition, let B be the
[1, k]-indexed line ensemble on [a, b] with distribution ]P’?rfe’ 7Y (the law of k independent
Brownian bridges {B; : [a, b] — ]R}f.‘:l from B/(a) = —xx—i+1 to B/(b) = —yk—i4+1 with
diffusion parameter 1, where we have rewritten 5'(i, -) = B/(-)). Finally, we define the [1, k|-
indexed line ensemble 53 on [a, b] through

B(i,x)=—Bk—i+1,x) fori=1,...,kandx € [a,b].
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We first claim that the law of 3 under IP’fr Y is the same as that of B’ under }P’?rebe —%-5 .
To see the latter, fix K € N and ny,...,ng € [[1 k], t1,...,tx € la,bl and z1,...,zx € R,

We then have from (10) that
PEOFI (B, (1) < z; fori € [1, K])

free

— P (- Bk_n,.ﬂ(ri) <z fori € [1, K])

free

L=
17 _ p(b_tKvxK9y])
a7 / / 1 pb—a;xj,yj)

K & ; j '
XH .~k n+1 an(ti—ti—lif,'jfl’ii])dii]’
: :1

i=1
whereié =xjforj=1,...,kand H;(x) =1{—x < z;} fori =1, ..., K. On the other hand,

]}Da’b’if/’iy(B/.(ti) <z forie [[ls K]])

free

_f / P(b—tK'xng,—yk j+1)

lp(b_a —Xk—j+1s —Yk—j+1)

(18)

K k ) )
it )T ol =it sy
i=1 i=1j=1

where x({ = —Xk—j41 for j=1,...,k and H (x)=1{x<z}fori=1,..., K. Upon per-

forming the change of variables )E-j = —xlk i+ in (17) and using symmetry of the heat kernel,

a,b,x,y
we obtain precisely the expressmn in the second line of (18). Consequently, B under Prree

and B’ under P?re}; ~%~Y have the same finite-dimensional distributions. By Proposition 3.3
we conclude that the laws of these line ensembles are the same.

Step 2. Continuing with the notation from Step 1, we define
E ={Bi(r) > By(r) > -+- > By(r) forall r € [a, b]},
E ={Bi(r) > Ba(r) > --- > By(r) for all r € [a, b]},
E'={B{(r)> By(r) > ---> By (r) forall r € [a, b]}.

a,b,—X,—y,00,—00
avoid

We also let Q' be a [1, k]-indexed line ensemble on [a, b] with law P’

Ifwefix K €eNandny,...,ng €[1,k],11,... 1k €la, b] anle,--.,zKeR,wehave
Pi&ﬁigvyyw’_w(én-(n) <z fori €1, K])
—Pﬁvﬁlﬁ V0T Qg1 (1) < 7 fori € [1, K])
_ P?rée’x’y({—Bk—n-+l(fi) <z forie[l,K]}NE)
Pl (E)
?reix y({Bn, (t) <z forie[l,K]}NE)
P (E)

]P’?rebe B _y({B,Q,, (t) <ziforie[l,K]}NE’
Pa,b,—i,—y(E,)

free
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a,b,—%,—y,00,—00 [ ~/ .
=IP)alvoid (Qn,'(ti)fzi fori e [[I’K]])’

where the first equality follows from the definition of Q; the second and last equality follow
from Definition 2.4; the third one follows from the definition of B, and the fourth one follows

from the equality of laws for B and B’ established in Step 1. The above equation shows that
the finite dimensional distributions of Q under Pz;gig’y %97 agree with those of Q' under
Pj;ﬁid_ 70027 which by Proposition 3.3 implies that the laws of these line ensembles are
the same. [

3.3. Auxiliary results. In this section we summarize some auxiliary results which will be
useful in the proof of Theorem 2.10.

LEMMA 3.7. Let X =1, N]Jwith N e N, N > 2 and A = [a, b] C R. Suppose L is a -
indexed line ensembles on A\, defined on a probability space with measure P, and assume that
it satisfies the partial Brownian Gibbs property of Definition 2.7. Fixt € (a,b),n € [1, N —1]
and s € R. Then,

P(L,(1) =s) =0.

PROOF. Fix X,y € Wy_,» and let g : [a,b] — R be a continuous function such that

g(a) < xy_1 and g(b) < yy_1. From Definition 2.4 we know that }P’Z;ﬁiﬁ’y’oo’g

a,b.x.y
free

g0t 81 Qu(r) = s} = 0.

avoid

is absolutely

continuous with respect to P . Since Brownian bridges have no atoms, we conclude that

Consequently, by the partial Brownian Gibbs property and the tower property for conditional
expectations, we deduce that

P(Ly () =) = E[E[H{L,(1) = 5} | Feu(K x (@, D))]]
= BB 8 [1{Q, (1) = 5}]] = E[0] = 0,

avoid

where K = [[I,N — 1], X=(L(a),....,.Ly—1(a)), y = (L1(b),...,Lny_1(b)), and g =
Lyla,b]. O

Let ®(x) be the cumulative distribution function of a standard normal random variable
and ¢ (x) denote its density. The following result can be found in [30], Section 4.2.

LEMMA 3.8. There is a constant co > 1 such that, for all x > 0, we have

1 1—®(x) co
< < .
co(l4+x) =~ o¢(x) ~— 14+x

(19)

The following result can be found in [28], Chapter 4, equation 3.40.

LEMMA 3.9. LetaeR,T >0andp > 0. Let B : [0, T] — R denote a Brownian bridge
from B(0) =0 to B(T) = a with diffusion parameter 1. Then, we have

0,7.,0,a _ m0.7,0,—a . _R)_ ,28B-a)/T
P (Or;anT B(t) > ,8) =P (OglélT B(1) < ,3) =e .

free free
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LEMMA 3.10.  Assume the same notation as in Definition 2.4, and suppose that Q is a
[1, k]-indexed line ensemble on [a, b] with probability distribution pe:bix..00.~00

avoid . Then, we
have, for r > 0,

. —2r2
20 PaLY-0070 (0 ((a 4+ b)/2) > max(xx, yi) + (b —a)/3r <L»
20)  Pubs (Qul(@+5/2) 2 max(e, o + (b =) r) = 5=

where cq is as in Lemma 3.8.

PROOF. Let A denote the left side of (20). Define 7 € W7 through z; = max(x;, y;). By
Lemma 2.14 we have that

A SPLETE T (Qu(@+0)/2) = 2+ (b — @) r)

avoid

= Ph TR0 T(Q) (@ +b)/2) < —z — (b —a) '),

avoid

2D

where the equality follows from Lemma 3.6. By Lemma 2.13 we know that [1, k]-indexed

line ensembles distributed according to P4:5: %7200, =%

avord satisfy the Brownian Gibbs prop-
erty, and so by Definition 2.5 we have

Pa,b,—z,—i,oo,—oo(gl((a +b)/2) < —zx — (b— a)l/zr)

avoid
— E0b BB (a4 5)/2) < —2k — (b — )2} | Fex({1) x (@, )]
(22) =g T T By T Q1 (@ 4 £)/2) <~ — (b~ @) ]

Ea,b,—},—z,oo,—oo[Ea,b,—zk,—zk,oo,—oo[I{B((a + b)/2) <z —(h— a)I/JZr}]

— avoid avoid

_ Ea,b,—z,—z,oo,—oo[q>(_2r)] =d(=2r)=1—-D2r),

avoid

where, in going from the third to the fourth line, we use Lemma 2.15 and, in going from
the fourth to the fifth line, we used that under PZQ};id_ %k TT09T%0 the curve B is precisely a
Brownian bridge from B(a) = —zj to B(b) = —zx with diffusion parameter 1. The latter and
(10) imply that B((a + b)/2) is distributed like a Gaussian random variable with mean 0 and
variance (b — a)/4 which implies the formulas above. Combining (21), (22) and (19), we

conclude (20). O

LEMMA 3.11. Assume the same notation as in Definition 2.4, and suppose that Q is a
a,b,x,y,00,—00

avord . Then, we

[1, k]-indexed line ensemble on [a, b] with probability distribution P
have, for r > 0,

—22

’ Pa,b,;‘é,y,oo,—oo b) /2 —b—a)/? €
(23) (Qx((a+b)/2) < max(xx, yx) — (b — a) r)Z—Com(lJrzr),

avoid

where cq is as in Lemma 3.8.

PROOF. Let A denote the left side of (23). Define 7 € Wy through z; = max(x;, y;). By
Lemma 2.14 we have that

AZ LIS Qu@+b)/2) <z — (b —a)'Pr)

avoid

24) o
= PLL S TE0T0(O) ((a+b)/2) = —zi + (b — ) /?r),
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where the equality follows from Lemma 3.6. By Lemma 2.13 we know that [1, k]-indexed

line ensembles distributed according to IPZ\’,gig L7809 7% gatisfy the Brownian Gibbs prop-
erty, and so by Definition 2.5 we have

pabiE R0 Q) (a4 b)/2) > —zx + (b — a) /2r)
= E40 ST T B[ Qi (@ +5)/2) = —zk + (b — @)} | Feu({1) % (a.5))]]
05) =Ly TN B S0 (a4 8)/2) = —a+ (b - )]

avoid avoid

. Ea,b,—z,—Z,oo,—oo[Ea’b!—Zk’—Zk’oo’_oo[1{B((a +0)/2) =~z + (b —a)'/Fr}]

avoid avoid

_ Ea,b,—%,—%,oo,—oo[l —®2r)]=1-®Q2r),

avoid
where, in going from the third to the fourth line, we use Lemma 2.15 and, in going from
the fourth to the fifth line, we used that under ng)id_ ko TU00 T the curve B is precisely a
Brownian bridge from B(a) = —zx to B(b) = —zi with diffusion parameter 1. The latter and
(10) imply that B((a + b)/2) is distributed like a Gaussian random variable with mean 0 and
variance (b — a)/4 which implies the formulas above. Combining (24), (25) and (19), we
conclude (23). [

The following result can be found in [23], Lemma 2.25. We give a proof for the sake of
completeness.

LEMMA 3.12. Assume the same notation as in Definition 2.4, and suppose that Q is a
[1, k]-indexed line ensemble on [a, b] with probability distribution pe:bx.y.00.—00

avord . Then, we
have, for r > 0, that

avoid

(26) x€la,b
<(1—2e71)Fe ¥,

Poaia 7% ( inf | Qu) < minai, yi) = V2 — )k A7 - D)

PROOF. Let A denote the left side of (26). Define 7 € W¢ through z; = min(x;, y;) —
V2(b —a)'/?(i — 1). By Lemma 2.14 we have that

Q7)) A< P“’bﬁf*z’“’"“( inf,_Qi(x) < min(xe, y) - V2 —a)' Pk 41 — 1)).
X€l|a,

avoid

Let B be the [1, k]-indexed line ensemble on [a, b] with distribution pebiz (the law of

free
k independent Brownian bridges {B; : [a, b] — R};‘:1 from B;(a) = z; to B;(b) = z; with
diffusion parameter 1, where we have rewritten B(i, -) = B;(-)). Let

E ={Bi(r) > By(r) > -+ > By(r) forall r € [a, b]}.
Then, from (27) and Definition 2.4 we have that

_ Plee™(infreta.b) Be (o) < minee, yi) = v2(b =)' (k +r — 1)

A - a,b,7,7
(28) ]P)free (E)
_ P?;tfje’z’z(infxe[a,b] Bi(x) < zk — V2(b —a)'/?r) B e
Plee ™" (E) L)

where in the first equality we used the definition of zz, while in the second one we used

Lemma 3.9 and the fact that B(x) = By(x — a) — zx has law IP’?I’;’J“’O’O, as follows from
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Step 1 in the proof of Lemma 3.5. Finally, we observe that

Pl 2 (B) = PO sup |Bi(o) — 5] < [(b—a)/2] P fori=1,....k)

free = = free
x€la,b]

=T1[1 - P sw |Bito — =il = [ - )/2)'7)]

x€la,b]

[

1=

k -
> n[l — IP’?FQZ’Z( sup Bj(x) —z; > [(b— a)/z]]/z)

x€la,b]
b2 1/2 —1\k
—P?ree“(xel[rgb] Bi(x) =z < —[(b—)/2]'?) ] = (1= 2¢7")",

where in the last equality we used Lemma 3.9 and the fact that B; (x) = Bj(x —a) — z; has law
P(f)r’é’e_“’o’o, as follows from Step 1 in the proof of Lemma 3.5. Combining the last inequality

with (28), we arrive at (26). [

4. Proof of Theorem 2.10 and Corollary 2.11. The purpose of this section is to prove
Theorem 2.10 and Corollary 2.11. We first state the main result of this section as Proposi-
tion 4.1 and deduce Theorem 2.10 from it. In Section 4.1 we present the proof of a basic case
of Proposition 4.1 to illustrate some of the key ideas, and we give the full proof in Section 4.2.
In Section 4.3 we prove Corollary 2.11.

PROPOSITION 4.1. Let ¥ = [1, N] with N € N and A = [a, b] C R. Suppose that L'
and L* are T-indexed line ensembles on A that satisfy the partial Brownian Gibbs property
with laws Py and Py, respectively. Suppose further that for every k e N,a =19 <t] <th <

o<ty <tgg1 =bandxy, ..., xx €R, we have that

(29) Py(L1(h) <x1, ..., L1(6) <xi) =Pa(L3(0) < x1, ... LT (1) < x).

Then, for every k e N,a =1ty <t) <th < -+ <ty <tyy1 =b, n1,...,ng € [1,N] and
X1, ..., xr €R, we have

(30)  Pi(Ly (1) <x1,.... Ly (0) <xp) =Pa(Lh (1) <x1...., Ly (8) < xx).

The proof of Proposition 4.1 is given in Section 4.2 below. In the remainder of this section,
we assume its validity and prove Theorem 2.10.

PROOF OF THEOREM 2.10. We assume the same notation as in Theorem 2.10. Leta, b €
A with a < b and K € X be given. Let n[[l’bl](ﬂ be as in (4), and note that by Definition 2.7

[a,
we have that under P, the [1, K]-indexed line ensembles n[[[al”bl]{]] (L") on [a, b] satisfies the
partial Brownian Gibbs property, where v € {1, 2}. Here, it is important that we work with the
partial Brownian Gibbs property and not the usual Brownian Gibbs property; cf. Remark 2.9.
Consequently, by Proposition 4.1 we conclude that, forevery k e Nya=tn <t <fhh <--- <

th <tgx1=b,ny,...,ng €[1,K] and xy, ..., xx € R, we have
Pl(ﬁrlll(tl) le,---,ﬁ,llk(tk) < xx) =P2(ﬁﬁl(t1) le,---,ﬁ,%k(lk) < Xk).

Since [a, b] C A and K € X were arbitrary, we conclude that the latter equality holds for any
keN;t1j<thp <---<t,withty e A°fori=1,...,k;ny,...,npr € X and x1,...,x; € R,
and then from Proposition 3.3 we conclude that Py =P,. [J



2504 E. DIMITROV AND K. MATETSKI

4.1. Basic case of Proposition 4.1. In this section we work under the same assumptions
as in Proposition 4.1 when N = 2 and prove (30) in the simplest nontrivial case when k =1
and n; = 2. As we will see, many of the key ideas that go into the proof of Proposition 4.1 are
already present in this simple case. The goal is to illustrate the main arguments and explain
the meaning and significance of different constructions so that the reader is better equipped
before proceeding with the general proof in the next section.

The special case above consists of proving that for #; € (a, b) and y; € R, we have

(31) Py (L3(11) < y1) =Pa(L3(11) < y1).

Equation (29) implies by virtue of Proposition 3.3 that E% under PP; has the same law
as E% under P, as {1}-indexed line ensembles on [a, b] or, equivalently, as random variables
taking values in (C([a, b]), C). In particular, if H : C([a, b]) — R is any bounded measurable
function, we have

(32) E[H(L1)] =E[H (L)),

where we will use E to denote the expectation with respect to IP; or IP;. It will be clear which
measure is meant by the expression inside of the expectation.

The main idea of the argument is to construct a sequence of measurable functions Hy, :
C([la,b]) — R, w € N, for which the equality in (32) holds and such that the left (resp.,
right) side of (32) approximates the left (resp., right) side of (31) as w — oo. Specifically, we
will construct sequences H,, such that, for a given x| € R, we have

pw=E[Hy,(L)] =E[H,(£3)] forweN and

33 .. .
(33) Py (L5(t1) < x1) < lllﬂrgloréfpw < lllin_féloppw <Py(L5(r1) <x1) wherev e {l,2}.

The second line in (33) is what we mean by “approximate.”
The hard part of the proof is finding functions H,, that satisfy (33), but once we have them,
concluding (31) is easy. Indeed, if we set for x; € R and v € {1, 2}

Gy(xy) = Pv(ﬁg(tl) = xl),

then by basic properties of probability measures we know that G| and G, are increasing
right-continuous functions. Moreover, if G; and G, are both continuous at a point xp, then
from (33) we know that G1(x1) = G2(x1). The latter and Lemma 3.2 imply that G| = G3. In
particular, G1(y1) = G2(y1) which is precisely (31).
In the remainder of the section, we detail our choice of H,, and show that it satisfies (33).
Given s,t,r, x, y € R with s < ¢, we define
F(ris,t,x,y)= ]P’s’t’x’y(B((s +1)/2) <r)

free

which is the probability that a Brownian bridge from B(s) = x to B(¢) = y with diffusion
parameter 1 has its midpoint below r. We also let a,, =t — w ! and by, =1 + w! for
w > Wy, where Wy is sufficiently large that ay,, by, € (a, b). Here, it is important that #; €
(a, b) and is not one of the end points. With the latter data we define, for f € C([a, b]), the
functions

Hy(f) = /@) =x) where w > Wy.

F(x1; aw, by, f(aw), f(bw))

This is the choice of H,, that satisfies (33). In order to see why this choice of functions
is suitable for proving (33), we need to apply the partial Brownian Gibbs property, and a
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technical aspect of the latter is that it requires that we work with bounded functions, and the
H,, are not bounded. Consequently, we define the sequence

1
M _ .mi
H,) (f)=1{f(1) <x1} mm<M’ F(xl;aw,bW,f(aw),f(bw)))

for M € N. For each M € N, we have from (32) that
E[H,! (£1)] = E[H, (£)]-

We remark that the measurability of Huf’[ is a consequence of Lemma 3.4. Taking the limit as
M — oo and applying the monotone convergence theorem gives

G4 pu=E[Hy(L))]= Jim E[H(L1)]= Jim E[H,'(£3)]=E[H,(L7)].

On the other hand, by the partial Brownian Gibbs property, cf. Definition 2.7, and the tower
property, we have for v € {1, 2} that

E[H,' (C7)] = E[E[H (£]) | Fea({1} X (@, bw))]]

v,w : 1
- E[Pavmd(g(tl) = X1) ' mln<M’ F(x1; aw, by, ﬁ’f(aw), /v”l)(bw))>i|’

) b, LV (@), L8 (by),00, LY [y, b .

where we wrote PV . in place of P 1@ £ibu),00, Lalaw bul simplify the expres-
sion and where Q is a Brownian bridge, going from L (ay) to LY (by) on the time interval
[aw, by] and staying above L5[ay,, by ]. Taking the limit as M — oo and utilizing the mono-

tone convergence theorem again, we see that, for v € {1, 2},

, =E[ Prooia(Q(11) < x1) }
v F(x1; @y, buy, L (aw), L2 (by)) 1’

The key observation that motivates much of the proof and will become precise later is that,
for large enough w,

Py, (Q(t) < x1)

(35) ) = e b Eaw), E] (o))

To begin understanding (35), we note that if £5(f1) > x1, we know that IP)Z(,ZM(Q(I‘I) <x1)=
0, since Q(t1) > L3(¢1) > x1. In addition, by Lemma 2.15 applied to a = ay,, b = by, X =
LY (aw), y = LY (aw), &' = L3[aw, by] and g = —o0, we know that

Poooia(Q(t1) < x1) < F(x1; aw, bu, L] (aw), L] (by)).

avoid

Explained in simple words, the quantities on the left and right side of the above inequal-
ity both measure the probability that a Brownian bridge from B(a,) = L} (ay) to B(by) =
L] (by) has its midpoint below xi, with the difference that on the left side the Brownian
bridge is conditioned on staying above the curve Lj[ay, by]. The content of Lemma 2.15
is that such a conditioning stochastically pushes the bridge up, making it less likely to fall
below the point x;. Combining the last two arguments, we conclude that [P, -almost surely we
have

Pinoia(Q(1) < x1) <1{L3) <x1).

36
(36) F(x1; ay, by, Ell)(aw)» Ell)(bw)) N

This establishes a one-sided inequality for (35). The reverse inequality will be weaker in two
ways. First, we will replace {£5(#1) < x1} with {£3(#1) < x1 — €}, and second, the inequality
will not be in the almost sure sense but in some average sense for large enough w. We will
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1+ A

/\/\ Ql
ryp — €2 T1 — €2

\J N -
a buw G bu

w

FIG. 5. The left figure represents schematically the situation when L{[aw, by] < x| — 2€2/5. We remark that
to make the picture comprehensible we have distorted it, and, in fact, one has that by, — ay, is much smaller
than €. In addition, to ease the notation we have removed the dependence on v € {1, 2}. The curve Q2 (in gray)
is a Brownian bridge between the points L (ay) and £1(by) conditioned on staying above L. The curve Q!
(in black) is a Brownian bridge between the points Li(ay) and L (by) that is free to move below L. With
this notation the numerator in (37) is the probability that the midpoint of Q2 is below X1, while the denomi-
nator is the probability that the midpoint of ol is below x1. In this case, both of the probabilities are close
to 1, since the end points of these bridges are very low and that implies that their midpoints are also very
low with high probability. Indeed, the fluctuation scale for these bridges is (by, — aw)/?, which is tiny com-
pared to €). This suggests that we expect the bridges to stay in a window of width (by, — aw)''? around the
straight line connecting their endpoints which ensures that their midpoint is below x1.The right figure repre-
sents schematically the situation when Dl’[aw, byl > x1 + 2¢2/5. The curves 0? and Q! (in gray and black,
resp., are as before) and the curve o3 (represented by a dashed line) is an independent curve that has the same
law as Ql. In this case, both of the probabilities that Ql and Q2 have a midpoint below x| are tiny; however,
their ratio is very close to 1. To simplify the situation, let us assume that L) (ay) = L1(by) = x1 + A where
A > 0 is fixed (i.e., does not depend on w) and recall that t| is the midpoint of [ay, by ). Then, a direct com-
putation for the free bridge gives P(Ql(tl) <xy)= eXp(—Azw + O(logw)). On the other hand, again by a
direct computation, one gets P(Q! falls below x| — €3) = exp(—[A + 62]210 + O(logw)). The dashed line o3
on the right depicts a path in the last event. The latter computation shows that even among bridges whose mid-
point is below x1, those that fall (anywhere on [ay, by)]) below x1 — € are extremely unlikely. This implies
that the conditioning of Q2 1o stay above L5 is not felt when computing P(Q? (t1) < x1). In fact, one can show
that P(Q%(t1) < x1) <P(Q1 (1)) < x1) < P(Q(11) < x1) + exp(—[A + e2]%w + O (logw)) so that the ratio of
P(QL(#)) < x)) and P(Qz(tl) <xy) is close to 1.

make these statements precise later and continue discussing the heuristics behind the fact that
on the event {£}(#1) < x| — €} the right side of (35) is approximately 1 with high probability.

Suppose that £3(#1) < x; — 2e; for some small €. Then, the continuity of £ implies
that with high probability the whole curve L3[ay,, by] lies below x; — € (as long as w is
sufficiently large). In addition, by making €, small we can make the event L{(t1) € (x; —
€2, X1 + €2) very unlikely. The latter is true since by Lemma 3.7 the random variable L (¢1)
has no atoms. Also, since L] is continuous, we know that the whole curve L{[ay,, b,,] will be
bounded away from x; for large enough w. We are thus naturally split into the two situations
of arguing that

avoid (Q(11) < x1)

(37) avoid ~1,
F(x1; aw, bw, LY(aw), L] (bw))

when L{[ay, by ] stays above x1 + 2¢€3/5 or below x| — 2€2/5. We give an informal descrip-
tion of why the above ratio is close to 1 in Figure 5 and its caption.

Summarizing the work done so far, we have that p,,, as defined in (34), satisfy the first line
in (33) and the third inequality of the second line in (33). What remains to be seen is that, for
v e{l, 2},

(38) Py (L5(t1) < x1) < lziurgioréfpw where v € {1, 2}.
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We will establish (38) in the four steps below, but first we make a couple of remarks. The
work done above corresponds to the first three steps in the general proof of Proposition 4.1
in the next section. The arguments we present below correspond to Steps 4—7. The main flow
of the argument of our work here is the same as the general proof, except that the functions
F(r;s,t,x,y) get replaced by more involved expressions that are necessary from the fact
that we work with general N € N and not just N = 2. Also, in the end of Steps III and IV we
will use some exact results about Brownian bridges which in the general proof get replaced
with Lemmas 3.10, 3.11 and 3.12 in Steps 6 and 7:

Step 1. In this step we state a simple reduction of (38). Afterward, we define two sequences
p., for v € {1, 2} which will play an important role in our arguments.

First, we claim that, for any €3 > 0 and v € {1, 2}, we have

(39) Py (L5(t1) <x1) —€3 < lliurgioréfpw.

It is clear that if (39) is true, then (38) would follow. We thus focus on establishing (39) and
fix €3 > 0 in the sequel.

We know by Lemma 3.7 that P, (L} (¢;) = x1) = 0. Consequently, we can find € > 0
(depending on €3) such that

(40) Py (L (11) € [x1 — €2/2, x1 + €2/2]) < €3/8.
In addition, by possibly making €, smaller, we can also ensure that
41 Py (L5(11) < x1) — Py (L5(11) < x1 — 2€2) < €3/8.

This fixes our choice of €.
For a function f € C([a, b]), we define the modulus of continuity by

w(f,8)= sup |fx)— O]
Wi

Since L and L} are continuous on [a, b] almost surely, we conclude that there exists W, IS
€1 > 0 (depending on €3 and €,) such that

(42) if E, ={w(L}, €1) > €2/10 for some i € {1,2}} then P, (E,) < €3/8.
For v € {1, 2}, we define the event
Fy={L5(x) <x; —ey forx €[t; —er, 11 + €11}
Define sequences p;, for v € {1, 2} through

Pavoia (Q(1) < x1) }
F(x1; aw, by, ﬁll)(aw), £11)(bw)) '

pr:]E[lEﬁ ‘IFU .

We claim that
(43) Py(Fy) —e3/2 < I&Igio%fp;‘
We will prove (43) in the steps below. For now, we assume its validity and prove (39). Observe
that by definition we have p,, > p, , and so by (43) we have

Py(Fy) —3e3/4 < llivnliglofpw.
In addition, by the definition of €; we know that

Py(Fy) = Py(Fy N Ey) + By (Fy N ES) > Py (F, N EY)
>P,({£5(11) < x1 —2e} NES) =Py (L5(11) < x1) — €3/4,

where in the last inequality we used (41) and (42). The last two inequalities imply (39).
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Step II. Our focus in the remaining steps is to prove (43). We define the events
Ay ={L](11) € [x1 —€2/2,x1 + €2/2]}.

We claim that P, -almost surely for all w sufficiently large we have

Proeia(Q(11) < x1)
: > 1gc c- (1= 4).
F(X1: us bu, L2(aw), L3(by)) — 700 (1-a/d

(44) 1EenF,nac -

We will prove (44) in the steps below. For now, we assume its validity and conclude the proof
of (43). In view of (44), we know that

llivng)iglofp& = Pv(Elc)va ﬂAi) —e3/4>Py(Fy) —Py(Ey) —Py(Ay) —e3/4 > Py(Fy) —€3/2,

where in the last inequality we used (40) and (42). The above clearly implies (43).
Step I11. We claim that P,-almost surely

P (Q(t) < x1)
Iim 1gc c - avoid — =1zc ¢
oo B e b, L0(aw), LY (by)) O

which clearly implies (44). In view of (36), the fraction inside the limit is bounded from
above by 1, and so the right side dominates the terms on the left for each w. Consequently, it
suffices to show that IP,-almost surely

Pivoia (1) < x1)
F(-xl a aw» bwa Ell)(aw)a Ellj(bw)

(45) liminf1genr,nag - ) > 1EgenF,nac.
Letw € E;NF,NAS be fixed. Then, w € A{ and so L] (#1) > x1+e€2/20r L] (1) < x1—€2/2,
which we treat separately. We will handle the case when L£{(#1) < x; — €2/2 in this step and
postpone the other case to the next step; see, also, Figure 6.

Suppose then that w € E; N F, N A{ is such that £ (#1) < x; — €2/2, and let Wi > W be
sufficiently large that W~ I < €1. Then, for w > W, we have

P, oig(Q(t1) < x1) b £ (@), £ (0,09, L3 by
F(x1: aw, bu, LY (aw), LY (by)) — *°4

(46) oy X1 —2€2/5,%1 —2€2 /5,00, L3 [aw bw |
Z]P)avoid Cm ? (Q(tl) fxl)

Ay by, Xx1—2€2/5,x1—2€2/5,00,x1 —€
_Pai,voidw 1 2/ 1 2/ 1 Z(Q(l])fxl)-

(Q(11) < x1)

v, W

avoid- 10 see the second

In the first inequality we used that F € (0, 1] and the definition of
inequality, we note that, since w € E;, we know that

LY (aw) — LY (1)| < €/10 and  |L](by) — L (t1)] < €2/10
which implies that
,le(aw) <x;—2€/5 and ﬁll)(bw) <x; —2€/5.

The above inequalities and Lemma 2.14 imply the second inequality in (46). In deriving the
third inequality, we used that on F), the curve L}[ay, by ] is upper bounded by x; — € and
Lemma 2.15.
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CNH,,.)M T — €2

4 L 1 (bu' )
W
Uy, by,

FIG. 6. The figure represents schematically the situation when o € E; N Fy, N AS, and Ell’ (1) <x1 —e€p/2. We
remark that to make the picture comprehensible we have distorted it, and, in fact, one has that by, — ay, is much
smaller than €,. In addition, to ease the notation we have removed the dependence on v € {1, 2}. The curve olis
a Brownian bridge between the points L (ay) and L1 (by), conditioned on staying above L, and proving (45) in
the case we consider in Step 111 boils down to showing that ]P’(Ql (t1) < x1) converges to 1 as w — oo (recall that
t1 = (bw + aw)/2). This reduction is the first line of (46). What one observes further is that if E'f(tl) <x1—é€/2
and o € Ey, then LY (ay) < x| — 2€3/5 and L] (by) < x| — 2€2/5. If we thus construct a Brownian bridge 02
starting and ending at x| — 2¢€5 /5 and conditioned to stay above Ly, then this bridge can be coupled with olin
view of Lemma 2.14 so that it sits above it. Finally, on the event Fy the curve ,Cg lies below the line x| — €. This

means that we can construct a bridge Q3 with the same starting and ending points as 02 but conditioned to stay
above the line x| — €y, and this bridge can be coupled with Q2 in view of Lemma 2.15 so that it sits above it. Since
each construction pushes the curves upward, the probability P(Q3 (11) < x1) is a lower bound for Po! (1) <x1),
and, hence, it suffices to show that the former is going to 1 as w — oo. This reduction is the content of (46), where
Q is used to denote all three of the above random curves the distinction being obvious from the notation used for
P. Showing that P(Q3 (t1) < x1) converges to 1 can be seen as follows. The curve 03 is a Brownian bridge that is
pinned at level x| — 2¢€; /5, and is conditioned to stay above x| — €. The order of its typical fluctuation is w172,
and this is much lower than €y which, effectively, means that Q3 does not feel its conditioning on staying above
X1 — € (as this level is extremely low in the scale of the fluctuations) and behaves like a regular Brownian bridge.
But a regular Brownian bridge started very low is very likely to have a low midpoint as well. The latter heuristic
can be justified with simple exact computations which are done in (47).

We consequently observe that

Paw,bw,xl*252/5,x1*262/5700,x1*€2 (Q(tl) < xl)

avoid
P?rléébw’xl_2€2/5’x1_2€2/5(Q(l1) < x1 and infyefa, ,b,) Q) = x1 — €2)
PPt 2Q3N 298 i 51 Q) = X1 — €2)
()] - P?ruéébw,xl7262/5,x17252/5(g(t1) > x1)
T PRl TN T G g, ,1 Q) 2 31— €2)
L llépgl,l,o 2(0(0) > 2g Jw) o 1—¢(2qdzz—w) |
Pree  (infyep—1,11 Qx) > —3g./w) I —exp(—9g-w)

where in the first equality we used Definition 2.4 and the next-to-last equality follows from a
simple change of variables (here, ¢ = €3/5); cf. Lemma 3.5 for k = 1. In the last equality the
denominators are equal by Lemma 3.9, and the numerators are equal, since Q(0) is normally
distributed with mean O and variance 1/2 (recall that ® was the cdf of a standard Gaussian
random variable). Combining (46) and (47), we conclude (45) when w € E§ N F, N AY is
such that £ (#1) < x1 — €2/2.

Step IV. Suppose that o € ES N F, N A¢ is such that £ (t) > x| + €2/2, and let W; > Wy
be sufficiently large that W~ ' < €15 see, also, Figure 7.
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Ly(aw) o? L1(by)
= Ed! +€3/2

Ay bu'

I
r — 62/2

FIG. 7. The figure represents schematically the situation when w € E5 N Fy N A§ and L (t]) > x| + €2/2.
We remark that to make the picture comprehensible we have distorted it, and, in fact, one has that by, — ay, is
much smaller than €,. In addition, to ease the notation we have removed the dependence on v € {1,2}. The curve
0! is a Brownian bridge between the points L£|(aw) and L(by) and Q% is a Brownian bridge between the
same points but conditioned on staying above L,. Proving (45) in the case we consider in Step 1V boils down to
showing that ]P’(Qz(tl) < xl)/]P’(Q1 (t1) < x1) is lower bounded by 1 as w — oo (recall that t| = (by, + aw)/?2).
On the event Fy the curve Eg lies below the line x| — €. This means that we can construct a bridge 03 with
the same starting and ending points as 02 but conditioned to stay above the line x| — €, and this bridge can
be coupled with Q2 in view of Lemma 2.15 so that it sits above it. Since this construction pushes the curve
upward, the probability P(Q3 (t1) < x1) is a lower bound for P(Q? (t1) < x1), and, hence, it suffices to show that
IP’(Q3 (n) < xl)/IP’(Ql(tl) < x1) is lower bounded by 1 as w — 00. This reduction is the content of (48). The
curve Q is a Brownian bridge that is pinned at level x1 + €3/2 and is conditioned to stay above x| — €. The
order of its typical fluctuation is w~ Y2 and this is much lower than € which effectively means that 03 does not
feel its conditioning on staying above x| — €y (as this level is extremely low in the scale of the fluctuations) and
behaves like QL. Of course, ]P’(Q3 (t1) <x1) and ]P’(Q1 (t1) < x1) are tail probabilities, but one can still show that
their ratio is close to 1. This is done in (49) and the equations that follow it.

For w > Wj, we have

s by, L7 (aw), L] (by),00,x1 —€2
(48) szg)id(Q(tl) <x1) > Pavoid ] : (Q(11) < x1) ,
F(x1; aw, by, Ell)(aw), Ell)(bw)) F(x1; aw, by, £11)(aw)v Ell)(bw))

where we used that on F), the curve L3[ay, by ] is upper bounded by x| — € and Lemma 2.15.
We next notice that by Definition 2.4 the numerator on the right side equals
wsbw, LY (aw), L] (bw) .
B 1O gy 4, 0,0 Q) = 01 — €2 and Q(11) < 1)

aw,bw, L] (aw), L] (by) .
Pfrﬁe R e (lnfxe[duubw] Q(X) Z X1 — 62)

Combining the last two statements and performing a change of variables (we use Lemma 3.5
for k = 1), we conclude that

Proeia(Q(t1) < x1)
F(x1; @w, by, L3 (aw), LY (bw))
Py, (infye(—1,1 Q(x) = —€2 - /w and Q(0) < 0)
T Py w(0(0) 0) - Py y(infre—1,1] Q(x) = —€2 - /W)
_ Pu(infre—1. 00 = —e2 - w and 0(0) <0)
Pyw(0(0) <0)
Py (infre(—1.1] Q(x) < —€2 - /W)
Pyw(Q(0) <0)

where Iﬁ’v,w denotes Pf_rge’l’A’B with A,y = [LY(aw) — x1]- /w and By o, = [L} (by) — x1] -
Jwand Qisa @U,w—distributed Brownian bridge.

(49)

>1 -
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We now have by the Gaussianity of Q(0) that

Py (Q0)<0)=1— ¢<M>

V2
Also, we have since w € E§ that Ay, > (2€2/5)/w, By > (2€2/5)/w. Consequently,

Puw( inf | 000 < —e2- V) = exp(—leav/ + Avulleav/ + By,

where the last equality follows from Lemma 3.9. Let M, , = max(A, y, By w) and my, 4, =
min(A, ., By,y). Since w € ES, we know that M, ,, — m,, ,, < (€2/5)+/w. Consequently, the
above two equalities imply that

Bon(00) £0)z 2P
o =T V2l + V2My ]

Iﬁ)v,w(xe[ig{ ; O(x) < —€2+ v/w) < exp(— My, + 5qVwl[My ., +4g/w)),

where in the first inequality we used Lemma 3.8 (here, ¢ is as in this lemma and is a universal
constant), and also g = €3 /5. Combining the last two inequalities with (49), we see that

Poia(Q (1) < x1)
F(-xl a au)’ bwv ‘Cllj(aw)v ﬁll)(bw))

> 1 —coll +v2M, ] - exp(—[My,u + 5g/WIMy o + 4q/w] + Mg,w)‘

Since My, > 2q+/w, we see that the above expression converges to 1 as w — oo which
proves (45) when w € E; N F, N Ay is such that £](f1) > x| + €3/2. This concludes the
proof of (45) and hence the proposition in this basic case.

4.2. Proof of Proposition 4.1. Here, we present the proof of Proposition 4.1. We as-
sume the same notation as in Sections 2 and 3. We proceed by induction on N with the base
case N = 1 being obvious. Suppose that we know the result for N — 1 and wish to prove it
for N. Suppose that k e Nanda =19 <t) < --- <ty < tg41 = b, ny,...,ng € [1, N and
Yi,..., Yk € R are all given. The variables ny,...,n; and yi,..., yx are allowed to have
repeated values. We wish to prove that

(50)  Py(Ly, (1) <Y1, Ly (00) < ve) =Pa(Lh (t) <y Ly (1) < ).

For clarity we split the proof into seven steps. In Step 1 we reduce the proof to establishing
the existence of a sequence p,, (indexed by w € N) whose subsequential limits satisfy certain
inequalities, detailed in (51). The sequence p,, is defined in Step 2 (see (54) and constitutes
the multilevel and multipoint analogue of the observables p,,, which we introduced in Sec-
tion 4.1 for the basic case. Step 3 establishes one of the inequalities in (51); this is analogous
to how we established one of the inequalities in (33) using (36) in the base case which ulti-
mately boils down to an application of Lemma 2.15. Steps 4—7 mimic Steps -1V in the basic
case, and we give more details within those steps:

Step 1. Let x1, ..., xx € R be fixed. We claim that there exists a sequence { pw}f=1 with
Pw € [0, 1] such that, for v € {1, 2}, we have

Pv(ﬁzl(ﬁ) < XQyenny [,Zk () < xk) < lziuII_l)iglofpw

51
Gb <limsup py, <Py (L, (1) < x1,..., Ly (tx) < xi).
w—> 00
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We will prove (51) in the steps below. For now, we assume its validity and finish the proof of
(50). For x1,...,xy e Rand v € {1, 2}, we let

Fy(xr, .o xi0) =Py (L (1) < xi,..0, Ly (86) < xk).
We also define for v € {1,2} and r e R
Gy(r)y=F,(1+r,y2+r, ...,y +71).

Observe that by basic properties of probability measures we know that G| and G, are in-
creasing right-continuous functions. Moreover, if G| and G, are both continuous at a point
r, then from (51) applied to x; = y; +r fori =1, ...,k we know that G{(r) = G>(r). The
latter and Lemma 3.2 imply that G; = G». In particular, G1(0) = G,(0) which is precisely
(50).

Step 2. In this step we define the sequence p,, that satisfies (51). We also introduce some
notation that will be used in the rest of the proof.

Given points s, 7, € R with s <7 and X, y € Wy_,, we define

F(ris, t,%,5) =P80 (Qn (s +1)/2) < ),

where (Qp, ..., Qn_1) 1S P;vtofdy o7 _distributed. Observe that, for fixed s, 7, r, the func-

tion F (r;s,t,x,y) is ameasurable function of X, y, as follows from Lemma 3.4. For M € N,
we denote

1
Gu(r;s,t,X,y =min<M, #>
u » F(ris,1,x,y)
and note that G is a nonnegative bounded measurable function. Let S ={s € {1,...,k}:

ng = N}. For w e Nand s € §, we define a)’ =t;, — w~! and by =t; + w~!. We also fix
Wo € N sufficiently large that w > Wy implies 2wl < ming <;<x+1( — ti—1).
By the induction hypothesis we know that (50) holds provided ny,...,n; € [I, N — 1].

The latter and Proposition 3.3 imply that n[[ b] ]](El) under P; and n[[ 1}’ 1] (£%) under P,

have the same distribution as [1, N — 1] mdexed line ensembles on [a, b] We conclude that,
for w > Wy,
(52) E[HY (L' 7,7,X)] =E[HY (£ 7, 7,%)]
with
Hf(ﬁ”;?,ﬁ X) = l_[ l{ﬁzs(ts) < xs}
ses¢
an EN 1(t7)<x§‘}GM(xY’ svbw vavj;svw)v
ses

where x*V" = (LV(al), .. S LY (@) and y ys v w = (LY(bY), ..., LY _, (b)) for v =
1, 2. Some of the notation we defined above is 111ustrated in Figure 8.

For s € S, define Foy’ = Fext([1, N —1] x (a¥, b)) as in Definition 2.7, and observe that
by the tower property for conditional expectations and the partial Brownian Gibbs property

E[H, (€':7.7,%)] =E[E[---E[H, (£ 7.7, 3) | F" ] | Fog ™ ]]

|:1_[ 1 £U (f5) < xg HP;VI(})IZJ QN—l(ts) fxs)

seSC ses

% GM(XA, g),bw 5 w’)-)'s v, w):|’

(33)

s



CHARACTERIZATION OF BROWNIAN GIBBSIAN LINE ENSEMBLES 2513

L3(ay’)
E:;(b'{) L,,,,(I:;)C;;(b;‘; ]

~—e - ;
a ay ¢ by to a3

FIG. 8. The figure schematically represents LV where we have suppressed v from the notation. In the figure,
N=3,S={1,3}andn; =3, np=2,n3=3,n4=1.

VW b xauwysvwooﬁv[a bw]

where v € {1, 2} and we have written IP;; :; in place of Pavmd

simplify the expression; note also that (Q1,..., Qny—_1) is ]P’fl;,%’ig’—distributed. In addltlon,
S1,-..,Sy 1s an enumeration of the elements of §, and, in deriving the above expression, we
also used Lemma 3.4, which implies that ;"% (Qy_1(t;) < x;) is measurable with respect

avoid
to the o -algebra,
o{Li(s):i€[l,N—1]ands € {ay", b}, ors € [a)’,b)] and i = N}.

Taking the limit as M — oo in (53) (using the monotone convergence theorem), we con-
clude that, for any w > Wy, we have

lim E[HM(L";7 ,ﬁ,;e)]zm[]‘[ Panoid (V10 =X0) g (ts)<xs}:|

-
M— o0 F(xs;af, by, xs1w, y‘”””) okt -2

seS

In view of (52), the above limits are the same for v = 1 and v = 2, and we denote them by
Pw SO that

P 1w
Pw :E[H av01d(QN—l(ls) < Xs) . l_[ l{ﬁrlzs (t;) < xs}]

1 1
SES F(xS9ayvbg)9xs’ ’w5ys’ 7w) SGSC

(54)

P 2w

1) <

e[ ot = T 0 <]

SGSF(xs’as 7bs , X W) sese

Equation (54) defines the sequence p,,, and we show that it satisfies (51) in the steps below.
Step 3. In this step we prove the second line in (51). By Lemma 2.15 applied to a = a;’

b=>bY, X =3V, 5 =y ¥ ¢ = L% [a”, b¥] and g¥ = —co we know that
. a b Svw ys,v,wyooyioo
P:woig(QN—l(tS) = xs) = ]Pavmd (QN—l(tS) = xS)

(55)

» . woZS,V,W 2S,0,W
= F(xg;a), by, X507, y500).

In addition, we observe that on the event {LY, (f;) > x,}, we have P} -7 (Qn—1(f;) <x5) =0

The latter two statements imply that, for any w > Wy and v € {1, 2}, we have that

w < E[]‘[ LY () <xo}- [T ML) (1) < xs}}

seS sese

which clearly implies the second line in (51).
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Step 4. In this step we state a simple reduction of the first line of (51). Afterward, we define
two sequences p,, for v € {1, 2} which will play an important role in our arguments.
First, we claim that, for any €3 > 0 and v € {1, 2}, we have

(56) ]P’v([,,l;l(tl) <x1,..., Ly (1) < Xi) — €3 < llivrgiglofpw.

It is clear that, if (56) is true, then the first line of (51) would follow. We thus focus on
establishing (56) and fix €3 > 0 in the sequel.

We know by Lemma 3.7 that, for any s € S, we have IP,(L},_,(t;) = x;) = 0. Conse-
quently, we can find €; > 0 (depending on €3) such that

(57) D Py (LR (t) € [x5 — €2/2, x5 + €2/2]) < €3/8.
seS

In addition, by possibly making €; smaller we can also ensure that
(58) ]P’U(ﬁzl(t]) <X1,...,£Zk(tk) <xk)
— }P’v(ﬁzl(tl) <x1 =26, ..., Ezk(tk) <xx —26) < €3/8.

This fixes our choice of €3.
Recall that for f € C([a, b]) its modulus of continuity is given by

w(f.8) = sup [f(x)—fO).
WSis

Since L7, ..., L} are continuous on [a,b] almost surely, we conclude that there exists
Wy IS €1 > 0 (depending on €3 and €3) such that

(59) if E, ={w(L}, €1) > €2/10 for some i € [1, N|} then P, (E,) < €3/8.
For v € {1, 2}, we define the event
Fv={£zi(x) <x; —eyforx et —el,ti+e1]f0ri=1,...,k}.

Define sequences p,, for v € {1, 2} through

pv:E[1Ec.1F.1—[ LU Q1) < x) }
w v v X

F(xg;a, by, x5vw, ysvw)

seS

We claim that
(60) Py(Fy) —e3/2 < lliurgio%fpl’jj.

We will prove (60) in the steps below. For now, we assume its validity and prove (56). Observe
that by definition we have p,, > p, and so by (60) we have

Py (Fy) — 3€3/4 < liminf p,,.
w— 00
In addition, by the definition of €; we know that
Py(Fy) =Py (F, N Ey) +Py(F, N Ey) >Py(F,NEY)
> PU({EZI (t1) <x1—2e,..., ﬁzk(l‘k) < X — 262} N Elc))
>Pu(Ly, (1) <x1,..., L) () < xx) — €3/4,

where in the last inequality we used (58) and (59). The last two inequalities imply (56).
Step 5. Our focus in the remaining steps is to prove (60). We define the events

Ay ={L{_,(t5) € [x5 — €2/2, x5 + €2/2] for some s € S}.
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We claim that PP,-almost surely we have for all w sufficiently large that

PSVs () <
avoid (@N-1(15) —ﬁx“) > 1genr,nag - (1 —€3/4).

F(xg;al, by, xsvw, ys-v.wy =

(61) 1ecnrnac - [ ]

seS

We will prove (61) in the steps below. For now, we assume its validity and conclude the proof
of (60). In view of (61), we know that

1iminfpz) ZPv(EsvamAg)_E3/4ZPU(FU)_PU(EU)_PU(AU)_63/4 ZPU(FU)_63/27

w—00

where in the last inequality we used (57) and (59). The above clearly implies (60).
Step 6. We claim that, for each s € S, we have P, -almost surely

IEDfl’vl())’ig)(QN—l (ts) =< xs)

F(xs; al, b¥, x5:v:w ysv.w)

lim 1genp,nac - = 1genF,nac
w—>00
which clearly implies (61). In view of (55), the fraction inside the limit is bounded from
above by 1 which implies that the right side above is greater than or equal to each term on
the left. Consequently, it suffices to show that IP,-almost surely

S, 0,W
Pavoid (Qn—1(ty) < xy) -1
ESNF,NAS-

F(xg;ad, by, x5vw, ysv-w)

(62) liminf lEcﬂFvﬂAC .
w—> 00 v v

Let w € E; N F, N Aj be fixed. Then, w € Ay, and so LY, (t;) > x5 +€2/2 or L, () <
xs — €2/2, which we treat separately. We will handle the case when L}, (#;) < x; —€2/2in
this step and postpone the other case to the next step.

Suppose that w € E; N F, N A is such that £}, (#;) < x; — €2/2, and let Wi > Wy be
sufficiently large that W~ s €1. Then, for w > Wy, we have

63 Pavoid (QN—1(ts) SX5) _ all bl 3500 590,00, £ 0l Y] -
( ) F(X . aw bw i’s,ww 5,’s,v,w) = *avoid (QN—l(t_y) = XS),
§o> Mg 2Py o ’

where we used that F € (0, 1] and the definition of IP’;’VZ’if.
In the remainder of this step, we show that the right side of (63) converges to 1 as w — oo,
and here we briefly explain how this is accomplished. We first replace the boundary values

XSUw o yS U with new ones A5V, p%¥% These new boundaries are higher in the case

we are presently considering and also satisfy )T;VU_IIU = py_| = x; — 2€2/5. In addition, we
replace L} [a;’, by"] by the flat line x; — eo which is higher. Doing these two substitutions
stochastically raises the line ensemble by Lemmas 2.14 and 2.15 which makes the probability
on the right side (63) go down. Consequently, it suffices to show that this lower probability
converges to 1, and then the same would follow for the higher one. The particular way we
lift the boundary allows us to easily apply Lemmas 3.10 and 3.12 and get, for all large w, a
lower bound for the right side of (63), converging to 1 as w — oco. We now turn to filling in
the details of this sketch.

Since w € E{, we know
|L_1(as") = Ly (1) <€2/10 and  [L}_,(b") — L{_1(t)] < €2/10
which implies that

I =xs —2e/5—Ly_(a)’) >0 and r)=x;—2e/5-LY_;(by)>0.

N N
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Let 5% be defined as Xf’"’w =Xx;""" +1¥ and p*"" be defined as g;""" =y 4+ r¥
fori =1,..., N — 1. In particular, we obtain
Zivo,iz;g},;ww,ysvv»w,oo,z:;fv[a;v,bg)] (Qn—1(t5) < xy)

Z Ziﬂo’ilzf}’Xsyv,w’ﬁs,v’w’OO’EUN [a;“’b;l}] (QN—I (ts) S xS)

> Zivo’i%w’X‘Y’U,wﬁww’w’xs_62(QN—l(ts) < Xxy)
(64 pa bt B g (1) < xy and infeqe o) Q-1 (6) 2 Xy — €)

Ziu(ﬁ”’quv’w’ﬁj’v’w’oo’_oo(infxe[a;,v,bgq On-1(x) > x5 — €2)
PR /] AP (01 (1) > ) |
oo ST g Q-1 (1) 2 X — €2)

where in the first inequality we used Lemma 2.14 and in the second one we used Lemma 2.15
and the fact that on F,, we have that £},[a, b’] lies below x; — €. The equality in going
from the third to the fourth line uses Definition 2.4 twice. It follows from Lemma 3.12 applied
0a=a¥ b=bY, ¥ =1V, 5= 500 k=N —1andr=ry, = 29" _ k41 that if
w is sufficiently large (so that r > 0), we have

au}’b‘w’Xx,v,w’p.v,v,w,oo’_oo .
avoid ( inf  Qy_1(x)> x5 — 62)
(65) x€la¥,b¥]

>1—(1—2e )N+ i,

In addition, it follows from Lemma 3.10 applied to a = a¥, b = b, ¥ = A5V"%, § = g50¥,

k=N—-landr=ry,y = ﬁ%’”m that if w is sufficiently large (so that r > 0), we have

2
Coe_2r2,u)

<
T N27[1 421 ]

a;u’bgi’)\x,v,w’ps,v,111’00’_oo(
avoid

(66) On—1(ts) > xs)

Since r1 4, and 2, both converge to co as w — oo, we see that (63), (64), (65) and (66)
together imply (62) when w € Ey N Fy, N Ay is such that L}, (t;) < x; — €2/2.
Step 7. Suppose that w € Ey N F, N Ay is such that £, | (#;) > x5 +€2/2, and let W > W)
be sufficiently large that W~ I €1. Then, for w > Wy, we have
11)’b?)’_’.§‘.l),11)’_'S,U,U}’ Xg—
woid Q1) <x5)  Pygg ™ Q) < x)
F(XS" a;U’ b}l)’ )_C)S’U’w’ S;S’U’w) - F(xS; ag)» b;ﬂ’ )‘C's,v,w’ ;S,U,w)

’

where we used that on F, the curve Ly[a},b;] is upper bounded by x; — € and
Lemma 2.15. We next notice that

w KW TS,V,W T8,0,W
al by x Y ,00,X5s—€

avoid (QNfl(ts) = xs)

aw’bw’)-C’s,v,w’ix,v,w’oo’_oo .
avoid (Qn-1(ts) < xg and infyepgw pr) Qn—1(x) > x5 — €2)
- a“’,b"’,E-Y’”*“”,}"”v"’,oo,700 . :
Pavoid (infrefqw pw) Qn—1(X) = X3 — €2)
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Combining the last two statements and performing a change of variables, we conclude that
szlc)n]cll)(QN 1(t5) < xg)
F(xs, s , b;u’ XS0, w ys,v,w)
Py, (infeer—1,1) Qv-1(x) = —€2 - /w and Qn—1(0) < 0)
]P)v,w(QN—l(O) <0)- IP)v,w(infxe[—l,l] Oy—1(x) > —ea - «/E)

(67) - - .
Py, w(infre(—1,11 Qn-1(x) = —€2 - Jw and Qn_1(0) <0)
N Py (Qn-1(0) <0)
_— I@v,w(infxi[fl,l]?Nfl(x) =-e- «/E)’
Py, w(@n-1(0) <0)
whereIP’vw_]P’;,lmllAB OOOOw1thA w =[SV —x, 1] ﬂandva_[ SVW

1] J/w and 1 is the vector in RN~! w1th all entrles equal to 1 (in words, IPU w is the law
of N — 1 avoiding Brownian bridges started from A at time —1 and ending at B at time 1).
The change of variables we used above comes from Lemma 3.5 applied to r = x;, u =1y,
c=Jw,a=—-1,b=1,X=A, pand y = By .

Put A, = (A", ..., AYY)) and B, = (B{"",...,By")). We also let M, , =
max(A%fl, B}i;fl) and my,, = min(A%fl, B}f,’fl). Since w € E{ and by assumption
LY (ts) > x5 + €2/2, we know that m, o, > J/w - (2€2/5) and My o, — my w < Jw(€2/5).

It follows from Lemma 3.12, applied to a = —1,b=1,¥ = Ay, ¥ = By, k=N — 1

andr =ryy = @ — k + 1, that if w is sufficiently large (so that r > 0), we have
@ (o] Ovor00 = e Vi) < (1207 e
In addition, it follows from Lemma 3.11 applied to a = —1, b= 1, X = A}v’w, y = E’v’w,
k=N-—-landr=ry,, = MJ‘E’“ that

coe™ V2w
(69) Py (Qn—1(0) <0) > \/—[1 2]

Combining (67), (68) and (69), we see that, for all w sufficiently large, we have

P;VI:)IZ)(QN 1(t5) < x5)
F(Xs, av,bv, U Psvw)

1]—N+1674r12’w+2r22,w N 27 (1 +2r27“’]

>1—[1—-2e
4]
oy —19=N+1
(70 =1- 27l — 27 | 1+ «/in?w]ef[GZ\/w‘i’mww72N+4]2+Mu2,w

€0

/2711 — 2e— 11N+l

_¥2rl ; e | 1+ \/EMU’w]e—[(4€2/5)ﬂ+Mv,w—2N+4]2+M%,w

0

> 1 [1 4+ V2My yJle MDVIMuT Mo > | (14 V2M,, Je™ M,

where the first equality used the definition of ry 4, and r2 ,,; in going from the second to the
third line, we used that M, ,, — my ,, < s/w(€2/5), and the inequalities at the end of the
second and third lines hold for all large enough w. Since M, ,, > /w(2€2/5), we know it
converges to infinity as w — 00, and so we that (70) implies (62) when w € E{ N F, N A§ is
such that £Y,_, (#;) > x5 + €2/2. This concludes the proof of (62) and hence the proposition.
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4.3. Proof of Corollary 2.11. In this section we give the proof of Corollary 2.11. We will
use the same notation as in the statement of the corollary and Section 4.2 above.

The proof is by contradiction, and we assume that for every k e N, 1] < fp < --- <t with
t; e Aand xq,...,x; € R, we have

(71) Py (LH(r) < x1,..., L1(t) < xx) =Po(L3(r1) < x1,..., L3(t) < xp).

We know that the projection of £ to the top Nj curves is a X|-indexed line ensemble on A
that satisfies the partial Brownian Gibbs property; cf. Remark 2.9. By our assumption above
we have that this line ensemble under P, has the same top curve distribution as £! under

Py, and so by Theorem 2.10 we conclude that for any a < b with a,b € A, we have that
n[[g”bql]] (L") under P; has the same distribution as n[[E”b/}]l]] (£?) under P, as ;-indexed line
ensembles. This allows us to repeat the arguments in Step 2 of Section 4.2, and we let py,
be as in (54) forthe case k =1, 1, = (b +a)/2, N—1= N, S={1}, xy e R and Wy is
sufficiently large that a¥ =t — 1/w € [a,b] and b* =1 + 1/w € [a, b] for w > Wy. In

particular, we have

Rll’vi,’ig)(QNl(H)le) }—E[ P;;%,}?(QNI(H)SM) ]

(72) :E[ ) =x) =2
Puw F(xl;aw’bw’xl,l,w’yl,l,w) F(xl;aw’bw’xs,lw’ y1,2,w)

where in the left expectation 511\71 11 [a¥, b”] = —oo (here, we used that £! satisfies the Brow-
nian Gibbs rather than the partial Brownian Gibbs property). In particular, we have by defi-
nition

PLLY(Qy, (1) < x1) = F(x;a®, %, 700, 3l 1w),

and so p,, = 1. On the other hand, by repeating the arguments in Step 3 of Section 4.2, we
have the second line of (51), namely, that
limsup py, < Po(L3, 41 (1) <x1).
w— 00
This shows that ]P’z(ﬁjzvl +1(t1) < x1) =1 for all x; € R which is our desired contradiction.
Hence, (71) cannot hold for every k e N, t; <tp <--- <ty with; € A and x1,...,x; € R
which is what we wanted to prove.

APPENDIX

In this section we prove the three lemmas stated in Section 2.3. Our approach goes through
proving analogous results for nonintersecting symmetric random walks and taking scaling
limits. We first isolate some preliminary results in Section A.1. The proof of Lemma 2.13 is
given in Section A.2, and the ones for Lemmas 2.14 and 2.15 are given in Section A.3.

A.l. Preliminaries. Let X; be i.i.d. random variables such that P(X| = —1) =P(X| =
0) =P(X; =1) = 1/3. In addition, we let Sy = X; +---+ Xy, and for z € [-N, N], we let
SWN.2) — {S&N’Z)}ZZO denote the process {Sm}zz0 with law conditioned so that Sy = z. We

extend the definition of S,(N’Z) to noninteger values of ¢ by linear interpolation.
We have the following theorem which is a special case of [18], Theorem 2.6, when p = 0.

THEOREM A.1. There exist constants 0 < C, ¢, @ < 00 such that, for every positive in-
teger N, there is a probability space on which are defined a standard Brownian bridge B(t)
and a family of processes S™N-? for z € [-N, N] such that

E[ECA(N’Z)] < Cea(logN)eZZ/N’

where A(n, z) = supy,<y |V2ZN/3 - B(t/N) + Lz — 57,
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We summarize some useful notation in the following definition.

DEFINITION A.2. Fix a,b € R with b > a and a scaling parameter n € N. With the
latter data we define two quantities A}, = (b —a)/ n? and Ay, = /3A! /2. Furthermore, we

introduce two grids R, = (A}) -Z and A, ={a+m - Al, : m € Z}. Given u, v € A,» with
u<vandx,y €R, with |x — y| < % - (v — u), we define the C([u, v])-valued random
variable

— AI, i A';;
Y(t)=x+ A}, - S((t(iu;t/)gz” OO for 1 € [u, v].
As defined, Y (¢) is a continuous function on [u, v] such that Y () = x and Y (v) = y. We
denote the law of ¥ by Pj: "7

free,n *
The following result roughly states that the laws P?rgé’fl’y weakly converge to the law of a
Brownian bridge as n — oo if the quantities u, v, x, y converge.

LEMMA A.3. Letx,y,a’,b' e Rwitha' <b'.In addition, let a < b, and for n € N, let
Xn, Yn € Ry and a,, b, € A2 with a, < d’, b, > b’ and |x, — y,| < % - [b, — ay] (here,
we used the notation from Definition A.2). Suppose a, — a’, b, — b', x,, = x and y, — y

as n — 0o. Let Y" be a random variable with law P?:eﬁ,;l,xn,yn, and let Z" be a C([d’, b'])-

valued random variable, defined through Z"(t) = Y"(t) for t € [a’, b']. Then, the law of Z"
a' b ,x,y

converges weakly to IPg [

as n — Q.

PROOF. Letz, = [Ajﬁ]_1 - (yn — x,), and note that z, € [-N, N], where N = U”’A;,a"].

Let B be a standard Brownian bridge, and define random C ([a’, b'])-valued random variables
B" and B through

-t — t— b, —t
B"(t):\/bn—a,,-B< a”)+ .

b, —ay by, — an " b, —ay
~(1— t— b—t
B(z‘):«/b—a-B( a>+ a-y+ - X.
b—a b—a b—a

Clearly, B has law IP’?T’;:;X’y and B" = B asn — oo. It follows from [2], Theorem 3.1, that

to conclude that Z" = B as n — o0, it suffices to show that we can construct a sequence
of probability spaces that support Y, B" so that

(73) p(Y",B") = 0 asn—>oo,where p(f,g)= sup |f(x)—gx)|

x€lan,bn]

From Theorem A.1 we can construct a probability space that supports Y and B" (for each
fixed n € N) such that

(74) E[eCA(N,xn,yn)] < Cea(lOgN)eZ%/N’
where
AN, xn, yo) = [AX]7" - p(B", Y").

Let € > 0 be given. Since y,, — x,, = y — x as n — 00, we know that we can find Ny € N and
C1 > 0O such that if n > Ny, we have |z,| < Cy - VN. Using (74) and Chebyshev’s inequality,
we see that, for n > N, we have

P(p(B", Y") > €) < e ¢l . ceatloeN) €
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which converges to 0 as n — oo. The latter implies (73) and concludes the proof of the
lemma. [J

We next introduce the multiline generalization of Definition A.2.

DEFINITION A.4: Continue with the same notation as in Definition A.2, and fix k € N.
Suppose that SV fori =1,...,k and z € [-N, N] are k independent processes with the

same law as SV-2) . In addition, let X, ye Rﬁ be such that |x; — y;| < % - [v — u]. With this
data we define the [1, k]-indexed line ensemble on [u, v] through

— i X Xy
(75) VUi, 1) =xi + Ay - S((t(iu;l/)g?”’(y’ DA fort e [u, vl and i € [1,k].

a,b,x,y
free,n *

Suppose that X,y € ]Rﬁ N W¢. By analogy with Definition 2.4, given continuous func-
tions f :[u,v] — (—o00,00] and g : [u, v] - [—00, 00), we define the probability measure

u,v.x,y, f.g
]P)avoid,n

We call the law of the resulting [1, k]-indexed line ensemble P

to be the distribution of )" from (75), conditioned on the event

E,={fr)=Y"L,r)>Y"2,r)>--->Y"k,r) > g(r) forr € [u, v]}.

This measure is well defined, if the set of trajectories satisfying the latter conditions is
nonempty.

We need the following convergence result for nonintersecting random walk bridges.

LEMMA A.5. FixkeNand a,b € R with a < b, and assume the same notation as in
Definition A.4. Suppose that f : |a,b] - (—o0, +00], g : [a, b] — [—00, +00) are contin-
uous functions such that f(t) > g(t) for t € [a, D). Let a’, b’ € [a, b] be such that a’ < b/,
and suppose that X,y € W¢ are such that f(a’) > x1, f(b') > y1, g(a’) < xx, g(b') < yx.
Suppose further that X", 5" € W¢ N RE are such that lim,_ 0 ¥" = X, lim,—00 Y = ¥,
and f, :la,b] = (—o0, +00], g : la, b] = [—00, +00) are sequences of continuous func-
tions such that f, — f and g, — g uniformly as n — oo on [a, b]. (If f = oo, the latter
means that f, = oo for all large enough n, and, similarly, if g = —oo, the latter means
that g, = —oo for all large enough n.) Finally, suppose that a,, b, € A, are such that
a, <a', b, >V, and a, is maximal while b, is minimal subject to these conditions (no-
tice that this implies lim,_, oo a, = a’, limy,_ oo b, = b'). Then, there exists Ny € N such that
IP’ZC(’)?S”,f"’yn’fn’gn are well defined for n > No. Moreover, if Y" are [1, k]|-indexed line en-

an b X" 5", [, 8"

sembles with laws Pavoid, "

defined through
(76) Z"(i,t)y=Y"(i,t) forn> No,i€[l,k],ted, b],

a'\b' X,y f.g
avoid

and Z" are the [1, k]-indexed line ensembles on [a’, b']

then Z" converge weakly to P as n — oo.

PROOF. Observe that we can find € > 0 and continuous functions A1, ...,k : [a’,b'] —
R (all depending on X, y, f, g, a’, b’) such that h;(a’) = x;, h;(b') = y; for i =
1,...,k, such that the following holds. If u; : [a’, '] — R are continuous and p(u;, h;) =
SUPycpq b [1i (X) — hi(x)| <€, then
fx)—e>ui(x)+e>ui(x) —e >ux(x)+e

> o> up(x) +€ > up(x) —e > g(x) forallx e[d,b'].
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Observe that by Lemma 2.3, we know that

pa/~b/~’?~§(p(gi, hi)<eforalli=1,..., k) >0,

free

where (Qj, ..., Q) above are the random curves that are P?re’g “Y_distributed.
Since X" — y"* — X — y, we know that there exists N1 € N such that, if n > Ny, we have

[x! — yi'| < ﬁ—z - [b, — a,]. For n > N, we know from Lemma A.3 that if )" has law
a' b, X,y

Pan,bn,f"&"
free

free.n and Z" is as in (76), then Z" converges weakly to P
sequently, there exists N, such that for n > max(Ny, N2), we have

as n — 0o. Con-

o 35" (0(Z2F, hi) <eforalli=1,...,k)>0.

free,n

We remind that the function A; is defined on [a’, '] C [ay, b,], and in the definition of o the
supremum is over [a’, b']. Suppose further that N is sufficiently large that sup, ¢, p; [.fn (X) —
S ()| <e€/4and sup, ¢, 51 18n(x) — g(x)| < €/4.1f f =00 or g = —o0 (or both), we choose
N3 sufficiently large that f;, = oo or g, = —oo (or both). We also let N4 be sufficiently
large that if n > N4 and |x — y| < AL, then | f(x) — f(y)| < €/4 and |g(x) — g(y)| < €/4
(if f = oo, we ignore the first condition, and if g = —o0, we ignore the second condition).
Finally, we let N5 be sufficiently large that n > N5 implies A, < €/4. Overall, if n > No =
max(Ny, Nz, N3, N4, N5), we see that

{fu(r)=V"(A,r)>V"2,r) > >V"(k,r) > gu(r) for r € [ay, by}
D{p(Z! hi)<eforalli=1,... k}.

n on n n
an,bn, X", 3", .8
avoid,n

The above implies that [P

first part of the lemma.
Let A’ =[d’,b'] and £ = [1, k], we need to show that for any bounded continuous func-

tion F: C(Z x A’) — R, we have

77) lim E[F(2")]=E[F(Q)],

n—oo

is well defined as long as n > Ny which proves the

. : . o d RS
where Q is a £-indexed line ensembles whose distribution is Py %" fe,

We define the functions Hy,, : C(X x A’) — R and H?’g :C(2 x [ay, by]) > Ras
Hpo(L)=1f(r)> Li(r) > Lo(r) > -+ > Li(r) > g(r) forr € [a', b]},
H} (L) = Yf(r) > Li(r) > La(r) > -+ > Li(r) > g(r) for r € [ap, by]}.

Using these functions, we can write, for n > Ny,

o ELF (i (L) H, 5, (L]
(78) E[F(2")] = [E[b;fg(ﬁ,{)]g ,

where £" is a line ensemble of independent random walk bridges with distribution
IP’?r’;’elf’;’x Y Also, if £ € C(E x [an, by]), we define 7 1(£) to be the element in

C(X x [a’, b']) defined through
T (L)E, x) =L, x) fori=1,....,kand x € [d',b'].
We remark that the choice of Ng makes the denominator in (78) strictly positive.
By Definition 2.4 we also have

E[F(£)Hyg(L)]

(79 E[F(Q)]= Bl (0]
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where L is a line ensemble of independent random walk bridges with distribution P?reg ol
In view of (78) and (79), we see that to prove (77) it suffices to prove that, for any bounded
continuous function F : C(Z x A’) — R, we have

(80) Tim E{F(tia 1 (C")) Hpr g (C)] = E[F (L) Hy 4 (0]

By Lemma A.3 we know that mj, (L") = L as n — oo. In addition, using that
C([a, b)) with the uniform topology is separable; see, for example, [2], Example 1.3, page 11.
We know that C(X x A’) is also separable. In particular, we can apply the Skorohod Rep-
resentation Theorem (see [2], Theorem 6.7), from which we conclude that there exists a
probability space (€2, F,P), which supports C(X X [ay, b,])-valued random variables L"
and a C(X x A’)-valued random variable £ such that 7y, (L") — L for every w € Q and

such that under PP the law of £" is P?r’g’elf’;l’ill’y while under PP the law of L is ]P’freb F . Here,
we implicitly used the maximality of a, and the minimality of b, which imply that £" i
completely determined from m, ;1 (L").

It follows from the continuity of F that on the event
Ei={o: f(r) > L1@)(r) > L2@)(r) > --- > Le(@)(r) > g(r) for r € [a, b']],
we have F(mr[y p] (L") H n gn (L") — F(L). In addition, on the event
Ery={w:Li(w)(r) < Li+1(w)(r) for some i € [0, k] and r € [a', b']
with Lo = f, L1 =g}

we have that F(ry 4](L")Hpn gn (L") — 0. By Lemma 2.2 we know that P(E U E3) =
1, and so P-almost surely we have F(mpy p1(L"))Hn on(L") — F(L)Hf,g(L). By the
bounded convergence theorem, we conclude (80) which finishes the proof of the lemma.

O

A.2. Proof of Lemma 2.13. We assume the same notation as in Lemma 2.13 and Def-
inition 2.5. Put A = [a,b] and T = [1,k]. We fix a set K = {k1, k1 + 1,...,k2} C [1,k]
and a’, b’ € [a, b] with a’ < b’. Furthermore, we take a bounded Borel-measurable function
F :C(K X [a, b]) — R. Our goal in this section is to prove that P-almost surely

b s R R R ~
81) E[F(Llkxia ) | Fext(K x (a',0))] = ffvmdx 3 fg[F(Q)],
where
Fext(K x (a', b)) =0 {Li(s): (i,5) € D;{,a’,b’}
is the o-algebra generated by the variables in the brackets above, L|g«[4 1] denotes the
restriction of £ to the set K x [a', b'], X = (Lk, (@), ..., Li, (@), y = (L, (D), ..., Lk, (D)),
f =Lk —1la’, b'] with the convention that f = oo if kj — 1 ¢ £, g = Ly, +1[a’, b'] with the
convention that g = —oco if kp + 1 ¢ X.
We split the proof of (81) in two steps for the sake of clarity:

Step 1. LetmeN,ny,...,n, € X,t1,...,ty €la,b]land f1,..., f,n : R > R be bounded
continuous functions. We let S = {i € [1,m] :n; € K and 1; € [d’, b']}. We claim that

(82) E[H f,-(ﬁ(nl-,t[))] :E[]_[ fs(L(ng, 15)) .Eg;ﬁ;ix,i,f,g[l—[ fs(g(ns,ts))”
i=1

seSC SES

We show (82) in the step below. Here, we assume its validity and conclude the proof of the
lemma.
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Define the functions
1

0 ifx>r+n",

hp(x;r) =31 —n(x—r) ifxe[r,r+n_1],

1 ifx <vr.
Letusﬁxml,mzeN,n%,...,n;l,n%,...,nizeE,tll,...,t,}”,tl,...,t%z € [a, b] so that
(n},thy ¢ K x[a',b']fori=1,...,m and (n?,1?) € K x [a’,b'] fori =1,...,my. It fol-
lows from (82) that for any ¢; e Rfori =1,...,m; and b; e Rfori =1,..., my, we have

mi ma
E[nhnw(n},z});ao thcc(n%,r?);bl-)}
i=1 |
mi b/ o
[ [neod ety @t o |
i=1

Taking the limit as n — oo, we conclude by the bounded convergence theorem that
mi mp R
E []‘[ h(L a ]‘[ h(L )]
7 11 WESLE| TT (S
a X0, f, X
=E|:nh(‘c(ni’ti);al av01d ’ |:1_[h Q l’ l ’ ):|:|’

where fz(x; a) = 1{x < a}. Let H denote the space of bounded Borel-measurable functions
H :C(K x [a, b]) — R such that

|:Hh N;ai)H(L| g x[a, b/])i|

(83) -
—E[Hh >Ezig’z;f’§’f’g[ﬂ<@>]}.

Our work so far shows that 14 € H for any set A € A, where A is the 7 -system of sets of the
form

[he C(K x [d,b']):h(n?, ) <b;ifori=1,...,ma}.

Itis clear that H is closed under linear combinations (by linearity of the expectation). Further-
more, if H, € ‘H is an increasing sequence of nonnegative measurable functions that increase
to a bounded function H, then H € ‘H by the monotone convergence theorem. By the mono-
tone class theorem (see, e.g., [19], Theorem 5.2.2), we have that / contains all bounded
measurable functions with respect to o (A), and the latter is Cx in view of Lemma 3.1. In
particular, F' € H.
Let B denote the collection of sets B € Fex((K X (a’, b’)) such that
(84) E[15 - F(Clkxias)] = E[1s - Ers "4 [F(D)]].

avoid

The bounded convergence theorem implies that 53 is a A-system, and (83), being true for all
bounded Cg-measurable functions H, implies that 3 contains the -system P of sets of the
form

{heC(Z x[a,b]) :h(n;, t;) <a; fori =1,...,m, where (n;,1;) € D%,a/,b,}.
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By the 7 — A Theorem (see [19], Theorem 2.1.6), we see that B contains ¢ (P) which is pre-
cisely Fext(K x (a’,b")). We conclude that (84) holds for all B € Fex((K x (a’,’)). Since by

Lemma 3.4 we know that Ez;bbiii;j J-8 [F(Q)]is Fext(K x (@', b'))-measurable, we conclude

(81) by the defining properties of conditional expectations.
Step 2. In this step we prove (82). Following the notation from Definitions A.2 and A .4,

we let X, " € Rk N W¢ be such that |x! — yI'| < A—x[ b —a] and X* — X and y" — .
It follows from Lemma A.5 applied to ¢’ =a, b’ = b, f=fa=00, g =g, =—00 that

a,b,x",y",00,—00

the [1, k]-indexed line ensembles )", whose laws are Pavoid,n

Pa,b,x,y,oo,—oo
avoid

(85) E[H fi(Ln;, ti)):| = nlgroloE[H iV (n, ti)):|-
i=l

i=1

, converge weakly to

as n — oo. In particular, we conclude that

Using that C([a, b]) with the uniform topology is separable (see, e.g., [2], Example 1.3,
page 11), we know that C(X x [a, b]) is also separable. In particular, we can apply the
Skorohod Representation Theorem (see [2], Theorem 6.7), from which we conclude that
there exists a probability space (2, F, ), which supports C (X X [a, b])-valued random vari-

ables V" and £ such that )" — L for every w €  and such that under P the law of )" is

b.x" yn b 22 _
Pvagny 00,70 , while under P the law of £ is P’ 23,600,700

av01d
We now let a,, b, € A2 be such that a, <d’, b, > D' and a, is maximal, while b, is
minimal subject to these condltlons We also fix Ny sufficiently large that n > Ny implies

that z; < a, or t; > b, for s € S¢ such that n; € K. Let X” Y" be defined through
:y”(kl—l—i—l,an) and Yi”:y”(k1+i—1,bn) fori € [1,ka — ki +1].

Since )" is uniformly distributed on all (finitely many) avoiding trajectories from X" to y",
we conclude that the restriction of V" to K x [an, b, ] 1s precisely uniformly distributed
on all (ﬁmtely many) avoiding trajectories from X" to Y", conditioned on staying below
fn = 1_1 and above g, = ykz 11 with the usual convention that f,, = oo if k; = 1 and
gn = —oo if kp = k. The latter observation allows us to deduce that

E[H fi(V"(ni, ti)):|
i=1

= B[ [T 50700 0) B [ (2" — k1 + 1.8

s€SC sES

(86)

. . b XY .
where we have written E,yoid,», in place of Ezsoig i Jus8n to ease the notation.

In view of our Skorohod embedding space (2, F, IP), we know that almost surely f, — f
on [a, b], where f(x) = L(k; —1;x) if ky > 2 or f = o0 if k; = 1. Analogously, g, — g on
[a, b], where g(x) = L(ko + 1;x) if ko <k —1 or g = —o0 if ko = k. In addition, X" > X
and Y" — 17, where

Xi=L(ki+i—1,d) and Y;i=L"(ki+i—1,b") forie[l,ka—k +1].

Furthermore, by Definition 2.4 and Lemma 2.2 we know that P-almost surely X,Y e we.
Consequently, from Lemma A.5 we conclude that P-almost surely

87 lim Ewoigs [1‘[ fi(Z gk + 1, m)} — RIS ’8[1‘[ £:(Ons, m)]

sES sES



CHARACTERIZATION OF BROWNIAN GIBBSIAN LINE ENSEMBLES 2525

Finally, the continuity of f; and and the w-wise convergence of )" to £ implies that for every
w € 2, we have

(88) Jdim [T (V" (s 1) = TT £(LGng. 10)).

seSe seSe
Equation (82) is now a consequence of (85), (86), (87) and (88) after an application of the
bounded convergence theorem.

A.3. Proofs of Lemmas 2.14 and 2.15. The main result of this section is as follows.

LEMMA A.6. Assume the same notation as in Definition 2.4. Fix k € N, a < b and two
continuous functions g', gb : la, b] = RU {—00} such that g'(x) > gb(x)for all x € [a, b].
We also fix %, 5, X',y € R such that g°(a) < xi, g2 (b) < yx, g'(a) < x}, g'(b) < y| and
xi < xlf, yi < ylf fori =1,... k. Then, there exists a probability space (2, F,P) which
supports two [1, k]-indexed line ensembles L' and L? on [a, b] such that the law of L' (resp.,

. b3y t b.x.y b
LP) under P is IP’Z\’,Oig V008 (resp., IP’Z\’,Oig’y %28y and such that P-almost surely we have

Eﬁ(x)zﬁf(x)foralliz 1,....,kand x € [a, b].

It is clear that Lemmas 2.14 and 2.15 both follow from Lemma A.6. The reason we keep
the statements of the two lemmas separate earlier in the paper is that it makes their application
a bit more transparent in the main body of text.

PROOF OF LEMMA A.6. We assume the same notation as in Lemma A.6 and also Defi-
nition A.4. Specifically, we fix £ = [1, k] and A = [a, b]. For clarity, we split the proof into
three steps:

Step 1. We choose any sequences X", 3", #", v € W N RK such that for each n € N, we
have x/' <u, y! <v fori =1, ...,k and also such that lim,, oo X" = X, lim, . o0 y" =,
lim,,_, oo " = X" and lim,,_, 5, V" = y'. It follows from Lemma A.5 applied to @’ =a, b’ = b

2n on b on oon t

that there exists Ny € N such that if n > Ny we have that IP’Z\’,Z; ”’y 228" and PZ{,ﬁ;g’ ”’u 08
are well defined.

We claim that we can construct sequences of probability spaces (£2,, F,, P,) for n > Ny

a,b, 3", 5", 00,g"

avoid,n and

that support [1, k]-indexed line ensembles V" and Z”, whose laws are P

Pa,b,ﬁ”,ﬁ”,oo,g’
avoid,n

(89) V'w)(i,x) < 2" (w)(i,x) fori=1,...,kandx € [a,b].

, respectively, such that, for each w € ©2,,, we have

We show (89) in the next step. Here, we assume its validity and conclude the proof of the
lemma.

It follows from Lemma A.5 that )" converge weakly to P

a,b,x',y',00,g' -
weakly to IP;¢ o 72298 as n — oo. In particular, the latter sequences of measures are rela-

tively compact which by the separability and completeness of C([1, k] x [a, b]) implies that
these sequences are tight; cf. [2], Theorem 5.2. In particular, the sequence of random variables
", 2™ on (R, Fu, Py) (viewed as C([1, k] x [a, b]) x C([1, k] x [a, b])-valued random
variables with the product topology and corresponding Borel o -algebra) are also tight.

By Prohorov’s theorem (see [2], Theorem 5.1) we conclude that the sequence of laws of
V", Z™) is relatively compact. Let n,, be a subsequence such that (), Z"m) converge
weakly. By the Skorohod Representation Theorem (see [2], Theorem 6.7) we conclude that
there exists a probability space (€2, F, P), which supports C (X x [a, b])-valued random vari-
ables Y"n, Z"n and ), Z such that:

a,b,x,5,00,8°

n
avord and Z" converge
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Yt — Y for every w € Q2 as m — 00;
Z'm — Z for every w € Q as m — 00;

" a, ]7 xnm yanO g
under P the law of V" is Pavmd o >

n a,b,u"m "Moo, g"
under P the law of Z"» is ]Pavmd . >

P-almost surely we have )" (i, x) <Z'm(i,x)form=>1,i=1,...,kand x € [a, b].

NhA D

i b X 7.5 008!
Since )" converge weakly to P97 :3.00.8" and Z" converge weakly to szmg V%8 we

avoid
b
conclude that under P the variables ) and Z have laws ngglg 3,00, and Pjvfng 5h00.8! R

respectively. Also, conditions (1), (2) and (5) above imply that P-almost surely we have
Y@, x)<Z(@{,x) fori=1,...,kand x € [a,b].

Consequently, taking the above probability space (2, F,P) and setting (L', £?) = (), 2),
we obtain the statement of the lemma.

Step 2. In this step we prove (89). Our approach will closely follow the one in [9], Sec-
tion 6.

Let Y, and Z, denote the (finite) sets of possible elements in C([1, k] X [a, b]) that the
line ensembles V" and Z” can take with positive probability. We will construct a continuous
time Markov chain (A;, B;) taking values in Y,, x Z,, such that:

1. A; and B; are each Markov in their own filtration;
a.b,x",y",00,"
avoid,n ’

a,b,i" ,v",00,g"

3. B; is irreducible and has invariant measure ]P’avmd "
4. forevery t > 0, we have A,(i, x) < B;(i, x) fori € [1, k] andx € [a,b].

2. A, is irreducible and has invariant measure [P’

We will construct the Markov chain (A;, B;) in the next step. Here, we assume we have such
a construction and conclude the proof of (89).

From [34], Theorems 3.5.3 and 3.6.3, we know that Ay weakly converges to

a,b, 3", 5",00,g" a,b,i", ", 00,g" .
Poavoid.n and By weakly converges to P,.:; as N — oo. In particular, we

see that Ay, By are tight and then so is the sequence (Ay, By). By Prohorov’s theorem (see
[2], Theorem 5.1) we conclude that the sequence of laws of (Ay, By) is relatively compact.
Let N, be a subsequence such that (Ay,,, By,,) converge weakly. By the Skorohod Repre-
sentation Theorem (see [2], Theorem 6.7) we conclude that there exists a probability space
(R, F,P), which supports C(X x [a, b])-valued random variables A,,, BB,, and A, B such
that:

e A, — Aforevery w € Q2 as m — o00;
e B, = Bforevery w € 2 as m — o0;
e under P the law of (A,,, B,,) is the same as that of (Ay,,, Bn,,)-

The weak convergence of Ay, By implies that A has law szfnj n} 00" and B has law

szl;ig’nv 008", Furthermore, the fourth condition in the beginning of the step shows that

A(i, x) < B(i, x) for i € [1,k] and x € [a, b]. Consequently, we can take (2,, F,,P,) to be
the above space (€2, F, P) and set ()", Z") = (A, B). This proves (89).

Step 3. In this final step we construct the chain (A, B;), satisfying the four conditions
in the beginning of Step 2. We first describe the initial state of the Markov chain (Ag, Bop).
Notice that if y € Y, there is a natural way to encode y(i, x) for i € [1,k] by a list of n?
symbols {—1, 0, 1}, where the jth symbol is precisely

y(i,a+j-A)—yla+ (-1 A)
AX ’
n
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We define the lexicographic ordering on the set of all such lists of symbols (where, of course,
1> 0> —1). If we look at y(i, x), we see that there is a maximal sequence of n? symbols,
which consists of I_% . (% + n2)| symbols 1, followed by a 0 if % . (% +n?) ¢ 7,
followed by L% . (x’nA;xy’” + n?)| symbols —1. We call the curve corresponding to this list
y™Ma (G, -). One directly checks that y™®* = (y™2*(1,.), ..., y™®*(k, -)) € Y,. In showing the

b33, 00,80 .
o) 708 is well defined.

€ Z, by replacing everywhere above x;', y!' with u}, v

last statement, we implicitly used that n > Ny so that [P

We analogously define z™%* n

I
respectively. Again, one needs to use that n > Ny so that Pz;gig’n,; U008 i well defined. One
further checks directly that y™*(i, x) < z™¥*(i, x) for all i € [1, k] and x € [a, b]. The state
(y™max, zmMax) is the initial state of our chain.

We next describe the dynamics. For each point r € A,2 N (a, b), each i € [1, k] and each
6 € {—1,0, 1} we have an independent Poisson clock, ringing with rate 1. When the clock
corresponding to (r, i, §) rings at time 7, we update (Ar—, Br_) as follows. We erase the
part of A7_(i, x) (resp., Br_(i, x)) for x € [r — AL, r + Al ] and replace that piece with two
linear pieces connecting the points (r — A, Ar_(i,r — A)) and (r + AL, Ar_(i,r + AL))
with (r, Ar—(i,r) + 8 - A}) (resp., (r — AL, Br_(i,r — Al)) and (r + Al, Br_(i,r + Al))
with (r, Br_(i,r) + & - A})). If the resulting C(X x [a, b])-valued element is in Y, (resp.,
Z,), we set At (resp. Br) to it. Otherwise, we set Ar (resp., Br) to Ar_ (resp. Br_). This
defines the dynamics.

It is clear from the above definition that (A;, B;) is a Markov chain and that A; and B; are
individually Markov in their own filtration. Moreover, one directly verifies that the uniform
measure on Y, (resp., Z,) is invariant under the above dynamics. The latter observations
show that conditions (1), (2) and (3) in the beginning of Step 2 all hold. We are thus left with
verifying condition (4). By construction we know that A, (i, x) < B;(i, x) for all i € [1,k]
and x € [a, b] when t = 0. What remains to be seen is that the update rule, explained in the
previous paragraph, maintains this property for all # > 0.

For the sake of contradiction, suppose that Ar_ € Y, Br_ € Z,, are such that Ar_(i, x) <
Br_(i,x) for all i € [1,k] and x € [a, b], but that, after the (r, i, §)-clock has rung at time
T, we no longer have that A7 (i, x) < Br(i,x) for all i € [1,k] and x € [a, b]. By the for-
mulation of the dynamics, the latter implies that Ar (i, ) > Br (i, r) and is only possible if
Ar_(i,r) = Br_(i,r). In particular, we distinguish two cases: (C1) § =1 and A7 (i,r) =
Ar_(i,r)+ Ay, while By (i,r) = Br_(i,r)or (C2) 6 = —1and Ar(i,r) = Ar_(i, r), while
BT(i, r) = BT_(i, I”) — Aﬁ.

In the case (C1) the fact that B (i, r) = Br_(i, r) means that the C (X x [a, b])-valued ele-
ment obtained from Br_ by erasing the part of By_(i, x) for x € [r — Al,, r + Al ] and replac-
ing it with two linear pieces connecting (r — A!, Br_(i,r — Al)) and (r + AL, Br_(i,r +
A!)) with (r, Br—(i, r) + AY}) is not in Z,. This means that

Br(i,r)+ AL >max(Br(i — 1,r), Br(i,r — AL) +2A%, Br(i,r + AL) +2A%).
Here, the convention is B7 (0, x) = co. But then since
Ar_(i,r)=Br_(i,r) and Ar_(i,x) <Br_(i,x) forallie€[l,k]andx € [a,b],
we conclude that
Ar—(i,r)+ Af >max(Ar (i — 1,r), Ar(i,r — AL) +2A%, Az (i, r + AL) +2A%),

again with the convention A7 (0, x) = oco. The latter contradicts the fact that Ar(i,r) =
A7_(i,r)+ A}, since it implies A7 ¢ Y),.

In the case (C2), the fact that A7 (i,r) = Ar_(i, r), means that the C(X X [a, b])-valued
element obtained from Ar_ by erasing the part of A7_(i,x) for x € [r — AL, r + Al]
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and replacing it with two linear pieces connecting (r — Al, Ar_(i,r — AL)) and (r +
AL Ap_(i,r + AL)) with (r, Ap_(i,r) — AZ) is not in ¥,,. This means that

Ar(i,r)— AL <min(A7G + 1,r), Ar(i,r — AL) —2A%, A7 (i, r + AL) — 2A%),
where A7 (k+1,x) = gh(x). But then since
Ar_(i,r)=Br_(i,r) and Ar_(i,x) <Br_(i,x) foralli€[l,k]andx € [a,b],
we conclude that
Br_(i,r) — AY <min(Br(i —1,r), Br(i,r — A) —2A%, Br(i,r + Al) —2A%),

where Br(k + 1,x) = g'(x) and we used that g’(x) > g%(x) for all x € [a, b]. The latter,
however, contradicts the fact that By (i,r) = Br_(i,r) — A}, as it implies that Br ¢ Z,,.
Overall, we see that we reach a contradiction in both cases. This means that (A;, B;) satisfies
all four conditions in Step 2 which concludes the proof of the lemma. [J
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