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Abstract—Swarm intelligence is being increasingly deployed
in autonomous systems, such as drones and unmanned vehicles.
Federated reinforcement learning (FRL), a key swarm intelligence
paradigm where agents interact with their own environments and
cooperatively learn a consensus policy while preserving privacy,
has recently shown potential advantages and gained popularity.
However, transient faults are increasing in the hardware system
with continuous technology node scaling and can pose threats to
FRL systems. Meanwhile, conventional redundancy-based protec-
tion methods are challenging to deploy on resource-constrained
edge applications. In this paper, we experimentally evaluate the
fault tolerance of FRL navigation systems at various scales with
respect to fault models, fault locations, learning algorithms, layer
types, communication intervals, and data types at both training
and inference stages. We further propose two cost-effective fault
detection and recovery techniques that can achieve up to 3.3x
improvement in resilience with <2.7% overhead in FRL systems.

I. INTRODUCTION

Federated Reinforcement Learning (FRL) is increasingly
attracting attention and being adopted in autonomous navi-
gation systems [1]. Multiple agents interact with their own
environments and collaboratively learn a unified policy by
only sharing the policy or gradient information. FRL improves
overall performance while preserving the privacy of data being
collected locally and reducing the communication cost.

However, practical reliability considerations pose challenges
to the widespread real-life deployment of FRL systems. Ad-
versarial attacks [1], software failures [2], and communication
failures [3] can severely violate FRL task safety. Particularly,
with the continuous technology node scaling and the lowering
of power supply voltage, transient faults, such as soft errors,
are increasing in the compute systems. [4], [5] demonstrate that
such errors can significantly impact the reliability of safety-
critical autonomous vehicles. However, the resilience of FRL
navigation systems to transient faults is not well studied. Thus,
there is a strong need to understand the vulnerability of FRL
systems and develop effective protection techniques.

Transient faults may greatly impact FRL in both training
and inference. In FRL training, multiple agents interact with
each other. Different from conventional offline training and
direct deployment methods, FRL requires real-time training
and fine-tuning due to the disparity between the simulated
and real environments. Faults in training might impact system
convergence and derail the learning process. In FRL inference,
agents’ actions are made by a long-term sequential decision-
making process rather than a single non-sequential DNN in
supervised learning. Faults in one stage might propagate to the
following stages and impact the end-to-end system resilience.
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Conventional techniques to protect a system from hard-
ware faults usually consist of redundant-based hardware [6]
or ECC [7]. While these methods are effective, they bring a
large overhead in resource-constrained edge devices. Besides,
adding these schemes to all agents in FRL may lead to over-
design of the overall system. Therefore, we need a suitable fault
mitigation technique for edge applications while considering
the distributed nature of the system.

In this work, we present FRL-FI, an in-depth fault charac-
terization on FRL systems from small (a template grid-based
navigation task) to large (a drone navigation task) computing
scales. The resilience of the system is evaluated by injecting
transient faults in both training and inference. We explore how
learning algorithms, fault locations, agent numbers, data types,
and agent-server communication impact the systems’ resilience
and performance. We demonstrate the higher resilience of FRL
systems compared to systems with a single-agent. Based on
the observation that faults in the server have a larger impact
than that in agents, we propose a cost-effective fault mitigation
technique: checkpointing only in the server during training and
using range-based anomaly detection during inference.

In summary, this paper makes the following contributions:

« Development of an end-to-end reliability analysis frame-
work to analyze the fault tolerance of FRL systems.

« Exploration of the impact of large-scale transient fault
injection in both training and inference of FRL navigation
systems, concerning fault location, communication, and
agent numbers. To the best of our knowledge, this is the
first work on hardware fault analysis in FRL systems.

« Improvement of the FRL system reliability, by proposing
low-overhead fault mitigation scheme and evaluating it
across various application scenarios. By checkpointing in
the server and detecting anomaly values in agents, the
system’s resilience is improved by up to 3.3x.

II. RELATED WORK
A. Reliability of Federated Reinforcement Learning Systems

The effects of various attacks or faults have been evaluated
in FRL systems. Data-poisoning and policy-poisoning attacks
are evaluated by feeding in false data or policy [1], [2], but the
robustness of FRL to hardware faults has not been adequately
explored. [8], [9] assess the impact of hardware faults in single
neural network. However, the reliability of FRL depends on
how faults propagate in sequential decision-making tasks and
multiple agents. This paper aims at investigating the reliability
of FRL systems under these challenges.
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B. Reliability of Navigation Systems

The reliability of navigation systems has been recently stud-
ied in the field of autonomous vehicles. Toschi et al. [10] study
the sensor noise impacts, while we evaluate the hardware faults
in compute. DriveFlI [4] and MAVFI [5] assess transient errors
on conventional model-based autonomy paradigms consisting
of several modules such as perception, planning, and local-
ization. However, the resilience of end-to-end learning-based
systems to hardware faults is still not well understood.

C. Fault Mitigation Techniques

Several techniques have been proposed to mitigate faults,
including DMR, TMR [6], and ECC [7]. However, these tech-
niques incur large power and area overhead and are challenging
to deploy on resource-constrained edge nodes (e.g., drones).
Checkpoint-based recovery schemes [11] are effective for fault
mitigation, but they are usually deployed in high performance
computing. In this work, we propose an application-aware
symptom-based checkpoint-based fault protection scheme with
low end-to-end system overhead, while considering the charac-
teristic of the distributed system and its inherent resilience.

III. METHODOLOGY AND FAULT MODEL

This section introduces the federated reinforcement learning
navigation systems (§I1I-A, §I1I-B). We present the fault model
in §I1I-C and fault injection methodology in §III-D.

A. Federated Reinforcement Learning (FRL)

In this work, we focus on reliability analysis of FRL-
based navigation systems (Fig. 1). Consider a FRL problem
with n agents operating in n different environments and are
responsible for executing their own tasks. The tuple M; =
(Si, Ai, Pi, Ri, ;) can be used to describe the Markov Deci-
sion Process (MDP) for each environment i, where S; is the
state space, .A; is the action space, P; is the MDP transition
probabilities, R; : & x A; — R is the reward function
that directly qualifies the nature of the underlying task in
environment z, and ~; € (0, 1) is the discount factor.

Let V;™ be the value function, at the state s in the i-th
environment, induced by the policy m. Then, we have

Vi'(s)=E L %R
=0

where af ~ 7(-|sF). We use p; to denote the initial state
distribution over the action space of the i-th environment. The
objective of the FRL problem is to find a unified policy #* that
maximizes the sum of long-term discounted return, quantified
by the value function V;™(s) for all : environments:

(s,a7) |87 = 5|,

M

n—1
maxV(w P) ZES‘NPIV (1), (2)
i=0
where p = [pg,...,pn—1]T. Solving Eq. 2 yields a unified

" resulting in a balanced performance across n environments.
We use ¢ to model the family of policies mg(a|s), then the

goal of the FRL problem is to ﬁnd f* that satisfies
-1
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Fig. 1: Overview of FRL System. All agents learn a unified policy
without sharing the local data that works good for all environments.

To find the unified policy in Eq. 2, in FRL, M; remains at
the local agent : while the policy #; is shared with a common
designated agent (server). Each agent 1 tries to learn its own
task, by utilizing its local data D; to train #;. After completing
each episode k, agents share their policy Gf_ with the server.
The server carries out a smoothing average and generates
n new sets of parameters 0; k+, one for each agem, using
OFt = oFoF 8% Z#‘ 5~ where o, g% = 1= € (0,1) are
smoothing average weights. The goal of this smoothing average
is to achieve a consensus among the agents’ parameters, i.e.

Jim oFt —0* Vie {0,n—1}. )
—+ 00

As the training proceeds, the smoothing average constants
are guaranteed to converge to of, 8& — L [1].

To summarize, in the FRL system, each agent interacts with
its own environments and updates policy parameters, and finally
all agents can converge to learn a unified policy.

B. FRL Training and Inference Phases

In this paper, we analyze both training and inference. Policy
is first trained on meta environments, and then transferred to
real scenarios with fine-tuning because the sim-to-real discrep-
ancy may degrade performance [12]. The ratio of exploration
to exploitation decreases during this model tuning, and agent
will finally consistently conduct exploitation when the policy
performs within the target error bounds. Two main phases in the
on-device procedure are (1) phase with changing exploration-
exploitation ratio (training) and (2) a greedy exploitation phase
(inference). Faults in each phase impact the final performance.

C. Fault Model

Fault type. We consider transient faults in this work, which
occur from external disturbances and may only exist for a short
period. We use a widely employed random bit-flip model [13]
as an abstraction of physical defect mechanisms in devices and
systems. Single or multiple bits in data or memory elements
are randomly flipped, thus emulating incorrect data capture.

Fault location in the FRL system. We consider three fault
sources: server, communication, and agent. In communication,
we consider transient faults due to interference, distortion or
synchronization problems leading to incorrect shared param-
eters. In server and agent, we consider transient faults in
memory, including weights, feature maps, and activations. We
target edge applications where computation mainly happens in
hardware accelerators. We do not consider faults in control
logic since scheduling is mainly done by the host CPU. Our
fault model aligns with previous work in this field [8], [14].

To simplify the analysis (§IV), we group these three fault
sources into two classes: faults in the data that agents receive
(including faults in server and server-to-agent communication),
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TABLE I: [GridWorld] Standard deviation (std) of the consensus
policy. Larger std indicates better differentiation between good and bad
actions. Multi-agent system has higher std than single-agent system,
indicating its higher performance and resilience. n means #agents.

Single-agent Multi-agent (n=4) Multi-agent (n=8) Multi-agent (n=12)
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Fig. 2: [GridWorld] Grid-based FRL problem, where we combine 12
environemnts into 4 grids. Blue, green and red cells represent agent,
goals and obstacles, respectively. For each environment, we terminate
the test when agent reaches the goal or hits an obstacle.

and faults in the data that the server receives (including faults
in agents and agent-to-server communication). We use agent
faults and server faults respectively in following sections.

Bit Error Rate (BER). We start with single bit-flip and
gradually increase BER in experiments. With continuous tech-
nology node scaling and lowering of the operating supply in
edge devices, [15] shows hardware BER tends to increase up
to >1072 in 14nm SRAM. [16] shows wireless communication
BER can increase up to >10~2 with decreasing channel SNR.
Conventional computing systems typically require BER <1073
to guarantee correctness [17], levying high design cost. How-
ever, we demonstrate that learning-based systems are more
robust than conventional workloads. Relaxing BER requirement
can enable significant savings and provide opportunities for
efficiency improvement across device and architecture levels.

D. Fault Injection Methodology

Faults can be injected and simulated at different levels of the
system stack. FRL system usually has long simulation time,
and [4], [5] indicate that software-level injection is the most
suitable for such end-to-end autonomous navigation system
evaluation due to its fast speed and acceptable accuracy. We
use two software-level fault injection modes: static injection
and dynamic injection. Static injection is performed before in-
ference execution begins and introduce zero runtime overhead.
Dynamic injection is conducted during training or inference,
and the overheads are minimized by implementing fault models
as native tensor operations. Faults in the model weights belong
to static injection during inference since they are fixed once
trained, while activations and weight faults in training belong
to the dynamic injection class since they are updated at each
step. This fault injection method aligns with [8], [9], where the
accuracy of the schemes have been validated on silicon.

IV. FAULT CHARACTERIZATION AND ANALYSIS

We evaluate the fault tolerance of FRL on both a simple,
grid-based navigation system (§IV-A) as well as a complex,
drone autonomous navigation system (§IV-B).

A. FRL Grid-Based Navigation Problem (GridWorld)

1) Problem Description:

We begin with a simple problem of GridWorld, with 10 x
10 grid mazes (Fig. 2). Each cell is characterized into one of
four types: {hell, goal, source, free}. The agent is initialized at
source and the task is to reach goal by avoiding hell. The action
space of the agent consists of A = {up,down,right, left}. At
each iteration, the agent observes a one-step state s € R* which
corresponds to the nature of the four cells surrounding it. If the
corresponding cell is a hell, goal, or free, then state element

Std| 0255 0.405 0.472 0.504

is -1, 1, or 0 respectively. Hence, we have a finite state space
with |§| = 3* = 81. During each iteration, the agent samples
an action from A and observes a reward based on the next
state. The reward is -1, 1, 0.1, or -0.1 if the agent crashed into
hell, reached the goal, moved closer to, or moves away from
the goal, respectively. For each agent <, the effectiveness of the
policy is quantified by the success rate (5R;) defined by

# of times agent z reached goal state 0.1

total # of attempts in environment €01

The greater the SR;, the better the policy in achieving
the goal. The performance of unified policy can be found
by taking the average of the success rate across all agents,
SR = 1Y " 'SR; where n = 12 is the number of
agents. Widely used NN-based method is adopted. The policy
is quantized to 8-bit without loss of performance during the
whole process given the memory and power constraints of edge
devices. We repeat each fault injection campaign 1000 times,
which can lead to 95% confidence level within 1% error margin.

2) Training in FRL GridWorld:

Transient faults in training. Fig. 3a and Fig. 3b demonstrate
the impact of faults on the GridWorld problem. It is observed
that faults that occur in early episodes with low BER have no
effect since the system can recover itself from faults and have
enough time to converge (Eq. 4). However, faults occurring
after a certain number of episodes with higher BER will
degrade the success rate, since faults may destroy the learned
model parameters. It is also noted that faults with small BER
sometimes result in a slightly higher success rate. We believe
this is because hardware bit-flips can be considered as a type of
injected noise that is small enough to maintain a good policy
but large enough to regularize model behavior and improve
generalization. We also find 0— 1 has a higher impact than 1—0
flip. This can be explained by Fig. 3d, where 0 bits are more
prevalent than 1 bits in the narrow-range policy. Particularly,
0—1 flip can catastrophically destroy NN policy since outliers
in NNs have a much higher impact on the whole system.

Comparing vulnerability of the server and the agents.
FRL system is more vulnerable to the server’s faults than the
agents’ faults, which can be observed from Fig. 3a and Fig. 3b.
The reason is that faults occurred in an agent will be smoothed
by the server; thus, its impact will be reduced. Other agents can
help faulty agents quickly recover due to correlations amongst
one another. However, faults in the server will impact all agents
and are equivalent to a randomized policy of all agents to some
extend. This motivates us to apply fault mitigation techniques
on the server to improve robustness as proposed in §V-A.

Single and multi-agent comparison. Multi-agent FRL sys-
tem exhibits higher performance and resilience compared to
single-agent systems. Fig. 3c shows the impact of the fault
on a single-agent system (no server). Compared to Fig. 3b,
it is observed that a multi-agent system can achieve a higher

i =
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Fault Injected Episode
(b) FRL: server faults

Fault Injected Episode
(a) FRL: agents faults

average success rate even under server faults. This is because,
in the single-agent system, the policy is only trained for states
faced by this agent, which limit its generalization and may lead
to overfitting. The agent is prone to failure when the faults
make the agent reach unknown states. On the contrary, in the
FRL system, the policy is trained on multiple environments by
multiple agents and shared with all agents through communica-
tion with the server. By optimizing a more collective objective
function in Eq. 2, the policy can generalize better.

The generalization capability can be explained by the stan-
dard deviation of the actions in the policy. A greater standard
deviation of the consensus policy indicates a better differenti-
ation between good and bad actions for a given state. Table I
shows that in a multi-agent system, the consensus policy has
a higher standard deviation, therefore performing better and
exhibiting higher resilience than the single-agent system.

Policy convergence. Transient faults will not affect pol-
icy convergence with longer fine-tuning time. We consider
convergence as when the unified policy is able to achieve
>06% success rate after faults occur, which is an experimental
equivalent of Eq. 4. We inject bit-flips towards the end of
training (900th episode) with different BERs and measure when
the policy can fully recover. Fig. 3e indicates that the system
can finally recover from faults as long as it is trained longer.

3) Inference in FRL GridWorld:

Transient fault in inference. During inference, each agent
utilizes the unified policy and consistently conducts exploita-
tion. This is an iterative procedure where the policy is used
in each action based on the current state. Transient faults can
happen in the read register (Multi-Trans-1) that only affects one
action step, or in memory (Muti-Trans-M) which affects all the
following actions. Fig. 4 demonstrates that Multi-Trans-1 has
a negligible impact on the performance. This can be explained
by the sequential decision-making procedure of FRL system
where faults in one action step may be corrected by following
actions and does not necessarily result in task failure.

Single and multi-agent comparison. Multi-agent system
is more resilient to transient fault than single-agent system.
Comparing Multi-Trans-M and Single-Trans-M in Fig. 4, we
observe the average success rate of all agents in a multi-agent
system is consistently higher than the single-agent system. The
reason is that policy trained in the multi-agent system can
generalize better and react correctly to more states.

Fault Injected Episode
(c) Single-agent (no server)
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Fig. 3: [GridWorld] Transient fault characterization in GridWorld training, including (a, b) FRL and (c) single-agent systems. The fault impact
is evaluated by average success rate of all agents within 1000 attempts for each scenario. FRL system is more vulnerable to server faults than
agent fault. Single-agent system is more vulnerable to faults than multi-agent system. 0— 1 flip has a higher impact than 1—0 flip, which can
be explained by (d) policy weight distribution, where more O bits exist than 1 bits and policy has a narrow range. (e) shows episodes taken
to converge after fault injected at the 900th episode. With training more episodes, system can recover from transient faults.
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Fig. 4: [GridWorld] Tm;aElx;:ri::;: fault characterization in GridWorld
inference. Fault can impact only one action step (Multi-Trans-1) or
whole sequential decision-making steps (Multi-Trans-M). Multi-agent
system is more resilient to transient fault than single-agent system.
B. FRL Drone Navigation Problem (DroneNav)

1) Problem Description:

‘We further experiment on a more complex problem of drone
autonomous navigation. We use PEDRA [12], an open-source
drone navigation platform which is powered by Unreal Engine
and AirSim. PEDRA contains various 3D realistic environments
and the objective of the drone is to navigate across the envi-
ronments after being initialized at a starting point. There is no
goal position, and the drone is required to avoid the obstacles
as long as it can. At each iteration ¢, the drone captures an
RGB image from front-facing camera which is taken as the
state s; € R(320x180x3) ~ Ap action a; € A is taken based on
s;. We consider a perception based probabilistic action space
with 25 actions (|4] = 25). A depth-based reward function is
designed to encourage the drone to stay away from obstacles.
A NN-based policy with three Conv layers and two FC layers
is used to estimate the action probabilities based on states.

The policy is first trained offline using REINFORCE algo-
rithm and then fine-tuned online using transfer learning. We
consider four drones in FRL system. Faults are injected in a
single random step with various BER during online fine-tuning
or inference. Experiments are repeated 100 times for each case.
We use safe flight distance to quantify the performance which
is the average distance traveled by the drone before collision.

2) Training in FRL Drone Autonomous Navigation:

Fault types and fault locations. Fig. 5a and Fig. 5b show
the impact of transient faults on FRL drone navigation system.
Faults that occurred in later fine-tuning episodes with a higher
BER impact the system more. For system components, server
fault has a higher impact than agent fault. These trends are
similar to our observations in GridWorld.

Single and multi-drone comparison. Multi-drone systems
exhibit higher resilience and performance than a single-drone
system. Comparing Fig. 5c with Fig. 5a and Fig. 5b, we
observe that drones in FRL system achieve a higher average
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Fig. 5: [DroneNav] Fault characterization in drone navigation training,

including (a, b) FRL and (c) single-drone systems. The fault impact is

evaluated by average safe flight distance (the longer, the better). The

system is more vulnerable to server faults. FRL system is more robust
than single-drone system.
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(a) Different number of drones  (b) Different communication intervals

Fig. 6: [DroneNav] (a) System resilience under various drone numbers.
(6/4/2, server/agent) means (total number of drones, faults location).
More drones can improve system reliability. (b) System resilience
under various communication interval (C.1.). C.I. is doubled by 2x and
3x after 2000th episode. Longer interval can reduce communication
cost and server fault impact, while increase agent fault impact.

safe flight distance. This is because correctly operating drones
can help faulty drones quickly recover through communication
and sharing a global policy. NN policy trained in a multi-
drone system can generalize better and deal with more unknown
states, making it also more resilient to server faults.

Number of drones. More drones helps improve resilience
(Fig. 6a). When faults occur in agents, more drones bring a
stronger smoothing effect via server that alleviates fault impact.
More normal drones can help faulty drone recover quickly by
sharing their knowledge. When faults occur in server, the swarm
of drones makes the policy generalize better with more acquired
information, helping drones find alternative, feasible actions.

Communication Interval. Various communication intervals
between the server and the agents exhibit a trade-off between
resilience and communication cost. In the current setup, after
the 2000th episode, we increase the communication interval by
2x and 3x since drones usually perform more exploitation.
Interestingly, as shown in Fig. 6b, during this period, a higher
communication interval makes the system more vulnerable to
the agent’s faults. This is because a higher interval means that
the number of times that the faulty drone received correct in-
formation is lowered. However, higher communication interval
alleviates the impact of server faults, since a fewer number
of communications indicate less computation in the server and
therefore a lower probability of the server to transmit faulty data
to the agents. By increasing the interval by 3 x after the 2000th
episode, the total communication cost reduces by 23.3%.

3) Inference in FRL Drone Autonomous Navigation:

Layer type. Different layer positions and operations have
implications on resilience. By injecting bit-flips to each layer
individually, we find that pooling and activation operations
make layers more robust since bit-flips have higher probability
of being masked and ceased propagation. For example, ReLU
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(a) FRL GridWorld (b) FRL drone navigation
Fig. 7: [Fault D&R] The effect of fault detection and recovery in
training using server checkpointing. Compared with Fig. 3 and Fig. 5,
agents success rate and drones flight distance recover to near baseline.

and maxpooling are concatenated at the end of Conv-1 and
Conv-2, enabling their lower vulnerability. FC-2 is the most
vulnerable since bit-flips will instantly spread to all neurons
and impact drone flight actions. Understanding layer-wise re-
silience helps people design better NN architecture and offers
opportunities for protection and hardware design optimizations.

Data types. The reliability depends on the data type. We test
three fixed-point data types Q(sign, integer, fraction): Q(1,4,11),
Q(1,7,8) and Q(1,10,5) as a case study. We find that Q(1,10,5) is
the most vulnerable because it provides an unnecessarily large
range for value representation that results in large deviations
when faults do occur. By contrast, Q(1,4,11) is more robust
and fits the model better, indicating that a data type which can
optimally capture the parameter range can improve resilience.

C. Summary and Takeaways

Transient faults impact FRL navigation system to varying
degrees. Faults occurred in later training episodes have higher
impacts. Server faults have higher impacts than agent faults.
Multi-agent system exhibits higher resilience and higher policy
performance than single-agent system. More agents make the
system more robust. We reveal the trade-off between cost and
resilience under various server-agent communication intervals.
Different layers and data types exhibit various resilience, de-
pending on layer topology, position, and representation range.

V. FAULT DETECTION AND RECOVERY TECHNIQUES

Taking FRL system characteristics into consideration, we
present cost-effective fault mitigation techniques for both train-
ing (§V-A) and inference (§V-B) with overhead evaluation.

A. Training: Server Checkpointing

Fault detection. Based on observations that faults that occur
during training will result in a drop in the reward, we use the
agent’s cumulative reward drop as an indicator of the fault. If
the reward drop in any agent exceeds p% for k consecutive
episodes (p and k are parameters), we assume faults are
detected in the system. If only one agent (i.e., ag;) has a reward
drop, we assume that faults have occurred in the agent. If more
than half of the agents’ rewards drop, we conclude that the fault
has occurred in the server. Note that we use an application-level
metric, instead of a conventional bit-level comparison for fault
detection. This is motivated by our observation that faults with
low BER do not necessarily degrade final performance due to
the long-term nature of the decision making process and the
inherent collaborative feature of the FRL system.

Fault recovery. We observe the faults in the server have
more severe impact than faults in the agents (Fig. 5). So we
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Fig. 8: [Fault D&R] The effect of fault detection and recovery in
inference using range-based anomaly detection. The agent success rate
and drone flight distance are improved 3.3 x and 1.4x under faults.

propose to save a checkpoint for the model weight in the server
and update it at every 5 communication intervals. Once faults
are detected in one agent ag;, the checkpoint will be copied
from server to ag;. If the reward of ag; goes back to being
normal after k episodes, we deduce that the fault is transient and
the system has recovered. Similarly, once faults are detected in
the server, we revert the server’s weights to the last checkpoint
and continue the training. If agent’s rewards increase to normal
after k episodes, we infer that faults have been suppressed.
Evaluation. We evaluate the fault recovery on GridWorld
(p = 25, k = 50) and drone navigation (p = 25, k = 200).
The parameters are chosen adaptable to test scenarios. Fig. 7
shows that the success rate of agents maintains >96% in
GridWorld and safe flight distance reaches >712m in drone
navigation after applying the fault mitigation scheme. Note that
server checkpointing is performed asynchronously with its self-
updating and communication, which brings no runtime over-
head. When the server is stopped for memory diagnosis, other
components are not impacted and will continue to execute.

B. Inference: Range-Based Anomaly Detection

Fault detection and recovery. Based on the observation
that values with high magnitude are more likely to be outliers
and have higher impact, we leverage range-based anomaly
detection, which is similar as [14], [18]. Before the agents start
to conduct steady exploitation, the weights of each layer will
be tallied and its range will be derived as (Win, Wmaz), and
a 10% margin is applied on detector as (L.1wyin, 1.1Wnae)-
If any weight is outside this range, the false alarm will be
triggered. Once the fault is detected, the operations around this
value will be skipped. The rationale is that a small value has
higher probability to become an outlier if bit-flips occurred.
NN has inherent sparsity and most values are around zero.

Evaluation. We evaluate the effectiveness of anomaly detec-
tion in both GridWorld and drone navigation inference (Fig. 8).
Faults are injected in NN weights. Compared with no-fault
mitigation scenarios, the average success rate of agents and
average safe flight distance of drones are improved 3.3x and
1.4 x, respectively, after applying the mitigation scheme.

Compute overhead. We adopt a drone performance analysis
model [19] to evaluate the end-to-end overhead of our proposed
scheme and compare with redundancy-based hardware protec-
tions (DMR and TMR). Two types of drones, AirSim drone
and the DJI Spark (with the same settings as [19]), are used as
platforms. Our scheme incurs <2.7% runtime overhead with
negligible drone performance degradation (Fig. 9). However,
TMR degrades the safe flight distance by 9.3% on AirSim drone
and 87.8% on DJI Spark compared to our scheme. The rationale
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is that hardware redundancy brings higher power and weight,
thus lowering flight velocity and safe flight distance. This fur-
ther corroborate that lightweight application-aware protection
techniques are needed for resource-constrained systems.

VI. CONCLUSION

Practical reliability considerations for swarm intelligence
require a better understanding of reliability in end-to-end dis-
tributed navigation systems. We present FRL-FI, a fault analysis
to characterize the impact of transient faults on both training
and inference stages via in-depth fault injection experiments.
We present cost-effective fault detection and recovery schemes
by checkpointing at the server and detecting anomalous values
on the agents, which improves system reliability by up to 3.3x.
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