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When a liquid drop strikes a deep pool of a second liquid, an impact crater opens
while the liquid of the drop decelerates and spreads on the surface of the crater. If
the density of the drop is larger than the surrounding, the interface between the drop
liquid layer and its surrounding becomes unstable, producing mushroom-shaped plumes
growing radially outward. We interpret this instability as a spherical Rayleigh-Taylor
instability associated with the deceleration of the interface between the drop and its
surrounding, which significantly exceeds the ambient vertical gravity. We investigate
experimentally how changing the density contrast and the impact Froude number affects
the instability and the resulting mixing layer. Using backlighting and planar laser-
induced fluorescence methods, the position of the air-liquid interface, the thickness of
the mixing layer, and an estimate of the instability wavelength are obtained. First, the
evolution of the mean crater radius is derived from an energy conservation model. The
observed mixing layer dynamics is then explained by a model involving a competition
between the geometrical expansion of the crater tending to decrease its thickness, and
mixing produced by the Rayleigh-Taylor instability tending to increase its thickness. The
estimated instability wavelength is finally compared to an approximate linear stability
analysis of a radially accelerated fluid sphere into a less dense fluid. Mixing properties of
this impact-related instability have geophysical implications regarding the differentiation
of terrestrial planets, in particular by estimating the mass of magma ocean silicates that
equilibrates with the metal core of the impacting planetesimals.

1. Introduction

The Rayleigh-Taylor (RT) instability refers to the perturbation of a horizontal interface
between two fluids of different densities. In a gravitational field, an interface separating a
dense fluid supported by a lighter one is unstable (Rayleigh 1899). In this static case, the
average position of the interface does not vary with time. If the interface is accelerated
in the direction from the lighter to the denser fluid, the configuration is also unstable
(Taylor 1950). In this dynamic case, the average position of the interface varies in time.
In both cases, infinitesimal perturbations at the interface will grow in time, leading to the
interpenetration of the fluids, and to the reduction of their combined potential energy.

The RT instability was first investigated at planar interfaces using theoretical, nu-
merical, and experimental methods, both in the early-time linear (e.g. Emmons et al.
1960; Chandrasekhar 1961; Tryggvason 1988) and the subsequent non-linear regimes (e.g.
Linden et al. 1994; Dalziel et al. 1999; Dimonte 1999). However, various phenomena such
as inertial confinement fusion (ICF) experiments (e.g. Lindl 1998; Thomas & Kares 2012),
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Figure 1. Crater produced by the vertical impact of a liquid drop onto a less dense liquid pool.
A spherical Rayleigh-Taylor instability develops around the crater when it decelerates, which
results in the mushroom-shaped plumes growing radially outward.

supernovae explosions (e.g. Arnett et al. 1989; Schmidt 2006), detonation of explosive
charges (e.g. Balakrishnan & Menon 2011), and collapsing bubbles (e.g. Prosperetti
1977; Lin et al. 2002), involve RT instabilities at spherical interfaces. The spherical
configuration was initially investigated in static and dynamic cases, regarding the early-
time linear stability of spherical interfaces between two inviscid fluids (Bell 1951; Plesset
1954; Mikaelian 1990). Viscosity effects responsible for energy dissipation at small-scale
were also investigated in both cases (Chandrasekhar 1955; Prosperetti 1977; Mikaelian
2016). Turbulent mixing related to the late-time non-linear RT instability dynamics was
also investigated for spherical interfaces (Youngs & Williams 2008; Thomas & Kares
2012; Lombardini et al. 2014).

A RT instability at spherical interfaces is also expected to occur during drop impact,
which is the focus of the experiments discussed in this paper. When a liquid drop strikes
a less dense deep liquid pool, the crater opening deceleration produces an unstable
equilibrium where perturbations at the drop-pool interface are amplified (figure 1). The
RT instability dynamics depends crucially on the acceleration history of the interface
(Mikaelian 1990; Dimonte & Schneider 2000). In the case of a drop impact, acceleration
history is dictated by the crater opening dynamics, which depends on the impact
parameters: drop radius, impact velocity, ambient gravity and physical properties of
the fluids such as surface tension, density and viscosity. Depending on these impact
parameters, various impact regimes such as bouncing, coalescence and splashing may
occur (e.g. Rein 1993). Given the impact energy of the drops involved, all our experiments
are in the splashing regime. Since the pioneering experiments of Worthington (1895), the
splashing regime has been extensively investigated (Engel 1966, 1967; Macklin & Metaxas
1976; Pumphrey & Elmore 1990; Prosperetti & Oguz 1993; Morton et al. 2000; Leng
2001; Fedorchenko & Wang 2004; Bisighini et al. 2010; Ray et al. 2015). In particular,
the effects of immiscibility (Lhuissier et al. 2013; Jain et al. 2019), viscoplasticity (Jalaal
et al. 2019), impact angles (Okawa et al. 2006; Gielen et al. 2017), and thickness of the
target layer (Berberović et al. 2009) on impact dynamics have been examined. Based on
these experiments, several models of the crater size evolution and the related acceleration
history were developed, using energy conservation (e.g. Engel 1966, 1967) or momentum
conservation in an irrotational flow (e.g. Bisighini et al. 2010).

Besides providing an example of a RT instability at a spherical interface, this drop
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impact instability and the mixing related to it have geophysical implications. Terrestrial
planets such as the Earth formed 4.5 billions years ago by the successive accretion of
increasingly massive bodies composed mainly of silicates and iron (Chambers 2010), the
last giant impact being probably responsible for the formation of the moon (Canup 2012;
Cuk & Stewart 2012). During this accretion process, planetary materials are heated by the
kinetic energy released during the impacts, the reduction of gravitational potential energy
as the metal of the impactors migrates toward the core, and the decay of radioactive
isotopes (Rubie et al. 2015). This energy supply contributes to the production of deep
magma oceans (Solomatov 2015). In addition, accretion models show that most of the
Earth mass was accreted from differentiated bodies, i.e. with a separate core and mantle
(Kleine et al. 2002; Scherstén et al. 2006). Both the impacting body and the planetary
surface are melted by the shock-waves produced by the impact, releasing the liquid metal
core of the impactor into a fully-molten magma ocean (Tonks & Melosh 1993). This
results in a situation where the metal core of an impactor strikes a less dense silicate
magma ocean. A spherical RT instability is then expected to occur during crater opening,
producing mixing that contributes to the thermal and chemical equilibration between the
metal core of the impactors and the silicates of the magma ocean.

The current dynamics of the Earth is partly inherited from its concomitant accretion
and differentiation. Heat partitioning and chemical fractionation between the mantle and
the core depend on the physical processes involved during differentiation (Stevenson 1990;
Wood et al. 2006), which includes in particular equilibration and dispersion occurring
during planetary impacts (Canup 2004; Cuk & Stewart 2012; Kendall & Melosh 2016;
Landeau et al. 2020; Nakajima et al. 2020). Heat partitioning sets the initial temperature
contrast between the mantle and the core. It crucially determines the early thermal and
magnetic evolution of the planet, in particular the formation and evolution of magma
oceans (Labrosse et al. 2007; Sun et al. 2018), and the existence of an early dynamo
(Williams & Nimmo 2004; Monteux et al. 2011; Badro et al. 2018). Chemical fraction-
ation has also major geodynamical implications, such as the nature and abundance of
radioactive and light elements in the core (Corgne et al. 2007; Siebert et al. 2012; Badro
et al. 2015; Fischer et al. 2015). Geochemical data such as isotopic ratios and partitioning
coefficients between metal and silicates provide constraints on the timing of accretion and
physical conditions of core formation in terrestrial planets (Li & Agee 1996; Kleine et al.
2002; Righter 2011; Siebert et al. 2011). However, their interpretation depends on the
degree of chemical equilibration between the metal of the impactors’ core and the magma
ocean (Rudge et al. 2010; Rubie et al. 2011).

Consequently, an estimate of the mixing produced by the spherical RT instability
during the impact is required in order to properly interpret geochemical data. In this
paper, we examine the spherical RT instability produced during an impact using fluid
dynamics experiments. Concerning planetary impacts, experiments allow to capture
small-scale processes crucial to mixing quantification, whereas numerical simulations,
more realistic on a large scale (sphericity, angled impact, self-gravitation), fail to capture
these processes due to their resolution limit typically around 10 km (e.g. Kendall &
Melosh 2016).

After a phenomenological description of the RT instability, the crater radius evolution
is obtained using an energy conservation model. Knowing the acceleration history of the
cratering process, the mixing layer dynamics is characterised, regarding in particular the
evolution of the mixing layer thickness and the early-time instability wavelength. Mixing
properties of this impact-related instability are eventually applied to the differentiation
of terrestrial planets, in particular by estimating the mass of silicates that equilibrates



4 V. Lherm, R. Deguen, T. Alboussière and M. Landeau

with the metal of the impactors during crater opening, in particular during potential
Moon-forming impacts.

2. Impact cratering experiments

2.1. Dimensional analysis

We expect that the impact dynamics of a liquid drop released above a deep liquid
pool with a different density and viscosity depends on its impact velocity Ui and radius
Ri, the densities ρ1 and ρ2 of the drop and the pool, the dynamic viscosities µ1 and
µ2 of the drop and the pool, the surface tension at the air-liquid interface σ, and the
acceleration of gravity g. Since these eight parameters contain three fundamental units,
the Buckingham-Pi theorem dictates that the impact dynamics depends on a set of five
independent dimensionless numbers. We choose the following:

Fr =
U2
i

gRi
, We =

ρ1U
2
i Ri
σ

, Re =
ρ2UiRi
µ2

, ρ1/ρ2, µ1/µ2. (2.1)

The Froude number Fr is a measure of the relative importance of impactor inertia
and gravity forces. It can also be interpreted as the ratio of the kinetic energy ρ1R

3
iU

2
i

of the impactor to its gravitational potential energy ρ1gR
4
i just before impact. The

Weber number We compares the impactor inertia and interfacial tension at the air-liquid
interface. The Reynolds number Re is the ratio between inertial and viscous forces. ρ1/ρ2
and µ1/µ2 compare respectively the density and the dynamic viscosity of the drop and
the pool. Since surface tension depends on salt concentration, a surface tension ratio
between the drop and the pool is also involved. However, we neglect this parameter
because the Weber number is much larger than unity and because the surface tension of
the drop only varies by a maximum of 20% compared to the pool. We will also make use
of a modified Froude number and the Bond number,

Fr∗ =
ρ1
ρ2

U2
i

gRi
, Bo =

ρ2gR
2
i

σ
, (2.2)

which can respectively be understood as the ratio of the kinetic energy of the impactor
ρ1R

3
iU

2
i to the change of potential gravitational energy ρ2gR

4
i associated with the opening

of a crater of size Ri, and the ratio of buoyancy forces to interfacial tension at the air-
liquid interface. Table 1 compares the value of these dimensionless parameters in the
experiments and in planetary impacts.

Since experimental Reynolds numbers Re & 2500 and Weber numbers We & 60
are larger than unity, viscosity and surface tension are mostly negligible during crater
opening. Although Re and We are much larger during planetary impacts than in our
experiments, this means that the cratering process and the RT instability are governed
by inertia and buoyancy forces, in both our experiments and planetary impacts. We thus
focus on a regime, sometimes called gravity regime (Melosh 1989), where the dynamics
depends mainly on two dimensionless parameters, the Froude number Fr and the density
ratio ρ1/ρ2.

In order to characterise the cratering dynamics and the RT instability following the
impact, we vary the drop radius, drop density and impact velocity. We obtain Froude
numbers and modified Froude numbers larger than unity, in the range Fr ' 60−1200 and
Fr∗ ' 60− 2100, respectively. During planetary impacts, the Froude number (equation
6.3) is about 1 for impactors comparable in size with the target, but increases by several
order of magnitude for small colliding bodies, e.g. the Froude number is about 104 for
a 1 km radius body impacting an Earth-sized planet. Our experiments thus typically
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Dimensionless number Experiments Planetary impacts

Fr 60− 1200 1− 105

Fr∗ 60− 2100 1− 105

We 60− 1300 & 1014

Bo 0.7− 1 & 1010

Re 2500− 13500 & 1011

ρ1/ρ2 1− 1.8 2
µ1/µ2 0.9− 1.2 0.1

Table 1. Typical values of the main dimensionless parameters (equations 2.1 and 2.2) in the
experiments, and typical planetary impacts. For planetary impacts, dimensionless numbers use
a density of 4000 kg.m−3 for molten silicates, and of 8000 kg.m−3 for molten metal, a dynamic
viscosity of 0.1 Pa.s for molten silicates, and of 0.01 Pa.s for molten metal (Solomatov 2015).
Surface tension between air and molten silicates, and between air and molten metal, are typically
0.3 J.m−2 (Taniguchi 1988) and 1.8 J.m−2 (Wille et al. 2002), respectively. Impact velocity is
assumed to be one to three times the escape velocity (Agnor et al. 1999; Agnor & Asphaug

2004). Impactor to target radius ratio is assumed to be in the range 10−4 − 1.

match planetary target to impactor radius ratio in the range 30− 600. We focus on five
density ratios ρ1/ρ2 ' {1.0, 1.2, 1.4, 1.6, 1.8}, allowing a quantitative investigation of the
density effects, in comparison with a reference case without density contrast. We have
also made a few experiments at ρ1/ρ2 ' 0.8 using ethanol in the drop. During planetary
impacts, the density ratio is expected to be about 2, which is close to the upper limit of
our experimental density ratios.

During planetary impacts, several effects neglected in our experiments may change the
dynamics of the cratering process and the related RT instability. First, immiscibility
between metal and silicates is not present in our experiments with miscible fluids.
However, this effect may be neglected since inertial forces exceed widely interfacial forces
in planetary impacts. Then, the Mach number, defined as the ratio between the impact
velocity and the sound velocity (P-wave velocity) in the magma ocean, is expected to
be larger than unity during a planetary impact (e.g. Stixrude et al. 2009), whereas it
is typically smaller than 3 × 10−3 in our experiments. Compressibility effects such as
the conversion of kinetic energy into heating are neglected. Finally, the viscosity ratio
between metal and silicates is also smaller than the experimental viscosity ratio by one
order of magnitude. Although in this regime viscosity does not participate in the crater
size evolution, it remains nonetheless a crucial parameter regarding the RT instability
wavelength.

2.2. Experimental set-up

2.2.1. Drop production, fluids, and cameras

In these experiments, a liquid drop is released in the air above a deep liquid pool
contained in a 16× 16× 30 cm glass tank (figure 2). The pool level is exactly set at the
top of the tank. The aim is to minimise the thickness of the meniscus on the side of the
tank in order to obtain an image of the crater all the way to the surface.

The drop is generated using a needle supplied with fluid by a syringe driver at a slow
and steady pace. When the weight of the drop exceeds the stabilising surface tension
effect, the drop comes off. We used a metallic needle with an inner diameter of 1.6 mm
and a nylon plastic needle with an inner diameter of 4.7 mm, generating two series of drop
size with typical radius in the range 1.7−2.0 mm and 2.3−2.7 mm, respectively. The exact
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Figure 2. (a) Schematic view of the experimental set-up, including backlight and LIF
configuration set-up. (b) Snapshot obtained using the backlight configuration. (c) Snapshot
obtained using the LIF configuration.

drop size, which depends on the drop density, is calculated for each experiment based on
a careful calibration using precise mass measurements of dozens of drops, independent
density measurement, and assuming the drop is spherical. We validate this method using
high-speed pictures of the drop prior to impact where we can directly measure the drop
radius.

Typical impact velocities are in the range 1 − 5 m.s−1. Impact velocity is calculated
for each experiment using a calibrated free fall model for the drop including a quadratic
drag. We also validate this method using high-speed pictures of the drop prior to impact
where we can directly measure the drop velocity.

Concerning fluids, we use an aqueous solution of caesium chloride CsCl (ρ1 = 998 −
1800 kg.m−3, µ1 = 0.9×10−3−1.2×10−3 Pa.s) in the drop, and water (ρ2 = 998 kg.m−3,
µ2 = 10−3 Pa.s) in the pool. Surface tension at the air-water interface is σ = 73 mJ.m−2.
The density is measured for each experiments using an Anton Paar DMA 35 Basic
densitometer. Viscosities and surface tension are obtained using data from Haynes (2016).

Results are obtained with two imaging configurations, backlight and Laser-Induced
Fluorescence (LIF) configurations, most suited to crater shape determination and mixing
characterisation, respectively. In both configurations, the camera is positioned at the
same height as the water surface. Images are recorded at 1400 Hz with a 2560 × 1600
pixels resolution, and a 12 bits dynamic range, using a high-speed Phantom VEO 640L
camera and a Tokina AT-X M100 PRO D Macro lens.
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Figure 3. (a) Detection of the crater boundary. The dashed line corresponds to the fitted
crater boundary using a set of shifted Legendre polynomials up to degree l = 5, the degree l = 0
gives the solid line corresponding to the mean crater radius. (b) Detection of the mixing layer.
The solid line corresponds to the fitted crater boundary using a set of Legendre polynomials
up to degree l = 5. Dashed lines correspond to the weighted average mixing layer boundaries,
calculated using the second moment of the concentration about the mean position of the layer.
Blue arrows indicate the position of the plumes produced by the instability.

2.2.2. Backlight configuration

In the backlight configuration (figure 3a), we measure the evolution of the mean crater
radius. The crater is illuminated from behind by a LED backlight panel and appears dark
owing to refraction of light at the air-water interface. Image processing involves spatial
calibration using a sight, background removal, intensity threshold, image binarization,
and allows us to determine the crater boundary.

The crater boundary radius R(θ, t), which depends on the polar angle θ and time t, is
then fitted using a set of shifted Legendre polynomials P̃l up to degree l = 5

R(θ, t) =

5∑
l=0

alP̃l(cos θ), (2.3)

where al are the fitted coefficient. The shifted Legendre polynomials are defined as an
affine transformation of the standard Legendre polynomials P̃l(x) = Pl(2x− 1), and are
orthogonal on [0, 1], i.e. on a half-space. The mean crater radius is obtained from the
l = 0 coefficient, i.e. R = a0.

Uncertainties are dominated by the extrinsic variability between experiments in the
same configuration. Each experiment is repeated at least four times consecutively in order
to estimate uncertainties on dimensionless parameters and target quantities. This allows
to include uncertainties resulting from reflections and refraction at the crater boundary.

In comparison, intrinsic uncertainties related to the spatial resolution of the camera, the
spatial calibration, and image processing are negligible. Spatial resolution of the camera,
viz 30 px.mm−1, is adequate given the size of the target, allowing this uncertainty to be
neglected. Spatial calibration errors, typically around 0.2 px, are also neglected. Given
the camera resolution and dynamic range, a good contrast is obtained on the crater and
the impacting drop, which allows to neglect errors related to image processing.

Uncertainties on fluid properties and impact parameters are propagated to uncertain-
ties on the dimensionless numbers (equations 2.1 and 2.2). Errors on density, viscosity
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and surface tension are carefully measured (density) or calculated (viscosity and surface
tension) in a temperature controlled environment. Errors on the velocity and radius of
the impacting drop are obtained from the variability in mass measurements and from
error propagation in the velocity model, respectively.

2.2.3. Laser-Induced Fluorescence configuration

In the LIF configuration (figure 3b), we measure the thickness of the mixing layer
and the number of plumes produced by the RT instability. A vertical laser sheet (532
nm) excites the fluorescent dye (Rhodamine 6G) contained in the fluid of the drop. The
fluorescent dye then re-emits light between 570 nm and 660 nm. This emission signal is
then recorded by the camera and isolated from the laser signal with a long-pass filter
(> 540 nm). The laser sheet is generated using a 10 W Nd:YAG continuous laser in
combination with a divergent cylindrical lens and a telescope, producing a 1 mm thick
sheet. The laser sheet is diverted vertically using a 45◦ mirror beneath the tank. In
order to isolate the mixing layer, images are processed with spatial calibration using a
sight, background removal, and laser sheet corrections, removing sheet inhomogeneities.
Artefacts due to reflections on the surface and on the air-water interface are then filtered
and removed. In particular, the internal reflection of the mixing layer (e.g. figure 2c) is
carefully removed. The dye concentration field in the mixing layer is eventually obtained,
using its direct proportionality to the measured field of light intensity.

As for the backlight configuration, the position of the crater boundary R(θ, t), cor-
responding to the inner boundary of the mixing layer, is fitted using a set of shifted
Legendre polynomials up to degree l = 5. A local frame of reference (e′r, eθ

′) is then
defined, where e′r is normal to the fitted crater boundary and e′θ is tangent to it. For
each polar position θ about the crater boundary, the local mean position of the mixing
layer 〈r′〉 is calculated, using the position of the pixels in the local frame of reference
(r′, θ) and the corresponding concentration field c

〈r′〉(θ) =

∫
r′c(r′, θ)dr′∫
c(r′, θ)dr′

. (2.4)

The local standard deviation σr′ about the local mean position of the mixing layer is
then calculated

σr′(θ) =

√∫
[r′ − 〈r′〉(θ)]2 c(r′, θ)dr′∫

c(r′, θ)dr′
. (2.5)

The mixing layer thickness h is eventually obtained with

h =

∫ π/2
−π/2 2σr′R

2| sin θ|w(θ)dθ∫ π/2
−π/2R

2| sin θ|w(θ)dθ
, (2.6)

using a weighted average where w = 1/[1 + exp{k(|θ| − θ0)}] is a symmetric logistic
weight function whose steepness is k = 30 and sigmoid’s midpoint is θ0 = π/3. The
logistic function allows to give more weight to the bottom of the crater, between θ = 0
and θ = θ0, and less to the top of the crater, close to θ = ±π/2. The use of such a
weight function is motivated by the polar dependency of the LIF signal quality. Close
to the surface, i.e. at θ = ±π/2, signal intensity is reduced and imaging of the mixing
layer undergoes significant perturbations, leading to a poor estimate of its extent. The
crater is indeed illuminated from below, so that the laser sheet undergoes absorption as
it goes through a dyed layer, and refraction as it goes through a layer with a variable
density and index of refraction. Imaging of the mixing layer close to the surface may also
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be perturbed directly by the air-water interface, causing reflection of the laser sheet. All
these effects can be amplified since the crater is not hemispherical. If the drop is denser
than the pool, the crater is stretched downward, leading after a while to an ellipsoidal
crater centred below the surface of the pool. The path of the laser sheet through the
mixing layer is thus geometrically increased, and is more likely to cross the air-water
interface.

The number of plumes produced by the RT instability is counted manually for each
experiment at the same dimensionless time t/(Ri/Ui) ∼ 10 (figure 3b). It corresponds
to an already developed and visible instability, where the plumes, however, did not have
time to interact with each other, which is relevant since this number of plume is to be
compared with theoretical results from a linear stability analysis (Chandrasekhar 1955).

As in the backlight configuration, uncertainties are dominated by the extrinsic variabil-
ity between experiments in the same configuration, and each experiment is thus repeated
at least four times consecutively. Intrinsic uncertainties are negligible and uncertainties
on dimensionless numbers are calculated in the same way.

3. Experimental phenomenology

The phenomenology of the Rayleigh-Taylor instability is intrinsically related to the
crater evolution following the impact, and particularly to its acceleration history. Using
both backlight and LIF configurations, the air-water interface evolution and the mixing
layer evolution are obtained, thus providing the means for a phenomenological descrip-
tion of the observed RT instability. The following description is based on two typical
experiments, with and without density contrast, with the same crater opening dynamics,
in the backlight (figure 4a,c) and the LIF configurations (figure 4b,d).

3.1. Crater geometry

The impact of the drop causes the formation of an impact crater that grows until it
reaches its maximum size (figure 4a, iv). The liquid of the drop is first deformed and
accumulated on the crater floor (figure 4b, i), on a timescale t/(Ri/Ui) ∼ 2 − 3, akin
to previous results (Bisighini et al. 2010). Then, it quickly spreads on the crater sides
toward the surface (figure 4b, ii) during a timescale t/(Ri/Ui) ∼ 8, eventually producing
a layer with an approximately uniform thickness on the nearly hemispherical surface of
the crater (figure 4b, iii-v). The impact also produces a fluid crown (Fedorchenko & Wang
2004) (figure 4a, i-iv), along with a surface wave propagating radially outward from the
crater (Leng 2001) on the horizontal surface. As can be seen from the concentration
field (figure 4b, i-iv), the fluid of the drop mostly accumulates on the surface of the
crater, leaving a crown mainly composed of fluid from the pool. As soon as the crown
decelerates, the cylindrical sheet produces liquid ligaments around the crown rim, which
eventually fragment into drops (figure 4a, ii-iii) (Krechetnikov & Homsy 2009; Zhang
et al. 2010; Agbaglah et al. 2013). When the crater reaches its maximum size (figure 4a,
iv), crater starts to collapse (figure 4a, v). A capillary wave can develop on the crater
surface (Pumphrey & Elmore 1990; Morton et al. 2000). The resulting converging flow
leads to the formation of an upward jet mostly composed by the fluid of the drop, in
view of the concentration field (figure 4b, vi).

3.2. Rayleigh-Taylor instability

During crater opening, after an initial impulse, the crater boundary decelerates,
producing a radial deceleration more than ten times larger than vertical gravity (see
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Figure 4. Liquid drop impact onto a deep liquid pool without density contrast (ρ1/ρ2 = 1 and
Fr = 481) in the backlight (a) and the LIF (b) configuration. Liquid drop impact onto a deep
liquid pool with density contrast (ρ1/ρ2 = 1.8 and Fr = 542) in the backlight (c) and the LIF
(d) configuration.

section 4.2). If the density of the drop is larger than the density of the pool, it leads to
an unstable equilibrium where any perturbation at the drop-pool interface is amplified
radially, in the local direction of apparent gravity. This density-driven instability is
interpreted as a Rayleigh-Taylor instability since the (negative) acceleration history
of the interface is sustained during the whole crater opening. Although this crater
deceleration decreases rapidly in magnitude, the interface acceleration is not impulsive.
Thus, the instability is not an incompressible Richtmyer-Meshkov instability (Richtmyer
1960; Meshkov 1969; Jacobs & Sheeley 1996). This spherical RT instability is expected
to compete with the crater geometrical expansion, that dampens its development by
stretching the dense layer.

First, the instability goes through a stage where the perturbations of the interface are
small in comparison with the radius of the crater and the wavelength of the instability
(figure 4d, i-ii). This initial stage is expected to occur very early in the crater opening
sequence, as suggested by our experiments where the perturbations reach the same size as
the instability wavelength, at t/(Ri/Ui) ∼ 10. This stage is not directly observed in our
experiments because geometrical effects, that stretch and thin the dense layer, prevail over
the RT instability. Fast vigorous crater expansion is indeed expected to dampens the RT
instability. Since the two fluids involved are miscible, i.e. surface tension is zero, all wave
numbers are expected to be unstable with respect to the RT instability (Chandrasekhar
1955). However, owing to larger velocity gradients at large wave numbers, viscosity is
responsible for the energy dissipation of short wavelengths. The growth rate of the
instability then decreases as the inverse of the wave number (Chandrasekhar 1961).
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Figure 6. Snapshots of the mixing layer when the crater reaches its maximum size, as a
function of the Froude number and the density ratio.

occur due to large-scale Kelvin-Helmholtz instability in the mixing layer. During crater
opening, the air-water interface is not purely hemispherical and the velocity field is not
purely radial (Bisighini et al. 2010). This creates a velocity shear across the interface,
and sometimes produces a large-scale Kelvin-Helmholtz instability. For density ratios
larger than unity (third and forth columns), mixing due to the RT instability occurs.
For a given Froude number, the mixing layer thickness obtained when the crater reaches
its maximum size increases with the initial density ratio. For a given density ratio, the
mixing layer thickness does not change significantly with the Froude number.

4. Evolution of the crater size

Experiments in the backlight configuration provide the time evolution and the maxi-
mum of the mean crater radius, a required step in the understanding of the RT instability
dynamics. We derive an energy model for the evolution of the crater radius, velocity,
and acceleration and compare it with experiments. We then obtain scaling laws for the
maximum crater radius and the crater opening timescale.
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4.1. Energy conservation model

We use an energy conservation model (Engel 1966, 1967; Leng 2001) accounting for
the density difference between the impacting drop and the targeted pool. We assume
a hemispherical crater associated with an incompressible and irrotational flow. Since
the crater opening dynamics is mainly driven by impactor inertia and gravity forces
(Re & 2500), viscous dissipation is not included into the model. The terms related to
the formation of the crown and the surface wave during the impact, in particular their
potential, kinetic, and surface energies, are not explicitly included either in the model.

On the basis of these assumptions, the sum of the crater potential energy Ep, the crater
surface energy Eσ, and the crater kinetic energy Ek, at any instant of time is equal to
the impacting drop kinetic energy Ei just before the impact. The potential energy of the
crater is

Ep =

∫
ρ2gzdV =

∫ R

0

ρ2gπ
(
R2 − z2

)
zdz =

1

4
πρ2gR

4, (4.1)

where z is the depth. The crater surface energy corresponds to the formation of a new
surface due to crater opening. This energy is related to the difference between the initially
planar surface area of the pool πR2 and the hemispherical surface area of the cavity 2πR2,
i.e.

Eσ = σ
(
2πR2 − πR2

)
= σπR2. (4.2)

The crater kinetic energy corresponds to the kinetic energy of the pool fluid below the
initial surface and is related to the flow velocity potential. A radial velocity potential
of the form Φ = −A/r, solution of the Laplace equation ∇2Φ = 0, is able to satisfy
the boundary conditions. At the crater boundary, the radial velocity is ur(r = R) =
(∂Φ/∂r)r=R = Ṙ, giving A = ṘR2 and

Φ = − ṘR
2

r
. (4.3)

The radial velocity, the tangential velocity, and the resultant velocity are respectively
ur = ṘR2

r2 ,
uθ = 0,

||u|| =
√
u2r + u2θ = ṘR2

r2 .

(4.4)

The crater kinetic energy is then

Ek =

∫
1

2
ρ2||u||2dV =

∫ +∞

R

πρ2Ṙ
2R4 1

r2
dr = πρ2R

3Ṙ2. (4.5)

The impacting drop kinetic energy is

Ei =
2

3
πρ1R

3
iU

2
i . (4.6)

Energy conservation between Ep, Eσ, Ek and Ei gives

1

4
ρ2gR

4 + σR2 + ξρ2R
3Ṙ2 =

2

3
φρ1R

3
iU

2
i , (4.7)

where φ and ξ are fitted parameters. The coefficient φ corresponds to a correction
parameter accounting for the terms not included in the model, i.e. viscous dissipation
and crown energy terms. The coefficient ξ is a correction parameter accounting for the
difference between the deliberately simplified velocity potential used in the model and
the true flow.
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Normalising the crater radius and opening velocity by the impacting drop radius Ri
and velocity Ui, respectively, energy conservation becomes

1

4

1

Fr∗
R4 +

1

Fr∗Bo
R2 + ξ

(
ρ1
ρ2

)−1
R3Ṙ2 =

2

3
φ. (4.8)

For each experiment, φ is calculated at R = Rmax. Assuming that the velocity
field vanishes simultaneously in the pool (Prosperetti & Oguz 1993), the crater kinetic
energy vanishes when the crater reaches its maximum size, which gives an estimate of φ
independent of the crater opening velocity field

φ =
3

2

1

Fr∗
R2
max

(
1

4
R2
max +

1

Bo

)
. (4.9)

Knowing the amount of energy delivered to the pool after the impact, the time evolution
of the mean crater radius is then fitted to the experiments with equation 4.8 using a
least-square method, the kinetic energy correction parameter ξ being a fit parameter.
Knowing φ and ξ, the ordinary differential equation 4.8 is solved using the boundary
condition R(1) = 1. This condition assumes that the crater radius is initially the same
as the drop radius, at t = Ri/Ui.

4.2. Time evolution

Figure 7 compares the fitted energy model with experimental data, in two reference
cases, with and without density difference between the impacting drop and the pool. In
both cases, the fitted mean crater radius, opening velocity, and acceleration are in close
agreement with the experimental data. In the ρ1/ρ2 = 1 case, φ = 0.40 and ξ = 0.35. In
the ρ1/ρ2 = 1.8 case, φ = 0.39 and ξ = 0.34.

At early times, the crater potential and surface energies may be neglected in compari-
son with the crater kinetic energy. The kinetic energy of the impactor is then balanced by
the crater kinetic energy in equation 4.8. Using these assumptions, a power-law scaling
for the crater evolution is obtained

R(t) = [Q(t− 1) + 1]
2/5

Ṙ(t) = 2
5Q [Q(t− 1) + 1]

−3/5

R̈(t) = − 6
25Q

2 [Q(t− 1) + 1]
−8/5

, (4.10)

where Q =
(

25
6
φ
ξ
ρ1
ρ2

)1/2
. This scaling consistently verifies the imposed boundary condi-

tion R(1) = 1. The scaling depends on the density ratio ρ1/ρ2, and on the correction
parameters φ and ξ. It is in agreement with experimental data at early times (figure 7,
dashed lines), and similar scalings from previous works (Leng 2001; Bisighini et al. 2010).

At late times, the crater velocity becomes very small. If surface tension can be
neglected, taking the time derivative of equation 4.8, and then making the assumption
Ṙ = 0 gives

R̈ = −1

2

1

Frξ
. (4.11)

Using R(tmax) = Rmax and Ṙ(tmax) = 0 as boundary conditions, a quadratic solution is
obtained 

R̈(t) = − 1
2

1
Frξ

Ṙ(t) = − 1
2

1
Frξ (t− tmax)

R(t) = Rmax − 1
4

1
Frξ (t− tmax)2

. (4.12)
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where B is the beta function, 5
8B
(
1
2 ,

5
8

)
≈ 1.687, and 5

√
6

64 B
(
1
2 ,

1
8

)
≈ 1.781. If surface

tension is neglected, i.e. Bo → +∞, t̃max = 5
8B
(
1
2 ,

5
8

)
is an exact solution of equation

4.20.
Figure 10b shows the maximum normalised crater radius R̃max, as a function of

(
√
Fr∗φBo)−1. It corresponds to the ratio between experimental data and the scaling law

without surface tension (equation 4.14). As expected, the scaling overestimates the ex-
perimental maximum crater radius because it neglects surface energy, and several energy
sinks related to the crown formation. This overestimate decreases with (

√
Fr∗φBo)−1,

i.e. when surface tension effects become negligible in comparison with impactor inertia
and gravity forces. The difference between experimental data and the scaling law without
surface tension is properly corrected by equation 4.19, using the surface tension term.

Figure 10c shows the normalised crater opening timescale t̃max, as a function of
(
√
Fr∗φBo)−1. It corresponds to the ratio between experimental data and the the scaling

law without surface tension (equation 4.17). The scaling underestimates the experimental
opening timescale. When surface energy and crown formation are neglected, the crater
is indeed expected to open faster, i.e. on a reduced timescale. The difference between
experimental data and the scaling law without surface tension is partly corrected by
equation 4.21, giving a reasonable trend and relative errors under 20%.

5. Evolution of the Rayleigh-Taylor instability

Experiments in the LIF configuration provide the time evolution of the mixing layer.
Using the energy conservation model, a model for the mixing layer thickness evolution
is derived and compared with experiments. A linear stability analysis model is also used
to obtain theoretical instability wavelength at early times.

5.1. Mixing layer thickness

5.1.1. Mixing model

In addition to the energy conservation model assumptions, we assume the mixing layer
to be homogeneous with a constant thickness around the crater boundary.

We first consider a situation where negligible mixing occurs between the drop liquid
and its surrounding. As the crater radius increases, the drop liquid spreads over an
increasingly large surface area, decreasing in turn its mean thickness h. Denoting by
ū(r, t) the laterally averaged velocity field associated with the opening of the crater, the
time derivative of h is then given by

ḣ = ū(R+ h)− ū(R). (5.1)

Since ū = Ṙ(R/r)2 corresponds to the radial potential flow of equation 4.4, this gives

ḣ = Ṙ

[
R2

(R+ h)2
− 1

]
, (5.2)

where the right-hand side is referred to as a spreading term. This equation corresponds
to the mass conservation of the layer.

We now consider a simple model of RT induced mixing (figure 11), assuming that the
instability produces velocity fluctuations in the mixing layer. We thus define a scalar
mixing term u′(r, t), which corresponds to a measure of these velocity fluctuations,
and represents the mixing intensity. This mixing term corresponds to an inward flux
of ambient liquid toward the mixing layer. We then assume ḣ to be the sum of the
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the right-hand side. The acceleration of the crater boundary R̈ being significantly larger
than g, Earth’s gravity is neglected in the buoyancy term.

Using mass conservation in the homogeneous mixing layer, the dimensionless density
evolution is

∆ρ

ρ̄
=

1

1 + 3
2R

2h ρ2
∆ρ0

, (5.5)

where ∆ρ0 is the initial density difference, i.e. between the impacting drop and the pool.
Replacing the density evolution (equation 5.5) in the equation of motion eventually gives

du′

dt
= β

|R̈|
1 + 3

2R
2h ρ2

∆ρ0

− C 1

1 + 2
3

1
R2h

∆ρ0
ρ2

u′2

h
. (5.6)

Together with the crater radius evolution (equation 4.8), equations 5.3 and 5.6 are
coupled ordinary differential equations. This initial value problem is solved numerically
using R(1) = 1, h(1) = 2/3 and u′(1) = 0 as initial conditions. For each experiment, the
experimentally measured crater radius R(t) and mixing layer thickness h(t) are used to
determine the best value for the fitting parameters, which are the energy partitioning
coefficient φ, the kinetic energy correction coefficient ξ, the buoyancy prefactor β, and
the drag coefficient C.

5.1.2. Time evolution

Figure 12 compares the fitted mixing layer evolution model with experimental data,
in three reference cases, without density difference and with two density ratios of the
impacting drop and the pool. In figure 12c, u′ is estimated from equation 5.3 based
on experimental measurements of R and h. The fitted time evolution of the mixing
layer model is most of the time in agreement with experimental data. For dimensionless
time typically smaller than 10, i.e. at the very beginning of the crater expansion, the
model often overestimates the mean mixing layer thickness. It may be explained by
model assumptions being poorly verified, such as a nearly hemispherical crater and
an homogeneous mixing layer (e.g. figure 4). In the same way, in figure 12c, u′ is
overestimated for dimensionless times typically smaller than 10, for experiments with
and without density difference. It means that the measured mixing layer growth rate ḣ
is larger than the predicted velocity related to the geometrical evolution of the crater
(equation 5.1). This overestimate is explained by the initial accumulation of the liquid of
the drop at the crater floor. The liquid of the drop flows on the crater sides, producing a
mixing layer growth rate comparatively larger than in the model with an homogeneous
thickness. The overestimate indeed decreases on a timescale corresponding to the drop
spread on the crater sides.

5.1.3. Buoyancy prefactor and drag coefficient

Figure 13 shows the fitted buoyancy prefactor β and drag coefficient C for each
experiment. Our results are compared with the plane layer experiments of Dimonte
(2000), who found a good agreement between their experiments and buoyancy-drag model
with β = 1 and C = 2.5± 0.6.

In our experiments, the mean value of the buoyancy prefactor is β = 0.3 ± 0.1, i.e.
smaller than unity. This difference in the buoyancy prefactor may be interpreted as a
consequence of the spherical interface, or the limited thickness of the dense layer. Given
error bars, we find that β may be independent of the density ratio, but may increase with
the Froude number at large density ratios (ρ1/ρ2 = {1.6, 1.8}), until it reaches β ' 0.25
at Fr = 500.
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history, different from the actual acceleration of the crater, are now considered: a constant
acceleration and an impulsive acceleration.

In the case of a constant acceleration |R̈|, the solution to the buoyancy-drag equation
5.4 in which geometrical effects are neglected is h = α(∆ρ/ρ̄)|R̈|t2 (e.g. Dimonte 2000),
where α is a prefactor depending on several parameters such as fluid miscibility, and
the fluid being penetrated, i.e. light into heavy or heavy into light. Since u′ = ḣ, and
assuming that ρ̄ = (ρ1 + ρ2)/2, the prefactor α is

α =
β

2 + 8C ρ2
ρ1+ρ2

. (5.7)

Figure 14a shows α, calculated for each experiment, and compares the results to the
homogeneous buoyancy-drag model of Dimonte (2000) calculated for C = 1, C = 2,
and C = 3. The mean value α = 0.04 ± 0.01 is somewhat smaller than values (0.05-
0.07) measured at the same density ratio between immiscible fluids, with a constant
acceleration (Dimonte & Schneider 2000). Within error bars, α may also increase with
the density ratio. However, the homogeneous model of Dimonte (2000) overestimates the
observed values of α, in particular for large density ratio. For example, at ρ1/ρ2 = 1.8
the drag coefficient is approximately C = 1 (figure 13b), which leads to an overestimate
of α by a factor 2. This may be a consequence of the variable acceleration, but also of
the spherical interface, miscibility, and the limited thickness of the dense layer.

In the case of an impulsive acceleration, the buoyancy term in equation 5.4 is negligible
since |R̈| = 0. Neglecting geometrical effects, i.e. u′ = ḣ, and assuming that ρ̄ = (ρ1 +
ρ2)/2, the solution is then given by h = h0τ

θ, where τ = u′0t/θh0 + 1, and h0 and u′0 are
initial values (e.g. Dimonte 2000). The exponent is then

θ =
1

1 + 2C ρ2
ρ1+ρ2

. (5.8)

Figure 14b shows θ, calculated for each experiments, and compares the results to the
buoyancy-drag model of Dimonte (2000). The mean value θ = 0.4 ± 0.1 is close to
values (0.2-0.3) measured at the same density ratio between immiscible fluids, with an
impulsive acceleration (Dimonte & Schneider 2000). Within error bars, θ increases with
the density ratio, consistently with the homogeneous model of Dimonte (2000) estimated
at compatible values of the drag coefficient C (figure 13). Since the acceleration of the
crater is approximately a t−8/5 power-law, the acceleration is relatively close to be
impulsive, explaining the good agreement between our experiments and the impulsive
acceleration model.

5.1.4. Geometrical stage, mixing stage, and transition timescale

We now focus on the numerical solution of the coupled ordinary differential equations.
Using figure 15, which shows the spreading term (first term on the right-hand side) and
the mixing term (second term on the right-hand side) in equation 5.3, and the buoyancy
term (first term on the right-hand side) and the drag term (second term on the right-hand
side) in equation 5.6, as a function of time, the mixing layer evolution is decomposed
into a geometrical stage and a mixing stage with a transition happening at a time tc.

The first stage (t < tc), referred to as the geometrical stage, corresponds to a negative
growth rate of the mixing layer. Its dynamics is controlled by the geometrical evolution
of the crater, with the spreading term prevailing over the RT mixing term in equation
5.3. Since the crater deceleration is large at early times, the buoyancy term prevails over
the drag term in the buoyancy-drag equation 5.6. However, this does not influence the
evolution of the mixing layer since the spreading term prevails.
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be a reasonable assumption after a few dimensionless time (e.g. figure 4), equation 5.3
simplifies as

ḣ = −2Ṙ
h

R
. (5.10)

The solution corresponds to the conservation of the initial volume of the impactor, a
sphere of unit dimensionless radius, which takes the form

h =
2

3

1

R2
. (5.11)

Using the power-law solution of equation 4.10, equation 5.11 also gives a power-law
solution for the mixing layer thickness, velocity, and acceleration

h(t) = 2
3 [Q(t− 1) + 1]

−4/5

ḣ(t) = − 8
15Q [Q(t− 1) + 1]

−9/5

ḧ(t) = 24
25Q

2 [Q(t− 1) + 1]
−14/5

, (5.12)

and consequently a power-law solution for the mixing layer growth rate

ḣ

h
(t) = −4

5
Q [Q(t− 1) + 1]

−1
. (5.13)

These solutions (figure 12, dotted lines) depend on the density ratio ρ1/ρ2, and on the
correction parameters φ and ξ, through Q.

The transition time tc between the geometrical stage and the mixing stage can be
defined as the time at which geometrical effects are of the same order of magnitude
as the mixing produced by the RT instability, i.e. when the growth rate changes sign
and the mixing layer thickness reaches a local minimum. The transition time between
stages is determined experimentally and compared with the transition time obtained
from the numerical model (figure 16a). Although uncertainties on the transition time are
significant due to the extrinsic variability of experiments in the same configuration, the
numerical model is rather consistent with experimental data.

An analytical estimate for the transition time t∗c is also derived. Equation 5.3 is
simplified using approximation of equation 5.10 for the geometrical term, i.e. h � R,
which is supposed to be valid at the transition time. Equation 5.6 is also simplified
assuming 2

3
∆ρ0
ρ2

1
R2h � 1. These assumptions correspond to ∆ρ � ρ2, which might be a

reasonable assumption after at the transition time. Using these assumptions, equations
5.3 and 5.6 give

ḧ+ 2(2C + 1)
Ṙ

R
ḣ+ 2(2C − 1)

Ṙ2

R2
h+ C

ḣ2

h
+ 2h

R̈

R
− β 2

3

∆ρ0
ρ2

|R̈|
R2h

= 0. (5.14)

At the critical transition time tc, geometrical effects are of the same order of magnitude
as mixing effects, which means that ḣ(t = tc) = 0 (equation 5.3). Using in addition the
power-laws solutions of R (equation 4.10) and h (equation 5.12) in the geometrical stage,
an estimate of tc is obtained from equation 5.14

t∗c = c

1 +
1

Q

(16

9

C + 1

β∆ρ0ρ2

)5/6

− 1

 , (5.15)

where c = 1.09 ± 0.06 is a least-squares best-fit prefactor obtained from experimental
data (figure 16b). As expected in figure 12, the transition time decreases with the density
contrast between the fluid of the impacting drop and the pool. The larger the density
contrast, the quicker mixing effects become comparable to geometrical effects.
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This dispersion relation, corresponding to a dimensionless version of equation 90 in
Chandrasekhar (1955), is in agreement with exact results derived by Chandrasekhar
(1955).

The growth rate of the instability is obtained by solving simultaneously the dispersion
relation (equation 5.22) and the mean crater radius evolution (equation 4.8). The time
evolution of the theoretical growth rate as a function of the spherical harmonic degree
is thus obtained for all experiments (e.g. figure 19b). The time evolution derives from
the time dependent terms of equation 5.22, i.e. R(t) and R̈(t). Since the model of
Chandrasekhar (1955) is a static model, i.e. the average position of the density interface
is constant with time, results should be considered carefully. The dynamic problem, i.e.
with a moving density interface, is much more challenging (e.g. Prosperetti 1977) and will
not be addressed here. At a given time, the instability growth rate reaches a maximum
owing to viscosity effects, giving the theoretical degree of maximum instability lmax
(figure 19b). For small degrees, the instability growth rate scales as l1/2, as expected
from inviscid planar geometry cases (Rayleigh 1899; Taylor 1950). For large degrees,
viscosity effects start to develop due to the larger velocity gradients involved. Viscosity
dissipates short wavelength energy, leading to a 1/l decay of the instability growth rate,
as in viscous planar geometry without surface tension (Chandrasekhar 1961).

In order to compare the model with experimental data, the theoretical degree of max-
imum instability is calculated at t/(Ri/Ui) = 10, i.e. the time at which the experimental
degree of maximum instability is measured. Figure 19c shows a close agreement between
experimental data and the model, except for Reynolds number smaller than 4000, as
previously explained.

6. Geophysical implications

After the impact, the metal core of the colliding body migrates toward the planetary
core due to the density contrast with the surrounding silicates (Rubie et al. 2015). Part
of the migration occurs in a fully molten magma ocean where the metal is expected to
descend as a turbulent thermal and equilibrate with silicates (Deguen et al. 2011, 2014).
The metal phase then undergoes a vigorous stirring (Lherm & Deguen 2018), leading
to its fragmentation (Landeau et al. 2014; Wacheul et al. 2014; Wacheul & Le Bars
2018) into centimetric drops (Stevenson 1990; Karato & Murthy 1997; Rubie et al. 2003;
Ichikawa et al. 2010). However, these models assume that the metal cores are released
as a compact volume in the magma ocean, which is not true after a planetary impact
(Kendall & Melosh 2016; Landeau et al. 2020). Their initial conditions may be improved
by considering the impact stage.

In order to estimate the mixing produced by the spherical RT instability during the
opening stage of planetary impacts, a relevant quantity is the mass of ambient silicates
that mixes with the impacting core during crater opening (Deguen et al. 2014). If an
impactor with a radius Ri, a volume fraction of metal fm, a metal core density ρm,
and a silicate mantle density ρs, impacts a planetary target, the dimensionless mass of
equilibrated silicates is ∆ = Ms/Mm, where Mm = fmρm(4/3)πR3

i is the mass of the
metal core and Ms = ρs[2πR

2
maxhmax − (4/3)πR3

i ] is the mass of entrained silicates.
After nondimensionalization, the mass of silicates mixed with metal gives

∆ =
ρs
ρm

(
3

2

1

fm
R2
maxhmax − 1

)
. (6.1)

Using scaling laws for Rmax (equation 4.14), hmax (equation 5.18), and implicitly φ
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structure of a realistic differentiated impactor (Canup 2004). Since the Froude number
increases with the target to impactor radius ratio, it means that a smaller colliding
body will produce more mixing, relative to their size, than giant impactors. For example,
impactors with a 10 km and 100 km radius (figure 20b, triangle and circle, respectively)
will then mix with 36.1 and 8.1 times its own mass, respectively.

Concerning the Moon-forming impact, the canonical impact scenario with a Mars-sized
impactor (Canup 2004) is expected to mix with 0.4 times its own mass during this crater
opening stage (figure 20b, square). However, the fast-spinning impact scenario associated
with a faster (Ui = 2Ue) and smaller (Ri/Rt = 0.05) colliding body (Cuk & Stewart
2012) is expected to mix with 2.3 times its own mass (figure 20b, diamond). Recent
experiments estimate the mass of equilibrated silicates during the impact, considering
both the crater formation, its collapse into an upward jet, and the collapse of the jet
(Landeau et al. 2020). In the same conditions, the 100 km radius impactor, the canonical
Moon-forming impactor and the fast-spinning Earth impactor respectively mix with 168,
1.5 and 12 times the impactor mass. It corresponds to 4 to 20 times the mass mixed by
the spherical RT instability, which is in agreement with an impact-induced mixing mostly
dominated by the collapse of the jet (Landeau et al. 2020). These giant impacts scenario
involve small target to impactor radius, corresponding to an extrapolated range of Froude
number, i.e. Fr < 200 (figure 20b, dashed lines), which is outside of the experimental
Froude number range. The mass of equilibrated silicates extrapolated for large impactor
thus has to be considered carefully.

7. Conclusion

A phenomenological description of impact cratering experiments has shown that crater
deceleration after impact is responsible for a density-driven perturbation at the drop-pool
interface, interpreted as a spherical Rayleigh-Taylor instability. An energy conservation
model for the crater radius evolution has been derived (equation 4.8) and compared with
backlight experiments, resulting in scaling laws for the maximum crater radius (equation
4.14) and the opening timescale (equation 4.17). In combination with this energy model,
a mixing layer evolution model involving two stages has been derived (equations 5.3 and
5.6). The mixing layer dynamics is first controlled by the geometrical evolution of the
crater, then by the balance between residual geometrical effects and mixing produced by
the Rayleigh-Taylor instability. Scaling laws for the transition timescale between stages
(equation 5.15) and the maximum mixing layer thickness (equation 5.18) are obtained.
The instability wavelength is also investigated using a an approximate linear stability
analysis model (equations 5.22-5.23), and a scaling law is obtained (equation 5.21). These
results have geophysical implications concerning the differentiation of terrestrial planets,
in particular by estimating the mass of silicates that equilibrate with the core of the
impactors during the impact of planetesimals on a magma ocean.

When experimental scaling laws are extrapolated to planetary conditions, we assume
that physical processes observed in the experiments are self-similar at the planetary scale.
In order to validate these scaling laws, new experiments involving larger impactors are
required to obtain Froude numbers relevant to giant impacts, and investigate the possible
effect of the Reynolds number on the mixing layer. Furthermore, several physical aspects
neglected in our experiments have to be investigated experimentally or numerically,
in order to examine their effect on cratering and mixing dynamics. For giant impacts,
geometrical effects related to the sphericity of both the impactor and the target, and to
impact angle, may influence metal/silicate equilibration. Immiscibility between metal
and silicates may also change the mixing dynamics, in particular with the fragmentation
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of the metal phase. In this context, the viscosity and diffusivity contrasts may influence
thermal and chemical transfers between phases. Finally, since planetary impact velocities
are larger than the sound velocity in silicates, the role of shock waves and compressibility
effects, i.e. the Mach number, on cratering and mixing scaling laws has to be investigated.
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the European Unions Horizon 2020 research and innovation programme (grant agreement
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