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A B S T R A C T

We describe a new framework to represent wave effects on currents, including several approximations (Stokes
drift, Bernoulli head, and quasi-static pressure) and a parameterization of the vertical mixing due to wave
breaking. The framework improves over existing methods not limited by water depth or monochromatic
assumptions. The approximations are validated with spectra and current profiles from a model configuration in
Southern California. The Stokes drift approximation uses two scales accounting for broadband spectra, includ-
ing mixed wind-sea and swell. The Stokes drift is estimated iteratively, constrained by the surface drift velocity
and Stokes transport, being more efficient while giving smaller errors compared to a spectrum reconstruction
approach. One-month-long hydrostatic ocean model solutions at 270 m horizontal grid resolution show that
waves have relatively small impacts on the mean circulation and mesoscale current variability near the surface.
Waves increase the vorticity and divergence variance near the surface when the turbulent Langmuir number
is small.
1. Introduction

Surface waves affect the upper-ocean circulation, air–sea fluxes, and
ross-shelf exchange due to both conservative and non-conservative
ffects. Wave effects on currents (WEC) include wave-induced inertial
scillations (Hasselmann, 1970; McWilliams and Restrepo, 1999), Lang-
uir turbulence due to the Craik–Lebovich vortex force (Craik and Lei-
ovich, 1976; McWilliams et al., 1997), enhanced near-surface mixing
nd modulation of the waterside stress due to wave-breaking (Agrawal
t al., 1992; Terray et al., 1996; Craig and Banner, 1994; Sullivan
t al., 2007; Janssen, 2012), non-breaking wave-induced vertical and
orizontal mixing (Qiao et al., 2004; McWilliams et al., 2004; Herterich
and Hasselmann, 1982; Weichman and Glazman, 2000), and material
transport by the Stokes drift. Uchiyama et al. (2010) added WEC to
the Regional Ocean Modeling System (ROMS) following the theoretical
wave-average framework by McWilliams et al. (2004). The approach
by Uchiyama et al. (2010), hereafter referred to as UMS10, is based
on a WKB spectral peak approximation allowing for the coupling
of ROMS with spectral wave models such as SWAN (Booij et al.,
1999) or WAVEWATCHIII (The WAVEWATCH III Development Group
[WW3DG], 2016). Kumar et al. (2013, 2015) applied the framework
by UMS10 to study wave–current interactions across the inner-shelf
and surf zone with regional model configurations of ROMS coupled to
SWAN finding good performance against field observations.

WEC forcing should ideally be computed from directional wave
spectra but is it not practical as it requires the exchange of large
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amounts of information between models especially for configurations
with relatively large domains at high horizontal resolution. It is well
known that the monochromatic approximation for deep-water waves
results in an underestimation of the Stokes drift magnitude and shear
near the surface compared to broadband computations (e.g., Kenyon,
1969; Rascle et al., 2006; Webb and Fox-Kemper, 2015; Lenain and
Pizzo, 2020). To overcome this challenge several alternatives for cou-
pled models have been proposed. Breivik et al. (2014) introduced a
broadband approximation of the Stokes drift for deep-water waves and
was recently updated to account for mixed wind-sea and swell (Breivik
and Christensen, 2020). Kumar et al. (2017) proposed the use of a
spectral reconstruction for coupled models based on the partitioning
algorithm readily available in WAVEWATCHIII (Hanson and Phillips,
2001; Tracy et al., 2007; Hanson et al., 2009). In this study, we describe
a set of wave approximations composed of Stokes drift, Bernoulli head,
quasi-static pressure, and wave-induced vertical mixing due to unsteady
non-breaking waves, and a parameterization of the vertical mixing
to wave breaking suitable for coastal ocean models. The Stokes drift
approximation builds on the work by Breivik et al. (2014) and Breivik
and Christensen (2020) using an iterative two-scale approach that can
handle mixed wind-sea and swell conditions and finite depth.

This manuscript is organized as follows: Section 2 describes the
methods to represent WEC forcing and the model configuration. The
framework is validated against direct computations from directional
spectra of the regional model configuration, which is followed by a
demonstration of ROMS solutions highlighting some of the impacts
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due to WEC in Section 3. The results are summarized and discussed
in Section 4.

2. Methods

The methods section first describes the governing equations of the
ocean circulation and wave models which is followed by a description
of the framework used to represent conservative and non-conservative
WEC forcing, and the regional model configuration.

2.1. Governing equations

The governing equations of motion solved by a hydrostatic ROMS
setup composed of the momentum, continuity, and tracers are
𝜕𝒖
𝜕𝑡

+ 𝒖 ⋅ ∇𝑥𝒖 +𝑤𝜕𝒖
𝜕𝑧

+ 𝑓 𝒛̂ × 𝒖 + ∇𝑥𝑝 − 𝑭 − 𝜕
𝜕𝑧

(

𝐾 𝜕𝒖
𝜕𝑧

)

= −∇𝑥 + 𝑱 + 𝑭𝒘 (1)
𝜕𝑝
𝜕𝑧

+
𝑔𝜌
𝜌𝑜

= − 𝜕
𝜕𝑧

+ 𝒖𝑠 ⋅
𝜕𝒖
𝜕𝑧

(2)

∇𝑥 ⋅ 𝒖 + 𝜕𝑤
𝜕𝑡

= 0 (3)
𝜕𝑐
𝜕𝑡

+ 𝒖 ⋅ ∇𝑥𝑐 +𝑤
𝜕𝑐
𝜕𝑧

− 𝐹𝑐 −
𝜕
𝜕𝑧

(

𝐾𝑐
𝜕𝑐
𝜕𝑧

)

= −𝒖𝑠 ⋅ ∇𝑥𝑐 −𝑤𝑠
𝜕𝑐
𝜕𝑧

+ 𝜕
𝜕𝑧

(

𝐾𝑣𝑤
𝜕𝑐
𝜕𝑧

)

, (4)

here the right hand side of (1), (2), and (4) correspond to WEC terms.
he horizontal components of the current and derivative are 𝒖 and
𝑥, respectively. The vertical velocity is 𝑤 and vertical coordinate is
bounded between −ℎ ≤ 𝑧 ≤ 𝜂 + 𝜂̂, with −ℎ corresponding to the
ater depth, 𝜂 is the ocean surface displacement from the mean (𝑧 = 0)
nd 𝜂̂ is the quasi-static level component. The pressure is 𝑝, 𝜌 is the
ensity anomaly from the mean 𝜌𝑜, 𝑔 is gravity, 𝑐 represents the tracers
salinity and temperature), 𝑓 is the Coriolis frequency, 𝑭 and 𝐹𝑐 are
on-conservative forces,  is the Bernoulli head, 𝑱 = −𝒛̂×𝒖𝑠[(𝒛̂⋅∇𝑥×𝒖)+
] −𝑤𝑠

𝜕𝒖
𝜕𝑧 is the generalized vortex force, 𝑭

𝑤 represents wave-induced
non-conservative forces, 𝐾𝑣𝑤 is the wave-induced tracer diffusivity, and
the vertical eddy viscosity and diffusivity are 𝐾 and 𝐾𝑐 , respectively.
oth 𝐾 and 𝐾𝑐 are modeled with the K-Profile Parameterization (KPP,
arge et al., 1994) which can be enhanced to account for mixing due
o wave breaking. The Stokes drift is non-divergent where horizontal
omponents 𝒖𝑠 are calculated from wave field and the vertical compo-
nent 𝑤𝑠(𝑧) = −∇𝑥 ⋅∫

𝑧
−ℎ 𝒖𝑠(𝑧

′)𝑑𝑧′. The boundary conditions, including the
usual tracer fluxes (not shown), are

𝐾 𝜕
𝜕𝑧

𝒖|𝜂+𝜂̂ =
𝜏𝑜𝑐
𝜌𝑜

𝐾 𝜕
𝜕𝑧

𝒖|−ℎ =
𝜏𝑏
𝜌𝑜

(5)

with 𝜏𝑜𝑐 and 𝜏𝑏 corresponding to the surface and bottom stresses,
respectively, and

𝑤|−ℎ = −𝒖|−ℎ ⋅ ∇𝑥ℎ

𝑤|𝜂+𝜂̂ =
𝜕(𝜂 + 𝜂̂)
𝜕𝑡

+ (𝒖|𝜂+𝜂̂ ⋅ ∇𝑥)(𝜂 + 𝜂̂) + ∇𝑥 ⋅ 𝑼 𝑠 (6)

𝑔 𝜂 − 𝑝|𝜂+𝜂̂ =  (7)

with the depth integrated Stokes drift 𝑼 𝑠 given by

𝑠 = ∫

𝜂+𝜂̂

−ℎ
𝒖𝑠(𝑧)𝑑𝑧. (8)

he quasi-static level includes the wave induced set-down and inverse-
arometric response to change in atmospheric pressure (here
eglected). The right hand side term of (7) is the wave-induced higher-
rder quasi-static pressure. For more details on the numerical imple-
entation refer to Uchiyama et al. (2010).
2

The wave field is modeled with WAVEWATCHIII, hereafter re-
ferred to as WW3, which solves the wave action conservation equation
according to
𝜕𝑁(𝒌)
𝜕𝑡

+ 𝜕
𝜕𝒙

⋅ 𝒙̇𝑁(𝒌) + 𝜕
𝜕𝜃
𝜃̇𝑁(𝒌) + 𝜕

𝜕𝑘
𝑘̇𝑁(𝒌)

=
𝑆𝑖𝑛 + 𝑆𝑛𝑙 + 𝑆𝑑𝑠 + 𝑆𝑏𝑜𝑡 + 𝑆𝑑𝑏

𝜎
(9)

𝒙̇ = (𝒄𝑔 + 𝒖𝑜𝑐 ) (10)

𝜃̇ = −1
𝑘
𝜕𝜎
𝜕ℎ

𝜕ℎ
𝜕𝑚

− 𝒌 ⋅
𝜕𝒖𝑜𝑐
𝜕𝑚

(11)

𝑘̇ = − 𝜕𝜎
𝜕ℎ

𝜕ℎ
𝜕𝑠

− 𝒌 ⋅
𝜕𝒖𝑜𝑐
𝜕𝑠

(12)

where 𝑁(𝒌) = 𝐹 (𝒌)∕𝜎(𝑘) is the wave action, 𝐹 (𝒌) is the directional
wavenumber spectrum, 𝜎(𝑘) = (𝑔𝑘 tanh 𝑘ℎ)1∕2 is the frequency accord-
ing to the dispersion relationship, 𝒄𝑔 = 𝜕𝜎∕𝜕𝒌 is the group velocity, and
𝒖𝑜𝑐 is the surface current vector, 𝑠 is a coordinate in the 𝜃 direction, and
𝑚 is a coordinate perpendicular to 𝑠 (Tolman and Booij, 1998). The
ource terms on the right side of Eq. (9) are the wind energy input
𝑖𝑛, nonlinear energy flux due to wave–wave resonant interactions
𝑛𝑙, energy dissipation due to deep-water wave breaking 𝑆𝑑𝑠, energy
loss due to bottom friction 𝑆𝑏𝑜𝑡, and energy dissipation due depth-
induced breaking 𝑆𝑑𝑏. Although WW3 solves the wave action equation
in wavenumber space, it can output the directional spectrum and source
terms converted into the frequency domain (e.g., 𝜓(𝑓, 𝜃)) at selected
grid points. Currents effects on waves (CEW) are not accounted for in
this study. The interested reader may refer to Romero et al. (2020)
where CEW was analyzed in detail.

2.2. Wave approximations

Here we introduce a set of approximations of the Stokes drift,
wave-induced vertical eddy diffusivity, Bernoulli head, and quasi-static
pressure. This work is an effort to improve over existing methodologies,
including the spectral peak monochromatic approach that is commonly
used with coupled wave–ocean models (e.g., Uchiyama et al., 2010;
Kumar et al., 2012, 2015). The approximations of this work are suitable
for coastal models not limited to deep-water waves (e.g., Breivik et al.,
2014; Breivik and Christensen, 2020).

The Stokes drift for a monochromatic wave is given by

𝒖𝑠(𝑧) =
𝐴2

2
𝜎(𝑘) 𝒌 cosh 2𝑘(𝑧 + ℎ)

sinh2 𝑘𝐷
, (13)

where 𝐴 is the wave amplitude, 𝜎 is the wave frequency which relates
to the wavenumber 𝑘 through the linear dispersion relationship 𝜎(𝑘) =
(𝑔𝑘 tanh 𝑘𝐷)1∕2, ℎ is the water depth, and 𝐷 = ℎ + 𝜂 + 𝜂̂, with 𝜂
corresponding to the surface elevation displacement, 𝜂̂ is the wave
induced set-down (Phillips, 1977; Uchiyama et al., 2010). In terms of
the wave action 𝐴2∕𝜎, Eq. (13) becomes

𝒖𝑠(𝑧) = 𝑔 𝐴2

𝜎(𝑘)
𝑘𝒌 cosh 2𝑘(𝑧 + ℎ)

sinh 2 𝑘𝐷
, (14)

which can be generalized for a wave directional frequency spectrum
𝛹 (𝑓, 𝜃) according to

𝒖𝑠(𝑧) = 2𝑔∬ 𝜓(𝑓, 𝜃) 𝑘
𝜎(𝑘)

𝒌 cosh 2𝑘(𝑧 + ℎ)
sinh 2 𝑘𝐷

𝑑𝑓𝑑𝜃, (15)

with 𝐻𝑠 = 4(∫ 𝜓(𝑓, 𝜃) 𝑑𝑓𝑑𝜃)1∕2 corresponding to the significant wave
eight (Kenyon, 1969). The Stokes drift transport is obtained from (15)
nd (8) but because
𝜂+𝜂̂

−ℎ

cosh 2𝑘(𝑧 + ℎ)
sinh 2 𝑘𝐷

𝑑𝑧 = 1
2𝑘

(16)

it becomes

𝑼 𝑠 = 𝑔 𝜓(𝑓, 𝜃) 𝒌 𝑑𝑓𝑑𝜃. (17)
∬ 𝜎(𝑘)
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Following Breivik et al. (2014), an effective wavenumber can be ob-
tained from the ratio of the surface Stokes drift to the transport as given
by

𝑘𝑠𝑒 =
𝑢𝑠(𝑧 = 0)

2𝑈𝑠
. (18)

This is based on the profile of a deep-water monochromatic wave by
combining Eqs. (15)–(17).

We first approximate the Stokes drift according to

𝒖𝑠𝑒 ≈ 𝒖𝑜
cosh 2𝑘𝑠𝑒(𝑧 + ℎ)

sinh 2𝑘𝑠𝑒𝐷
, (19)

here 𝒖𝑜 = 𝒖𝑠(0) tanh 2𝑘𝑠𝑒𝐷 corresponds to a characteristic surface
tokes drift velocity. The approximation 𝒖𝑠𝑒 is good near the surface
or intermediate- and deep-water dominant waves. However, it decays
uch faster with depth than broadband calculations. In contrast, a
onochromatic approximation of the form

𝑠𝑝(𝑧) ≈ 𝑔
𝐴2
𝑤𝑘

2
𝑝

𝜎(𝑘)
cosh 2𝑘𝑝(𝑧 + ℎ)
sinh 2𝑘𝑝𝐷

(cos 𝜃, sin 𝜃), (20)

does a good job at depth and in shallow-water with the wave amplitude
𝐴𝑤 = 𝐻𝑠

2
√

2
, 𝑘𝑝 being the peak wavenumber, and the spectrally weighted

mean wave direction defined as

𝜃 = tan−1
(

∬ 𝜓(𝑓, 𝜃)𝑓 𝑛𝜃 sin 𝜃 𝑑𝑓𝑑𝜃
∬ 𝜓(𝑓, 𝜃)𝑓 𝑛𝜃 cos 𝜃 𝑑𝑓𝑑𝜃

)

. (21)

The power 𝑛𝜃 = 0 is commonly used.
In shallow-water (𝑘𝑝ℎ < 𝜋∕10), the Stokes drift is approximated by

𝒖𝑠𝑎 ≈ 𝒖𝑠𝑝, (22)

and in deeper water, by combining 𝒖𝑠𝑒 and 𝒖𝑠𝑝 with a switch function
𝐻(𝑧) according to

𝒖𝑠𝑎 ≈ 𝐻(𝑧)𝒖𝑠𝑝 + (1 −𝐻(𝑧))𝒖𝑠𝑒. (23)

The switch function

𝐻(𝑧) = tanh
(

|𝑧|𝑘𝑠𝑒
2

)1∕2
(24)

was found to work well over a wide range of conditions. Finally, |𝒖𝑠𝑝| is
djusted iteratively by minimizing the error of the Stokes drift transport
o within less than 1%.
Following McWilliams et al. (2004), the vertical tracer square dis-

lacement and corresponding diffusivity for a monochromatic wave are
iven by

2
𝑣𝑤 =

(

𝐴
sinh 𝑘(𝑧 + ℎ)

sinh 𝑘𝐷

)2
, (25)

and

𝐾𝑣𝑤 = 1
2
|

|

|

|

𝜕
𝜕𝑡
𝑟2𝑣𝑤

|

|

|

|

, (26)

respectively, where the absolute value for the latter is introduced
here to avoid negative diffusivities. The generalized vertical parcel
displacement squared for a spectrum of waves gives

𝑟2𝑣𝑤 = 2∬ 𝜓(𝑓, 𝜃)
(

sinh 𝑘(𝑧 + ℎ)
sinh 𝑘𝐷

)2
𝑑𝑓𝑑𝜃, (27)

and the corresponding depth-integrated square displacement becomes

𝑅2
𝑣𝑤 = ∫

𝜂+𝜂̂

−ℎ
𝑟2𝑣𝑤 𝑑𝑧, (28)

= ∫ 2𝜓(𝑓, 𝜃) coth 𝑘𝐷 − 𝑘𝐷csch2𝑘𝐷
2𝑘

𝑑𝑓𝑑𝜃. (29)

n analogy to the Stokes drift approximation, the right-hand side
f Eq. (29) is approximated by

2
𝑣𝑤 ≈

(

𝐻𝑠
√

)2
coth 𝑘𝑟𝑒𝐷 − 𝑘𝑟𝑒𝐷 csch2 𝑘𝑟𝑒𝐷 . (30)
2 2 2𝑘𝑟𝑒

3

And the effective wavenumber 𝑘𝑟𝑒 is first estimated from the 𝑟2𝑣𝑤 at the
surface divided by the broadband value of 𝑅2

𝑣𝑤

𝑘𝑟𝑒 =
𝑟2𝑣𝑤(𝑧 = 0)

2𝑅2
𝑣𝑤

. (31)

Then it is corrected iteratively according to

𝑘𝑟𝑒 =
𝑟2𝑣𝑤(𝑧 = 0)(coth 𝑘𝑟𝑒𝐷 − 𝑘𝑟𝑒𝐷 csch2 𝑘𝑟𝑒𝐷)

2𝑅2
𝑣𝑤

. (32)

tarting with the initial guess to compute a new 𝑘𝑟𝑒 and so on. The iter-
tion converges after a few iterations (15 or less) and is not needed in
eep-water (𝑘𝑝ℎ > 2𝜋). Finally the vertical square particle displacement
s approximated by

2
𝑣𝑤 ≈

(

𝐻𝑠

2
√

2

sinh 𝑘𝑟𝑒(𝑧 + ℎ)
sinh(𝑘𝑟𝑒𝐷)

)2

(33)

and the corresponding wave-induced vertical tracer diffusivity follows
from Eq. (26). In the absence of 𝑅2

𝑣𝑤 from a wave model, the particle
displacement squared can be approximated alternatively using the
mean wavelength

𝐿𝑚 = ∫ ∫
2𝜋
𝑘
𝜓(𝑓, 𝜃)
⟨𝜂2⟩

𝑑𝑓𝑑𝜃 (34)

with 𝑘𝑟𝑒 ≈ 2𝜋∕𝐿𝑚 and 𝑟2𝑣𝑤 directly estimated from Eq. (33). Finally, if
𝐿𝑚 is not available 𝑘𝑟𝑒 can be approximated by 𝑘𝑝 at the expense of
significantly larger errors for 𝑟2𝑣𝑤 and 𝐾𝑣𝑤.

The monochromatic wave-average quasi-static set-down according
to Longuet-Higgins and Stewart (1962) is given by

𝜂̂ = − 𝐴2𝑘
2 sinh 2𝑘𝐷

, (35)

hich for a wave spectrum becomes

𝜂̂ = −∬
𝜓(𝑓, 𝜃)𝑘
sinh 2 𝑘𝐷

𝑑𝑓𝑑𝜃. (36)

The set-down for a broadband spectrum is generally smaller than
a monochromatic approximation based on 𝐻𝑠 and 𝑘𝑝 for intermedi-
ate water depth. Assuming that 𝜂̂ calculated spectrally is known, we
calculate a filtered wave amplitude 𝐴𝑓 such that a monochromatic
approximation

𝜂̂𝑚 ≈ −
𝐴2
𝑓𝑘𝑝

2 sinh 2 𝑘𝑝𝐷
, (37)

matches the broadband set-down at intermediate water depths or shal-
lower (𝑘𝑝ℎ < 2𝜋). Specifically,

𝐴𝑓 = 𝐴𝑤min(1, (𝜂̂∕𝜂̂𝑚)1∕2) (38)

eing limited to 𝐴𝑓 ≤ 𝐴𝑤 since 𝜂̂𝑚 becomes very small in deep
ater. The filtered wave amplitude 𝐴𝑓 is used for the approximation
f quasi-static pressure as described below.
The Bernoulli head without the quasi-static terms for a monochro-
atic wave is given by

= 1
4

𝜎𝐴2

𝑘 sinh2 𝑘𝐷 ∫

𝜂+𝜂̂

−ℎ

𝜕2
𝜕𝑧2

sinh[2𝑘(𝑧′ − 𝑧)]𝑑𝑧 (39)

here  = 𝒌⋅𝒖 and 𝒖 is the Eulerian current velocity. It is approximated
y

𝑎 ≈
1
4

𝜎𝐴2
𝑓

𝑘𝑝 sinh
2 𝑘𝑝𝐷 ∫

𝜂+𝜂̂

−ℎ

𝜕2
𝜕𝑧2

sinh[2𝑘𝑝(𝑧′ − 𝑧)]𝑑𝑧, (40)

with 𝒌𝑝 = 𝑘𝑝(cos 𝜃, sin 𝜃). Following UMS10, the leading order quasi-
static pressure is given by

 =
𝑔𝐴2

2𝜎

{

tanh[]
sinh[2]

(

− 𝜕
𝜕𝑧

|

|

|𝜂+𝜂̂
+ cosh[2] 𝜕

𝜕𝑧
|

|

|−ℎ

+∫

𝜂+𝜂̂ 𝜕2
2
cosh[2 𝑘 𝑧]𝑑𝑧

)

−2𝑘 tanh[]|𝜂+𝜂̂

}

,

(41)
−ℎ 𝜕𝑧
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where  = 𝑘𝐷. The first and third pressure terms can only be finite
in intermediate and shallow water because of the tanh[2]∕ sinh[2]
factor and therefore are approximated with the filtered long-wave
information (𝐴𝑓 and 𝑘𝑝). The second term is approximated with 𝑘𝑝
but with the total wave amplitude 𝐴𝑤. And the fourth pressure term is
approximated with the surface Stokes drift and the two-scales, 𝑘𝑒 and
𝑝. The complete pressure approximation for the four terms is given by

𝑎 ≈ −𝐺(𝑝, 𝜎)𝐴2
𝑓
𝜕
𝜕𝑧

|

|

|𝜂
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

1

+𝐺(𝑝, 𝜎)𝐴2
𝑤 cosh[2𝑝]

𝜕
𝜕𝑧

|

|

|−ℎ
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

2

+𝐺(𝑝, 𝜎)𝐴2
𝑓 ∫

𝜂+𝜂̂

−ℎ

𝜕2
𝜕𝑧2

cosh[2 𝑘𝑝 𝑧]𝑑𝑧
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

3

−2𝑀(𝑘𝑝, 𝑘𝑒)𝒖𝑠 ⋅ 𝒖
|

|

|𝜂+𝜂̂
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

4

,
(42)

where 𝐺(𝑝, 𝜎) = 𝑔
2𝜎

tanh[𝑝]
sinh[2𝑝]

, 𝑝 = 𝑘𝑝𝐷, and 𝑀(𝑘𝑝, 𝑘𝑒) is a non-
dimensional function that smoothly connects the deep-water and
shallow-water regimes according to

𝑀(𝑘𝑝, 𝑘𝑒) =
sinh2[𝑘𝑒𝐷]
cosh[2𝑘𝑒ℎ]

tanh[𝑘𝑝ℎ] +
sinh2[𝑘𝑝𝐷]
cosh[2𝑘𝑝ℎ]

(1 − tanh[𝑘𝑝ℎ]). (43)

In deep-water (𝑘𝑝𝐷 > 2𝜋), the last term in (42) becomes −𝒖𝑠 ⋅ 𝒖
|

|

|𝜂
,

hereas in shallow-water (𝑘𝑝𝐷 < 𝜋∕10) it matches the monochromatic
pproximation ((41), fourth term) in terms of 𝐴𝑤 and 𝑘𝑝.
For the sake of comparison, we also consider the spectral recon-

struction approach proposed by Kumar et al. (2017) to compute the
WEC forcing. The wave spectral reconstruction is based on the premise
that given a few parameters (energy, mean period and direction, and
possibly other spectral moments) directional wave spectra can be re-
constructed based on empirical models. The reconstruction can include
a combination of different wave systems, for example mixed wind-sea
and swell. Kumar et al. (2017) proposed the use of the JONSWAP spec-
trum and the spectral partition information from WW3 to reconstruct
the directional spectrum from which WEC forcing can be computed
by ocean circulation models. The spectral reconstruction is computa-
tionally expensive and not necessarily more accurate as demonstrated
here.

2.3. Non-conservative WEC effects

Here we consider the energy and momentum flux due to surface
wave breaking. The flux of energy due to wave breaking enhances the
vertical mixing near the surface, which is commonly modeled with
various turbulence closure schemes (Craig and Banner, 1994; Terray
t al., 1999; Burchard, 2001; Umlauf and Burchard, 2003). We model
the vertical mixing due to wave breaking 𝐾𝑏𝑟 directly as a near-surface
enhancement of the K-Profile Parameterization (KPP, Large et al., 1994)
by generalizing the framework introduced by UMS10 for both white-
capping and depth-limited breaking. UMS10 prescribed several profiles
for 𝐾𝑏𝑟(𝑧) in shallow water that were constrained by a depth-average
diffusivity 𝐾𝑏𝑟 = 𝑐𝑏

𝐻𝑠
√

2
(𝐸𝑑𝑠𝜌𝑤

)1∕3, where 𝑐𝑏 is a dimensionless factor
O(0.1), 𝐸𝑑𝑠 is the flux of energy due to wave breaking, and 𝜌𝑤 is the
water density. The vertical profiles were designed for shallow water and
therefore are not immediately applicable for deep-water wave breaking.
We follow a different approach.

Our starting point is the empirical scaling of the turbulent kinetic
energy (TKE) dissipation profile 𝜖(𝑧) by Sutherland and Melville (2015),
hereafter referred to as SM15, based on 𝐻𝑠 and the energy flux due to
wave breaking 𝐸𝑑𝑠 according to

𝜖
𝐻𝑠𝜌𝑤
𝐸𝑑𝑠

≡ 𝜖𝑛 = 𝑓 (𝑧′), (44)

here 𝜖𝑛 is the non-dimensional dissipation rate, 𝜌𝑤 is the water density
nd 𝑧′ = 𝑍∕𝐻𝑠 is the non-dimensional depth, with 𝑍 = (𝑧−𝜂− 𝜂̂) being
he depth from the surface. SM15 reported two power-law regimes,
4

𝑛 ∼ 𝑧′−2 for 𝑧′ < 1 and 𝜖𝑛 ∼ 𝑧′−1 closer to the surface. Eq. (44)
iffers from the scaling by Terray et al. (1996), which is in terms of the
wind input as opposed to the dissipation due to breaking. The input of
TKE due to breaking 𝐸𝑑𝑠∕𝜌𝑤 is often parameterized as 𝑚𝑢3𝑤∗, with 𝑢𝑤∗
corresponding to the water-side friction velocity and 𝑚 = 100 (Craig
and Banner, 1994). More recently, Esters et al. (2018) reported TKE
dissipation rate measurements collected with a vertical profiles over
a wide range of conditions. Their measurements did not capture the
enhancement of 𝜖 near the surface, which could be in part because their
data did resolve the dissipation profile very near-surface (i.e., 𝑧∕𝐻𝑠 >
1). They reported a single power-law dependence of 𝜖 ∼ 𝑧−3∕2.

We model the nondimensional TKE dissipation profile according to

𝑓 (𝑧′) = 0.9508
(𝐴𝑓 − 𝐵𝑓 𝑧′ + 𝐶𝑓 𝑧′2)

, (45)

ith 𝐴𝑓 = 4∕30, 𝐵𝑓 = 8∕3, and 𝐶𝑓 = 10∕3 such that ∫ 0
−3 𝑓 (𝑧

′)𝑑𝑧′ = 1,
approximately matching SM15. Eq. (45) can be used to model the
dissipation profile 𝜖(𝑧) provided 𝐸𝑑𝑠 and 𝐻𝑠 are known. For a given
turbulent length scale 𝓁 and TKE dissipation 𝜖, the eddy viscosity 𝐾 is
ften parameterized as

≡ (𝜖𝓁)1∕3𝓁. (46)

ollowing Terray et al. (1999), we prescribe the turbulent length scale
ith a linear profile according to

(𝑧) =
{

𝜅𝑧𝑜, |𝑧| ≤ 𝑧𝑜
𝜅|𝑧|, |𝑧| > 𝑧𝑜

(47)

here 𝜅 is the von Kármán constant, 𝑧𝑜 is the roughness length. The
urface roughness length 𝑧𝑜 is commonly parameterized as 𝑧𝑜 = 𝐴𝐻𝑠,
ith 𝐴 being a constant between 0.2 and 1 (Terray et al., 1999;
urchard, 2001). We use 𝐴 = 0.6, which is consistent with Moghimi
t al. (2016).
Finally, we parameterize the vertical mixing due to wave breaking

𝑏𝑟 with Eqs. (45)–(47), including a tapering function  (𝑧′) = 1 −
anh4(𝑧′) approaching zero for 𝑧′ > 3. The complete parameterization
f 𝐾𝑏𝑟 becomes

𝑏𝑟(𝑧) =  (𝑧) 𝜖(𝑧)1∕3𝓁4∕3, (48)

hich is added to KPP for both the momentum and scalar diffusivities.
e do not distinguish between mixing due to white-capping in deep
ater and depth-induced breaking. Our approach is suitable for both
eep and shallow wave breaking, giving depth-averaged diffusivities

𝐾𝑏𝑟 = ∫ 𝐾𝑏𝑟(𝑧 − 𝜂)𝑑𝑧∕∫ 𝑑𝑧 (49)

≈ 0.1
(

𝐸𝑑𝑠
𝜌𝑤

)1∕3
𝐻𝑠, (50)

for 𝑧 − 𝜂 > max(−ℎ,−2𝐻𝑠), which is larger than that of USM10 by a
factor of

√

2. The breaking diffusivity model of USM10 consists 𝐾𝑏𝑟(𝑧) =
𝑐𝑏𝑟

(

𝐸𝑑𝑠
𝜌𝑤

)1∕3
𝐻𝑟𝑚𝑠 𝐹 𝑏𝑟, where 𝐻𝑟𝑚𝑠 = 𝐻𝑠∕

√

2 is the root-mean-square
wave height, 𝐹 𝑏𝑟 is a prescribed vertical structure normalized such that
∫ 𝜂+𝜂̂−ℎ 𝐹𝑏𝑟(𝑧′)𝑑𝑧′ = 1, and 𝑐𝑏𝑟 is a non-dimensional scaling factor O(0.1).
USM10 considered three arbitrary types of vertical structures 𝐹𝑏𝑟(𝑧′)
with different decay rates. In shallow water, our approach differs from
USM10 in terms of the vertical structure and in magnitude by a factor of
√

2, which is consistent with the different wave breaking height scaling
parameters (𝐻𝑠 vs. 𝐻𝑟𝑚𝑠).

Based on the conservation of momentum, the momentum flux vector
at the ocean surface is given by

𝝉𝑜𝑐 = 𝝉𝑑𝑠 + 𝝉𝑢, (51)

where 𝝉𝑑𝑠 = −𝜌 𝑔∬ 𝑆𝑑𝑠(𝑓, 𝜃)𝒌 𝜎−1𝑑𝑓𝑑𝜃 is the resolved momentum
flux due to breaking in deep water, 𝑆𝑑𝑠(𝑓, 𝜃) is the spectral energy
dissipation due to breaking, and 𝝉𝑢 is the momentum flux supported
by tangential stress and the unresolved part of the wave spectrum. The
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Fig. 1. Results for the idealized shoaling wave spectrum plotted as function ℎ𝑘𝑝 with the shore on the left. (a) Significant wave height, set-down −𝜂, the ratio 𝜂̂𝑚∕𝜂̂, and water depth
, (b) Bernoulli head  and (c–f) pressure  terms (42). The pink, blue, and purple lines are the estimates using the directional wave spectra (WW3), the spectral reconstruction
PWW3), and approximations, respectively.
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

atter can be obtained from the momentum conservation equation on
he air-side 𝝉𝑎 = 𝝉𝑤+𝝉𝑢, with 𝝉𝑎 corresponding to the total wind stress,
nd 𝝉𝑤 = 𝜌 𝑔∬ 𝑆𝑖𝑛(𝑓, 𝜃)𝒌 𝜎−1𝑑𝑓𝑑𝜃 is wave-induced stress. Therefore,
he ocean-side stress can be written as

𝑜𝑐 = 𝝉𝑎 − (𝝉𝑤 − 𝝉𝑑𝑠), (52)

hich is consistent with Breivik et al. (2015) and Wu et al. (2019).
or winds and waves in equilibrium 𝝉𝑤 ≈ 𝝉𝑑𝑠, thus 𝝉𝑜𝑐 ≈ 𝝉𝑎, which
orresponds to the common assumption used for ocean models. The
cean-side stress becomes smaller than the wind stress for developing
aves, and can exceed 𝜏𝑎 for decaying winds. Similarly, 𝝉𝑜𝑐 can deviate
n direction from 𝝉𝑎 for conditions of misaligned winds and waves. In
his study as discussed in Section 2.5.2, 𝝉𝑜𝑐 is approximated as 𝝉𝑎 since
heir magnitude difference is generally small but is introduced here for
ompleteness. We note that Staneva et al. (2017) reported significant
ifferences on storm surge levels produced in the North Sea by 𝝉𝑜𝑐
ompared to 𝝉𝑎.

.4. Idealized shoaling waves

The wave approximations were tested with an idealized wave shoal-
ng experiment using WW3. The shoaling wave test case of WW3
tp1.8) consisting of a linear 1 km long beach profile out to 12 m
ater depth was extended 5 km further offshore with a quadratic
helf profile out to a water depth of 400 m. The offshore boundary
onditions were specified with a directional wave spectrum from an
dealized wind-forced solution close to wind-wave equilibrium with 10
/s winds (Romero, 2019) and 𝐻𝑠 = 2.6 m. The wave spectrum was
llowed to propagate toward the beach without wind forcing. Bottom
5

riction (Ardhuin et al., 2003) and depth-induced breaking (Battjes and
anssen, 1978) were activated with no other source terms. Directional
pectra were saved at selected locations and used to test the WEC
orcing approximations offline. Wave solutions did not include current
ffects on waves. The purpose of this experiment was to demonstrate
he various approximations for an idealized shoaling broadband wave
pectrum starting from deep water. The current profiles used for the
omputations of the pressure and the Bernoulli head are 𝑢(𝑧) = −𝑢𝑠(𝑧),
or convenience because 𝑢𝑠(𝑧) has non-zero second derivatives needed
or some of the terms.
The significant wave height 𝐻𝑠, set-down 𝜂̂, and 𝜂̂𝑚∕𝜂̂ are plotted as
function of the water depth scaled by 𝑘𝑝 in Fig. 1a. The wave height
ecreases sharply in shallow-water due to depth-induced breaking and
ottom friction. The monochromatic set-down 𝜂̂𝑚 is larger than the
roadband value for 1 < 𝑘𝑝ℎ < 2, where 𝜂̂ is small but finite. The
et-down calculated from the spectral reconstruction (PWW3) is in
ood agreement with direct computations with a small positive bias
∼ 20%). The Bernoulli head (39) and pressure (41) generalized for a
ave spectrum given by

= 1
2 ∬

𝜎𝛹 (𝑓, 𝜃)
𝑘 sinh2 𝑘𝐷 ∫

𝑧

−ℎ

𝜕2
𝜕𝑧′2

sinh[2𝑘(𝑧 − 𝑧′)]𝑑𝑧′𝑑𝑓𝑑𝜃 (53)

and

 = 𝑔∬
𝛹 (𝑓, 𝜃)
𝜎

{

tanh[]
sinh[2]

(

− 𝜕
𝜕𝑧

|

|

|𝜂+𝜂̂
+ cosh[2] 𝜕

𝜕𝑧
|

|

|−ℎ

+∫

𝜂+𝜂̂

−ℎ

𝜕2
𝜕𝑧′2

cosh[2 𝑘 𝑧]𝑑𝑧

)

−2𝑘 tanh[]|𝜂+𝜂̂

}

𝑑𝑓𝑑𝜃.

(54)

computed from the resolved spectrum and spectral reconstruction are
plotted against 𝑘 ℎ in Fig. 1b–f. The pressure terms magnitudes (1–4)
𝑝
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Fig. 2. Stokes drift profiles for the idealized wave shoaling solution from deep to shallow water with 𝑘𝑝ℎ varying between 3.5 and 0.2 (a–e) comparing direct broadband
omputations (WW3) against the approximation 𝑢𝑠𝑎, the spectral reconstruction (PWW3), and the monochromatic approximation 𝑢𝑠𝑝. (f) Nondimensional breaking diffusivity profile
𝐹 𝑏𝑟(𝑧) = 𝐾𝑏𝑟(𝑧)∕𝐾𝑏𝑟 calculated from 𝐾𝑏𝑟 in equation ((48) - solid purple line) compared to the three types considered by UMS10.
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re plotted separately in panels (c–f). The corresponding approxima-
ions (40) and (42) shown in purple and estimates from the spectral
econstruction (PWW3) shown in blue, are in good agreement with
he direct computations, with relatively small differences. The spectral
econstruction gives the largest difference for 4 with a negative bias of
0% in intermediate and deep-water. All pressure terms and Bernoulli
ead have maxima in shallow water, with  and 4 being dominant in
eep-water. The corresponding Stokes drift profiles computed from the
esolved directional spectra and spectral reconstruction are compared
o the approximation in Fig. 2 for water depths varying from deep
𝑘𝑝ℎ > 𝜋) to shallow (𝑘𝑝ℎ < 𝜋∕10) in panels (a–e). The Stokes
rift approximation accurately reproduces the broadband computations
ith small deviations near the surface at 𝑘𝑝 ℎ = 0.3 (e). The spectral
econstruction gives errors up 20% in magnitude, with larger errors
ear the surface. The monochromatic approximation misses the shear
ntensification near the surface for 𝑘𝑝 ℎ > 0.3.
The shoaling waves analysis is complemented by the analyzing

tructure of the vertical diffusivity due to wave breaking in shal-
ow water. We compare the different vertical structures of 𝐹𝑏𝑟(𝑧) =
−1 ∫ 𝐾𝑏𝑟(𝑧′)𝑑𝑧′ computed from Eq. (48) against the three types of ver-
ical structures considered by USM10 in Fig. 2f. The vertical structure
f (48) is most similar to the structure Type III of UMS10 with relatively
trong decay near the surface. In contrast, structures Type I and II show
ore gradual decay near the surface. Although the different structures
iffer in shape, all four show qualitatively similar trends over the depth
ange of twice 𝐻𝑠.

.5. Regional model configuration

The coupling framework is evaluated with WW3 and implemented
n ROMS building on the work by UMS10. We used an existing nested
onfiguration in Southern California with a horizontal resolution of 270

(see Figure 1 in Romero et al., 2020). f

6

.5.1. Wave model
The WW3 solutions from Romero et al. (2020), hereafter referred

o as RHM20, were used to evaluate the coupling framework offline.
he solutions cover two one-month-long periods in the Winter 2006
nd Spring 2007. The winter period included periods of strong winds
nd relatively large waves, with surface winds reaching 18 m/s and
𝑠 up to 8.5 m in the open ocean. The model configuration includes
ealistic bathymetry and wind forcing from the Weather Research and
orecasting (WRF) model (Renault et al., 2016). The wave model
as constrained with buoy observations through boundary conditions
nd validated against independent buoys within the domain as de-
cribed in RHM20. The wave model was forced with the wind input
y Ardhuin et al. (2010), the discrete interaction approximation of
he nonlinear energy fluxes (Hasselmann and Hasselmann, 1985), the
aturation-based wave breaking dissipation by Romero (2019), and
ottom dissipation of Ardhuin et al. (2003). Available wave directional
pectra at seven different buoy locations (Diablo Canyon, Harvest,
oleta, Rincon, Anacapa, Santa Monica and San Pedro — see Fig. 1
n RHM20) in water depths between 550 and 20 m for the two periods
ere used to evaluate the wave approximations. We used the corre-
ponding ROMS current profiles from RHM20 at the buoy locations for
he offline computation and validation of the pressure and Bernoulli
ead.

.5.2. Ocean model
The wave approximations and parameterization of the vertical mix-

ng due to breaking waves described in Sections 2.2 and 2.3 were
mplemented and tested in ROMS with the 270 m resolution configura-
ion in Southern California (Renault et al., 2016; Dauhajre et al., 2019;
omero et al., 2020), which includes realistic bathymetry, tides, and

orcing from WRF. The vertical grid has 50 levels in terrain-following
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Fig. 3. Examples of two cases during a large wave event with wave spectra with a single peak at Harvest (left panels, ℎ = 550 m) and Diablo Canyon (right panels, ℎ = 20 m) on
December 28, 2006, at 00:00 h (UTC) during a storm. The significant wave height is 8 and 5 m and the wind speed 19 and 15 m/s, respectively. (a, b) Directional spectra from WW3
solutions (left sub-panels) and spectral reconstruction PWW3 (right sub-panels). The red arrows shows the wind direction. Spectra are plotted with the oceanographic convention
(energy going toward). (c, d) Azimuth integrated spectra (pink) from WW3 and the reconstruction (PWW3 — blue). The saturation level from Romero and Melville (2010) and
the equilibrium range level by Resio et al. (2004) are shown with dashed lines in gray and black, respectively. (e, f) Stokes drift profiles computed from the broadband WW3
pectra (pink) and the spectral reconstruction (light blue) compared to the approximation (𝑢𝑠𝑎, purple) and its constituents (𝑢𝑠𝑒 and 𝑢𝑠𝑝 in dashed red and dark blue, respectively).
otice that in panel (e) the pink line is not visible as it lies below the purple line. The insets in (e) and (f) show the differences relative to WW3.
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r sigma coordinates with vertical grid cell refinement near the surface
nd the bottom. The wave forcing was generated offline from a WW3
olution identical to that described in Romero et al. 2020 except for the
ddition of tidal forcing from non-WEC ROMS output through changes
n water elevation.
To avoid unphysically large waves at the coast for our relatively

oarse ROMS model, particularly around islands with abrupt changes
n water depth, WW3 included depth-induced breaking dissipation (Bat-
jes and Janssen, 1978). This was further supplemented offline with a
epth-dependent wave height limiter according to

𝑠 = min[𝛾 𝐷,𝐻𝑠] (55)

ith 𝛾 = 0.78 (WW3DG). Similarly, the online computed Stokes drift
ransport, surface Stokes drift and wave set-down were also scaled
ffline by a limiting factor 𝐹 2, with 𝐹 = min(1, 𝛾𝐷∕𝐻𝑠) calculated prior
o applying the limiter (55). The power of two for the factor 𝐹 2 is
imensionally consistent with the dependence of the Stokes drift and
et-down on the wave amplitude squared. The 𝛾 factor helped maintain
umerical stability at the coastline but not everywhere. Enabling the
 F

7

epth-limited breaking diffusivity, even for this relatively coarse model
rid, is by far the most effective way to maintain numerical stability and
easonable integration times steps without violating the CFL condition
n ROMS. All WEC runs include both the limiter and the depth-limited
ave breaking diffusivity. Note that the waves do not vanish at the
oundary, which has to be accounted for in the boundary conditions of
OMS at the land interface by imposing zero normal Lagrangian flow.
The ROMS boundary conditions at the shore are free slip and

ero normal flux for non-WEC and zero normal Lagrangian flux for
EC with 𝑢(𝑧) = −𝑢𝑠(𝑧). Open boundaries of the outgoing barotropic
low and surface elevation use shallow gravity wave radiation condi-
ions (Flather, 1976; Chapman, 1985), and the tangential barotropic ve-
ocities use an Orlanski radiation condition (Orlanski, 1976).
rlanski-type radiation boundary conditions are also used for the
aroclinic fields, including tracers, but with additional nudging toward
he parent solution (Marchesiello et al., 2001; Mason et al., 2010).
e subtracted the normal Stokes drift at the boundary from the
nflow of the non-WEC parent used for the nudging of the WEC run.
ollowing Kumar et al. (2015), the outgoing baroclinic flow and tracers
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Fig. 4. (a, d) Examples of mixed wave spectra at San Pedro (ℎ = 472 m, left) and Rincon (ℎ = 22 m, right) on December 10, 2006, at 03:00 h (UTC). The significant wave height
is 1.9 and 1.4 m and the wind speed 6.0 and 7.5 m/s, respectively. (a, b) Directional spectra from WW3 solutions (left sub-panels) and spectral reconstruction PWW3 (right
sub-panels). The red arrows shows the wind direction. (c, d) Corresponding azimuth integrated spectrum (pink) compared to the reconstruction PWW3 (blue). The saturation level
from Romero and Melville (2010) and the equilibrium range level by Resio et al. (2004) are shown with dashed lines in gray and black, respectively. (e, f) Stokes drift vertical
rofiles from the broadband spectrum (pink) and the spectral reconstruction (light blue) compared to the approximation (𝑢𝑠𝑎, purple). The insets in (e) and (f) show the differences
elative to WW3.
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ere weakly nudged with a time scale of 360 days, while the incoming
ormal flow and tracers are strongly nudged with a time scale of
0 min. We carried out several tests with longer nudging time scales for
he incoming flow and tracers which resulted in spurious and apparent
rtifacts at the boundaries of the WEC solutions. For comparison,
he control (non-WEC) run was also tightly nudged despite the fact
hat weakly nudged non-WEC solutions behave reasonably near the
oundaries. Sponge layers of 40 grid cells with a horizontal diffusivity
inearly decreasing from 5 m2/s at the boundary to zero in the interior
ere used for both WEC and non-WEC runs.
ROMS vertical mixing is parameterized with the K-Profile Param-

terization (KPP, Large et al., 1994; Durski and Haidvogel, 2004).
he non-breaking wave-induced mixing from the time derivative of
ean particle displacement variance 𝑘𝑣𝑤, Eq. (26), was included as
n additional source of mixing although it is several orders of mag-
itude smaller than KPP, except at the surface where KPP is zero.
s mentioned before, all WEC runs included vertical mixing due to
epth-limited breaking to help maintain numerical stability at the
 (

8

oastline, particularly for the vertical CFL condition. Deep-water break-
ng diffusivity was not included, except in one of the runs. Additional
ources of WEC mixing due to bottom-drag are not considered in this
tudy. Comparisons between 𝝉𝑜𝑐 and 𝝉𝑎 based on offline computations
rom WW3 solutions at the buoy locations indicated that in general
𝑜𝑐 ≈ 𝝉𝑎 is a good approximation with a few percent in magnitude
xcept in certain areas close to the shore reaching differences of up
o 10% in magnitude due spatial inhomogeneities of the winds. For
he surface momentum flux in ROMS we assume wind-wave equilib-
ium (i.e., 𝝉𝑜𝑐 = 𝝉𝑎) and 𝝉𝑎 is computed with the bulk formulation
escribed in Large and Yeager (2004) and Large (2006). Eq. (52) is
ntroduced in Section 2.3 for completeness. For general applications 𝝉𝑎
hould be computed from the wave model accounting for sea state or
ave age dependence and 𝑆𝑖𝑛 should account for atmospheric stability
ffects including humidity (ECMWF, 2013). Table 1 summarizes the
ifferent model solutions based on the forcing, which are (1) a control

CTL) without WEC, (2) spectral peak monochromatic WEC (WECM)
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Fig. 5. Vertical profile of the Stokes drift direction 𝜃𝑠(𝑧) for the cases shown in Figs. 3 and 4, corresponding to panels (a, b) and (c, d), respectively. The pink, purple, and blue
solid lines correspond to the spectral estimate (WW3), the approximation, and that from the spectral reconstruction (PWW3). The constituents of the approximation 𝑢𝑠𝑒 and 𝑢𝑠𝑝 are
shown in dashed red and dark blue, respectively. The purple dotted line is the approximation using the mean swell direction from the spectral reconstruction for the long wave
information instead of 𝜃, significantly improving the approximation direction at depth.
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Table 1
Summary of the solutions labeled according the forcing, including the control without
WEC and the three separate WEC runs considered.
Run WEC Monochromatic Broadband Deep-Water 𝐾𝑏

CTL
WECM ✓ ✓

WECB ✓ ✓

WECBK𝑏 ✓ ✓ ✓

corresponding to UMS10, (3) broadband WEC forcing within the frame-
work here described (WECB), and (4) WECB with near-surface vertical
mixing due to breaking enabled (WCBK).

3. Results

The results are divided into two subsections: (1) analysis of the
wave approximations and parameterization of the vertical mixing due
to wave breaking, and (2) analysis of ROMS WEC solutions compared
to a control without wave forcing.

3.1. Stokes drift

We begin this subsection by comparing the Stokes drift approxi-
mation against broadband computations using the resolved directional
spectrum from the WW3 regional configuration in California. For the
sake of comparison, we also analyze the Stokes drift obtained with
the spectral reconstruction approach proposed by Kumar et al. (2017).
Examples during a strong wind/wave event in deep (550 m) and
shallower water depth (20 m) are shown in Fig. 3, left and right
panels, respectively. The resolved directional spectra (left sub-panels)
are compared against the spectral reconstruction according to Kumar
et al. (2017) (right sub-panels), referred to as PWW3 following their
labeling. The directional spectrum reconstruction (PWW3), is narrower
than the resolved spectrum. The corresponding azimuth integrated
9

spectra 𝜓(𝑓 ) = ∫ 𝜓(𝑓, 𝜃) 𝑑𝜃 are shown in Figs. 3c, d. The resolved
d spectrum in pink shows a tail of approximately 𝑓−5 within the
evel observed by Romero and Melville (2010) and Lenain and Melville
2017). In contrast, the reconstructed spectrum (PWW3) decays much
aster with increasing frequency, particularly for the shallower case.
The resulting vertical Stokes drift profiles in 3e, f show the spectral

econstruction is missing a significant fraction of the Stokes drift near
he surface for the shallower water case (panel f) because of the
ower energy levels of the spectrum at higher frequencies. The Stokes
rift approximation from this study 𝑢𝑠𝑎 is shown in purple, accurately
atching the broadband computations in deep water (e), with small
ut noticeable errors for the shallower water case (f). As described in
ection 2.1, the approximation 𝑢𝑠𝑎 is composed of two parts: (1) 𝑢𝑠𝑒
hich is based on a vertical scale constrained by the known surface
tokes drift and Stokes transport, and (2) 𝑢𝑠𝑝 calculated using the
eak wavenumber, significant wave height and mean wave direction.
he two components 𝑢𝑠𝑒 and 𝑢𝑠𝑝 are smoothly combined with a ramp
function yielding 𝑢𝑠𝑎. Both 𝑢𝑠𝑒 and 𝑢𝑠𝑝 are shown in Fig. 3e, f with
dashed red and blue lines, respectively. The component 𝑢𝑠𝑒 matches the
pink curve at the surface by design but decays much faster with depth
for 𝑧 < −10 m. In contrast, the monochromatic approximation 𝑢𝑠𝑝 based
on the spectral peak information better matches the pink line at depth,
strongly underestimating the Stokes drift near the surface. The resulting
blended approximation 𝑢𝑠𝑎 giving more weight to 𝑢𝑠𝑒 near the surface
and 𝑢𝑠𝑝 at depth does a good job matching the profiles computed from
directional wave spectra (WW3).

Examples of complex spectra during mixed wind-sea and swell with
strong misalignment are shown in Fig. 4 in deep (472 m, left panels)
and shallower water depth (22 m, right panels). The two spectral peaks
can be clearly seen in the directional spectra (a, b) from both WW3
and the spectral reconstruction (PWW3) with an angle separation of 90
degrees or more. The directional spreading of the swell band is larger
in reconstruction compared to that of the resolved spectra. The corre-
sponding 1D spectra clearly show the two peaks of the wind-sea and
the swell, with the latter containing most of the energy. For this case
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Fig. 6. Scatter plots of the Stokes drift amplitude comparing the approximation (a) and the spectral reconstruction (PWW3 — d) against the broadband computations (WW3)
during two one-month-long periods the Winter 2006 and Spring 2007. The corresponding absolute deviations for Stokes drift amplitude and angle are plotted vs. depth in (b, e)
and (c, f), respectively. The same set of plots for cases without swell (wind-sea only) are shown in (g–l).
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of weak wind forcing, the WW3 spectra (pink) show a tail consistent
with the equilibrium spectrum of ∝ 𝑓−4 by Resio et al. (2004). Under
eak wind forcing the spectrum would be expected to transition to
saturation regime of 𝑓−5 at higher frequencies not resolved by the
odel (Romero and Melville, 2010; Lenain and Melville, 2017; Romero,
019). The reconstructed spectrum (blue) decays much faster with
ncreasing frequency in panel (c) underestimating the Stokes drift near
he surface (e). In contrast, PWW3 overestimates the surface Stokes
rift in (f) despite the fact that the tail of the spectrum is slightly lower
han that of WW3, which is consistent with the narrower directional
 e

10
preading of the wind sea (Webb and Fox-Kemper, 2015). The approxi-
ation 𝑢𝑠𝑎 does a good job matching the broadband computations near
he surface and at depth, but with larger differences at intermediate
epths (−1 > 𝑧 > −10), particularly in Fig. 4e.
Thus far we have focused on the profiles of the Stokes drift mag-

itude. The direction of a Stokes drift profile is constant with depth
nly when the directional wave spectrum is symmetric in azimuth
nd aligned in a particular direction across frequencies, which is often
ot the case for realistic spectra due to misalignment of the longer
ominant waves and the wind or mixed wind-sea and swell (Sullivan
t al., 2012; Lenain and Melville, 2014; Large et al., 2019; Romero
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Fig. 7. Scatter plots comparing approximations (top) and the spectral reconstruction (bottom) against direct broadband computations for 𝜂̂𝑚 (a, d), 𝑎 (b, e), and 𝑎 (c, f) computed
offline at buoy locations with the WW3 and ROMS data from RHM20 month of December 2006 and Spring 2007.
Fig. 8. Scatter plots comparing approximations against broadband computations for the three different approximations of 𝐾𝑣𝑤: iterative (a), monochromatic based on 𝐿𝑚 (b), and
monochromatic based on 𝑘𝑝 (c), and the spectral reconstruction (PWW3). Data are shown for depths between the surface and 60 m depth or the bottom, and were computed
offline with the WW3 and ROMS data from RHM20 month of December 2006 and Spring 2007.
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et al., 2019). Fig. 5 shows the vertical profiles of the Stokes drift
direction 𝜃𝑠 for the examples shown in Figs. 3 and 4. The WW3 Stokes
rift profiles (pink) of the large wave event (Figs. 5a, b) show angle
ariations of about 10 to 15 degrees between the surface and z=-20
, which correlate with the approximation 𝒖𝑠𝑎 but with apprecia-
le differences. The direction of 𝒖 smoothly connects the angles in
𝑠𝑎 o

11
epth of its constituents 𝒖𝑠𝑒 and 𝒖𝑝. In contrast, 𝜃𝑠 for the spectral
econstruction is depth independent because the spectrum only has a
ingle peak leading to larger directional errors near the surface. For
he case of mixed wind-sea and swell the spectral reconstruction gives
xcellent agreement with the full broadband profile 𝜃𝑠(𝑧), while that
f the approximation 𝒖 gives similar trends compared to WW3 but
𝑠𝑎
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Fig. 9. (a) Turbulent kinetic energy dissipation scaled by 𝐻𝑠 and the wave breaking energy dissipation 𝐸𝑑𝑠. Figure from Sutherland and Melville (2015), showing their measurements
color coded by wave age (𝑐∕𝑢∗) along with the data by Terray et al. (1996) and Drennan et al. (1996), 𝑢∗ is the air-side friction velocity, and 𝑐 is the spectrally weighted phase
speed. Note that the data by Terray et al. (1996) and Drennan et al. (1996) were scaled by the wind input instead of the wavebreaking dissipation 𝐸𝑑𝑠. The orange line shows
the analytical profile in Eq. (45). (b) Sample vertical eddy viscosity profiles with near surface enhancement due to wave breaking (dashed purple — Eq. (46)) and without (KPP
— green). The examples shown are for wind speeds of 13 and 19 m/s, 𝐻𝑠 = 8.5 and 4.5 m, and 𝐸𝑑𝑠 = 1.9 and 0.55 W/m2. The inset shows the corresponding 𝐾𝑏𝑟 profiles
normalized by KPP.

Fig. 10. Monthly average circulation at 1 m below the surface (𝑧 = −1 m) in Dec. 2006 with a horizontal resolution of 270 m for (a) the control run without wave forcing and
(b) with broadband WEC forcing (WECB). The corresponding average Stokes drift (𝒖𝑠𝑎) is shown in (c). The average spectral peak monochromatic Stokes drift (𝒖𝑠𝑝) is shown in
(d). The white star shows the location of the Harvest buoy.

12
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Fig. 11. Surface (z = −1 m) current magnitude and EKE differences between: (a, b) broadband WEC (WECB) and the control (CTL), (c, d) spectral peak monochromatic WEC
(WECM) and WECB, and (e, f) WECB with near-surface vertical mixing due to breaking (WECBK) and WECB.
N

with finite errors. The directional error of the approximation at depth
is directly dependent on how well the longer waves are aligned with the
spectrally weighted mean direction 𝜃. This can be improved for mixed
wind-sea/swell conditions by using a mean wave direction weighted
more strongly by the longer waves, or alternatively by using the mean
swell direction from the partition PWW3 instead of 𝜃 as shown in Figs. 5
ith dotted purple lines.

The Stokes drift approximation was examined more thoroughly with
he WW3 solutions from the two one-month-long periods, in December
006 and the Spring 2007 (RHM20). The available wave spectra from
he seven locations were used for this analysis. Bulk comparisons of
he Stokes drift magnitude between the approximation (𝑢𝑠𝑎) and the
pectral reconstruction (PWW3) against the broadband computations
re shown in Figs. 6a, d, respectively. The data for all depths (𝑧 >
ax[−30,−ℎ]) are included. There is considerably more scatter in
he spectral reconstruction compared to the approximation (𝑢𝑠𝑎). The
normalized root-mean-square error (NRMSE) and the normalized bias
(NB) defined as:

NB(𝑋) =
∑

𝑋 −𝑋𝑟𝑒𝑓
∑ (56)

𝑋𝑟𝑒𝑓

13
and

RMSE(𝑋) =

(
∑

(𝑋 −𝑋𝑟𝑒𝑓 )2
∑

𝑋2
𝑟𝑒𝑓

)1∕2

, (57)

where 𝑋 is a given variable with known reference value 𝑋𝑟𝑒𝑓 (Ardhuin
et al., 2010), are indicated in each panel. The Stokes drift approxi-
mation gives a NRMSE of 9% and no bias, whereas for the spectral
reconstruction NRMSE = 26% and NB = −1%. These comparisons are
dominated by the Stokes drift near the surface where the magnitude
is largest. The same comparisons for cases without background swell
shown in Figs. 6g, j give smaller errors by a 2% except for the bias of
spectral reconstruction increasing in magnitude with NB = −4%.

The vertical distribution of the absolute magnitude differences of
the Stokes drift approximation and the spectral reconstruction against
(PWW3) against the spectral calculation are shown in Figs. 6b, e,
respectively. The Stokes drift approximation shows the largest ampli-
tude errors at about 2 m below the surface. In contrast, the spectral
reconstruction gives the largest errors near the surface, spanning a
much wider range than that of the approximation, which is consistent
with the scatter shown in 6a, d. However, the vertical profile of angle
deviations from the spectral calculation are on average larger for the
Stokes drift approximation compared to the spectral reconstruction
shown in Figs. 6c, f. The average RMS angle deviations are 6 ◦ and 3 ◦
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Fig. 12. Monthly eddy kinetic energy (EKE), and relative vorticity 𝜁∕𝑓 and divergence 𝛿∕𝑓 variance at 1 m below the surface (𝑧 = −1 m) for Dec. 2006 with a horizontal
esolution of 270 m. The control (CTL) run without wave forcing is in (a–c) and the WEC run in (d–f).
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or 𝑢𝑠𝑎 and PWW3, respectively, which are indicated with dashed lines
Fig. 6e, f). Excluding the cases with background swell, the vertical
rrors of the Stokes drift approximation are slightly reduced for the
mplitude and significantly reduced for the direction without several
utliers (Figs. 6h, i). The vertical distribution of the Stokes drift error
or the spectral reconstruction without background swell (Fig. 6k, l) is
early unchanged for the magnitude and only slightly improved for the
irection near the surface.
This analysis shows that neither method is perfect but the method

ere described captures most of the variability of the Stokes drift. The
pectral reconstruction does best in terms of directionality at depth
or mixed wind-sea/swell conditions. Near the surface where most of
he Stokes drift is contained, the errors of the spectral reconstruction
an be substantial in both magnitude and direction. As shown earlier,
he directional error of Stokes drift approximation in the presence of
background swell can be reduced by using the swell direction, when
vailable.

.2. Set-down, Bernoulli head, and quasi-static pressure

The set-down comparing the monochromatic and the spectral re-
onstruction estimates (PWW3) against direct computations from the
esolved spectra are plotted in 7a, d, respectively. Both the NB and
RMSE are about 40% for the monochromatic values and 20% for the
pectral reconstruction. Our WEC implementation with ROMS uses 𝜂̂
rom WW3. The ratio 𝜂̂𝑚∕𝜂̂ is used for the computation of 𝑎. The set-
own for the data here analyzed is negligible except for the cases in
elatively shallower water (ℎ = 20 m). The corresponding Bernoulli
14
ead and pressure approximations evaluated offline against direct com-
utations from resolved spectra are shown in Figs. 7b, c. There is a
ood correspondence between the two sets with NB of 13% and -4%,
nd NRMSE of 14% and 7%, for 𝑎 and 𝑎, respectively. The spectral
econstruction (Fig. 7e, f) gives slightly smaller errors for the Bernoulli
ead and much larger errors for the quasi-static errors of about 50%
or both NRMSE and NB.

.3. Vertical mixing due to non-breaking unsteady waves

We proceed to analyze the different approximations of the wave-
nduced vertical diffusivity due to unsteady waves (26). Fig. 8a–c shows
scatter plot comparing the approximations to the direct estimates of
𝑣𝑤 from the directional spectrum. The iterative method, monochro-
atic based on mean wavelength 𝐿𝑚, and monochromatic based on
he peak wavenumber are shown in panels (a–c), respectively. The
terative method gives the smallest errors with NRMSE = 9% and a
mall positive bias NB = 5%, both of which increase to NRMSE = 11%
nd NB = 7% for the method based on 𝐿𝑚. The approximation in terms
f 𝑘𝑝 gives the largest errors with NRMSE = NB = 35%. In practice,
he iterative method would require the depth-integrated vertical parcel
isplacement 𝑅2

𝑣𝑤 (Eq. (29)), which is not a standard output parameter
f WW3. However, 𝐿𝑚 is an optional output parameter of WW3 and can
e used to approximate 𝐾𝑣𝑤 along with 𝐻𝑠 with relatively small errors.
Alternatively, 𝐻𝑠 and 𝑘𝑝 can be used to approximate 𝐾𝑣𝑤 but with sub-
stantial errors. The corresponding values calculated from the spectral
reconstruction gives much larger errors (Fig. 8d) with NRMS=59% and
a positive normalized bias of 38%.
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Fig. 13. Filtered vorticity (a) and divergence (b) monthly variance differences between the WEC and control solutions, respectively. The corresponding differences between WEC
runs for WECM-WECB and WECBK-WECB are shown in (c, d) and (e, f), respectively. The vorticity and divergence were calculated at 1 below the surface. The variances were
smoothed with an isotropic 20 km low-pass filter.
3.4. Vertical mixing due to wave breaking

Here we demonstrate the parameterization of the vertical mixing
due to wave breaking. The non-dimensional TKE dissipation profile
(45) is plotted on the figure of SM15 in Fig. 9a. The SM15 data, color-
coded by wave age, includes near-surface measurements obtained with
an infrared stereo camera system. Our profile approximately matches
the measurements at lower wave ages and does not account for the
large dissipation values closest to the surface. The large dissipation
values are confined to a thin layer with a small contribution to the
depth-integrated dissipation. Fig. 9b shows two examples of the vertical
mixing with and without the contribution due to wave breaking. The
two cases shown are in deep-water with conditions with wind speeds of
13 and 19 m/s,𝐻𝑠 = 8.5 and 4.5 m, and 𝐸𝑑𝑠 = 1.9 and 0.55 W/m2, with
the stronger forcing case corresponding the profile with larger vertical
mixing. The contribution of 𝐾𝑏𝑟 closest to the surface 2–6 for times the
magnitude of KPP for these examples as shown in the inset.

3.5. Wave effects on currents

In this subsection, one-month-long ROMS solutions for the regional
configuration are analyzed in terms of the mean circulation, eddy
15
kinetic energy, and current gradients. The purpose of this analysis is
to highlight some of the impacts of due to WEC. We compare different
WEC solutions against one another and the control without WEC.
A detailed analysis of WEC at submesoscales in the open ocean is
described in Hypolite et al. 2021.

The average circulation at 1 m below the surface for the month of
December 2006 is shown in Fig. 10a, b, corresponding to the control
(CTL) and broadband WEC (WECB) solution, respectively. The corre-
sponding monthly average Stokes drift velocity at 𝑧 = −1 m is mapped
in Fig. 10c, reaching a magnitude of 5 cm/s due to the Southeast in the
open ocean. This is consistent with the predominant wind forcing from
the Northwest. There is an obvious contrast for the surface Stokes drift
in the open ocean compared the Southern California Bight, which is
sheltered by the abrupt change of the coastline at Point Conception and
the islands. Therefore WEC is expected to be most significant outside
the Bight from increased exposure to wave forcing.

The monthly circulation of the control and the WEC solution are
very similar both in the open ocean and sheltered areas, with a few
noticeable differences (Fig. 11a). The largest differences are primarily
due horizontal mismatch of the mesoscale mean circulation, which can
be seen in patterns with alternating sign surrounding the mesoscale
flow. North of point conception there is an increase of the mean
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Fig. 14. Time series of surface wind speed (a), resolved surface Stokes drift (b), and Turbulent Langmuir number (c) at Harvest (see Fig. 10) during the month of December 2006.
w

circulation along the perimeter of the coast and a reduction of the
mean current further offshore over areas exposed to the incoming
wave energy. The mean circulation from the other solutions (WECM
and WECBK) are also very similar and therefore are not shown. For
reference, the average spectral peak monochromatic Stokes drift at
𝑧 = −1 m is shown in Fig. 10d being about half of the broadband mean
in open ocean (Fig. 10c). The difference in mean current magnitude for
WECM and WECBK relative to WECB are shown in Fig. 11c, e. Again the
differences primarily show structural differences around the mesoscale
circulation. The mean circulation for WECM is more similar to WECB
compared to WECBK, which shows largest differences. The WECBK
solution gives a reduction of the current amplitude over the Santa
Barbara Eddy (i.e., the cyclonic circulation within the Santa Barbara
Channel). Suggesting that vertical shear is important for the eddy.

The eddy kinetic energy EKE defined as EKE = 1
2 [⟨𝑢

′2
⟩ + ⟨𝑣′2⟩],

with 𝐮′ = 𝐮 − ⟨𝐮⟩ corresponding to the current anomaly and the
brackets denoting the temporal monthly average, is shown at 1 m
below the surface for CTL and WECB in Figs. 12a, b. Overall, the
large-scale EKE pattern is again very similar between the two runs
with minor qualitative differences. Differences in EKE between WECB
and CTL in Fig. 11b are primarily due to the misalignment of the
large-scale circulation. There is a coherent reduction in EKE due to
WEC along the coast north of Point Conception in the Santa Maria
Basin. The monochromatic WEC forcing compared to WECB gives on
average increased surface EKE (11d). In contrast, the vertical diffusivity
due to breaking on average reduces the near surface EKE (11e). This
shows that WEC forcing here considered has relatively small impacts
on the mean circulation and the mesoscale current variability the ocean
surface for the relatively short model integration of one month with
tightly nudged boundaries toward the parent solution.

We further explore the impacts of WEC on small-scale current
variability starting with monthly variances of the vorticity (𝜁 = 𝑣𝑥 −
𝑢𝑦) and divergence (𝛿 = 𝑢𝑥 + 𝑣𝑦) also computed at 1 m below the
surface for CTL and WECB (Figs. 12c–f). The vorticity variance is larger
than that of the divergence by about a factor of 2 for both WEC
and the control solution. Both the vorticity and divergence variances
are enhanced in the open ocean by WEC compared to the control.
The increase of the variances is most evident in the lower-left area

of the model configuration. To better assess the WEC impacts, the

16
variance fields were smoothed with a 20 km isotropic low-pass filter
and directly compared through the differences (WEC minus the control)
which are shown in Figs. 13a, b, corresponding to the vorticity and
divergence fields, respectively. WEC on average increases the vorticity
and divergence variances, particularly in the open ocean with increased
exposure to wave forcing. However, these effects are partially reduced
for the spectral peak monochromatic WEC forcing 13c, d or when the
vertical mixing due to wave breaking is included 13e, f, in particular
for the surface divergence.

The WEC effects on the surface current variability are further ana-
lyzed with respect to the Turbulent Langmuir Number 𝐿𝑎𝑡 =

√

𝑢𝑤∗ ∕𝑢𝑠(0),
hich was introduced by McWilliams et al. (1997) to characterize

Langmuir turbulence of Large Eddy Simulations (LES) with 𝑢𝑤∗ corre-
sponding to the water-side friction velocity. Our ROMS solutions are
hydrostatic and larger scale, yet it is reasonable to expect that the
impacts of WEC can be characterized to some extent with 𝐿𝑎𝑡. As a
starting point, we consider the time series of wind speed, resolved
surface stokes drift and 𝐿𝑎𝑡 at Harvest in the open ocean (Fig. 14).
The location of the Harvest buoy is indicated with a white start in
Fig. 10. There are three events with wind speeds exceeding 15 m/s
and resolved surface Stokes drift exceeding 15 cm/s, with the largest
wind/wave event toward the end of the month. 𝐿𝑎𝑡 varies between 0.2
and 1, but generally asymptotes toward 0.3, which is representative of
the Langmuir Turbulence regime (McWilliams et al., 1997). The lowest
values of 𝐿𝑎𝑡 happen between storms when the wind speed is small and
the Stokes drift is relatively large. During the three large wind events,
𝐿𝑎𝑡 approaches 0.3 but generally remains just above it.

Taking the time series at Harvest as representative of the synoptic
wave forcing conditions, we sorted the model data into two groups to
compute ensemble statistics: a strong wave forcing group with 𝐿𝑎𝑡 <
0.37 (𝐿𝑎𝑡1 ), and a weak wave forcing group with 𝐿𝑎𝑡 > 0.37 (𝐿𝑎𝑡2 ).
The threshold of 0.37 is arbitrary but small changes to the threshold
do not affect the results of the analysis. The resulting maps for the
average 𝐿𝑎𝑡 are shown in Fig. 15a, b. In the open ocean ⟨𝐿𝑎𝑡⟩ is about
0.33 and 0.43 for the strong (𝐿𝑎𝑡1 ), and weak (𝐿𝑎𝑡1 ) wave forcing
cases, respectively. The corresponding filtered vorticity and divergence
variance differences between WECB and non-WEC are shown in panels
c, d and e, f, respectively. The vorticity and divergence variances due to

WEC are largest for the group with the lower 𝐿𝑎𝑡 in the open ocean. In
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Fig. 15. Filtered vorticity and divergence variance differences between the WEC and control solutions as in Fig. 13 for periods with different forcing conditions based on a 𝐿𝑎𝑡
threshold of 0.37 in the open ocean at Harvest (Fig. 14). The average 𝐿𝑎𝑡 maps for the two ensembles are shown in (a, 𝐿𝑎𝑡1 ) and (b, 𝐿𝑎𝑡2 ) with mean values in the open ocean
of about 0.33 and 0.43, respectively. The corresponding maps of filtered vorticity and divergence monthly variance differences between WECB and the control solution are shown
in (c, d) and (e, f), respectively. The relative differences between the two groups plotted as percentage are shown in (g) and (h) for the vorticity and divergence variances,
respectively.
contrast, the impacts of WEC on the vorticity and divergence variances
within the Southern California Bight are generally small where 𝐿𝑎𝑡 is
large. The relative variance differences between the two groups for
WECB (Figs. 15g, h) show no bias for the vorticity and a positive bias
for the divergence with values of up to +120% corresponding to larger
divergence variance for the group with larger wave forcing (𝐿𝑎𝑡1).
This shows that although the current gradient variability differences
relative to the control are inversely related to 𝐿𝑎𝑡, the current gradient
variability for the WECB run at low 𝐿𝑎𝑡 is increased only for the
divergence offshore.

The work by Hypolite et al. (2021) investigates WEC in the open
ocean at submesoscales in more detail, including higher horizontal res-
olution, comparing conditions with remotely generated swell vs locally
forced wind waves. Their analysis shows that WEC impacts increase
17
with increasing model resolution. They also show that WEC enhances
the near-surface velocity and density gradients, but locally generated
waves additionally result in a sink of surface buoyancy gradients from
the onset of small-scale structures with strong current gradients and
vertical velocities.

4. Summary and discussion

We presented a set of wave approximations and a parameteriza-
tion of the vertical mixing due to wave breaking for coupled wave–
ocean models within the wave-average framework by McWilliams et al.
(2004). The proposed framework is well suited for coastal applications,
not limited to deep-water or narrowband waves, and is significantly
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more efficient, and accurate to a certain extent, than the spectral
reconstruction approach proposed by Kumar et al. (2017). The approx-
imations were demonstrated offline with solutions from WW3 for an
idealized shoaling wave spectrum and validated with model data from
a realistic regional model configuration in Southern California. The
approximation of the Stokes drift uses a two-scale approach to handle
misaligned winds and dominant waves and mixed wind-sea and swell
conditions. The Stokes drift approximation gives overall smaller errors
in magnitude with NRMSE = 9% compared to the spectral reconstruc-
tion of Kumar et al. (2017) based on a JONSWAP spectrum with NRMSE
of 26%. In terms of direction, the proposed approximation gives smaller
errors near the surface but larger errors at depth compared to the
spectral reconstruction, especially in conditions with mixed wind-sea
and swell. The Bernoulli head approximated monochromatically using
the spectral peak information (UMS10) and the spectral reconstruction
was shown to give errors of about 14% and 8%, respectively. The
quasi-static pressure based on a two-scale approach resulted in NRMSE
of 7% and a bias of −4%, whereas the spectral reconstruction gives
much larger errors approaching 50%. Approximations of the wave-
induced vertical diffusivity due to the time-rate of change of particle
displacement square resulted in errors of 11% or smaller, increasing to
35% for the monochromatic approximation based on the spectral peak
information and larger errors (59%) for the spectral reconstruction.

We implemented the wave approximations and vertical mixing
parameterization due to breaking in ROMS building on the work by
UMS10. The wave parameters used for the conservative ROMS WEC
forcing files are 𝐴𝑤, peak wave period 𝑇𝑝, 𝜃̄, surface and depth-average
tokes drift vector, and set-down adding to a total 8 parameters which
s exactly twice the number of parameters used by the original code
f UMS10 for non-conservative WEC forcing. A similar number of
arameters is needed for a spectral reconstruction and two spectral
ands (wind-sea and swell). A total of 8 parameters is relatively small
ompared to 500 or more for a full spectral coupling, depending on the
esolution of the directional spectrum of the wave model. In terms of
omputation our WEC implementation is slower than the original code
f UMS10 by about 20%. This a relatively small additional cost when
ompared to the spectral reconstruction approach or a full 2d spectrum
xchange from the wave model for which the WEC terms have to be
omputed for all spectral components and added together, effectively
ncreasing the number of operations by a factor NF×ND, with NF and
D corresponding to the number of frequencies and directions used to
iscretize the wave spectrum in ROMS. To compute the WEC terms
pectrally with a 15 degree resolution (ND = 24) and 20 frequencies
he cost would increase by a factor of 500, which is prohibitive at the
oment for realistic applications.
The new WEC framework was tested with a regional configuration

orced offline with WW3. A one-month-long solution in Southern Cal-
fornia with a horizontal resolution of 270 m was compared against a
ontrol solution without wave forcing. WEC impacts on the monthly
verage near-surface circulation and eddy kinetic energy are small.
EC impacts are most significant at small scales increasing surface
urrent gradient variability, with larger impacts when the Turbulent
angmuir number is small. The surface current gradient variability
nhancement due to WEC near the surface is partially reduced when
he vertical mixing due breaking is included. Similarly, WEC impacts
n surface current variability are larger for broadband WEC forcing
ompared to the spectral peak monochromatic approach.
The proposed wave approximations improve upon the work by

MS10 by accounting for finite spectral bandwidth, not limited to
nly using the spectral peak information. This allows for the modeling
f wave effects on currents more realistically including conditions of
ixed wind-sea and swell. The Stokes drift approximation makes no
ssumption about the spectral shape, unlike other studies that impose
r assume a spectral shape (e.g., Breivik et al., 2014; Kumar et al.,
017). The proposed approximation is the only one to this day that
s both performant and realistic for broadband spectra. Ultimately,
18
EC forcing ideally should be computed directly from the directional
ave spectrum at the expense of significantly increasing the amount
f information exchanged across models and computation, but is not
easible for realistic configurations. The current approach allows for the
nvestigation of wave–current interactions seamlessly across the open
cean, continental shelf, inner-shelf and surf zone. Future applications
nclude investigation of WEC on material transport and dispersion (e.g.,
omero et al., 2013, 2016) , including cross-shelf and air–sea exchange.
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