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Continuous rise in cloud computing and other web-based services
propelled the data center proliferation seen over the past decade.
Traditional data centers use vapor-compression-based cooling
units that not only reduce energy efficiency but also increase
operational and initial investment costs due to involved redundan-
cies. Free air cooling and airside economization can substantially
reduce the information technology equipment (ITE) cooling power
consumption, which accounts for approximately 40% of energy
consumption for a typical air-cooled data center. However, this
cooling approach entails an inherent risk of exposing the ITE to
harmful ultrafine particulate contaminants, thus, potentially reduc-
ing the equipment and component reliability. The present investiga-
tion attempts to quantify the effects of particulate contamination
inside the data center equipment and ITE room using computa-
tional fluid dynamics (CFD). An analysis of the boundary condi-
tions to be used was done by detailed modeling of ITE and the data
center white space. Both two-dimensional and three-dimensional
simulations were done for detailed analysis of particle transport
within the server enclosure. An analysis of the effect of the primary
pressure loss obstructions like heat sinks and dual inline memory
modules inside the server was done to visualize the localized parti-
cle concentrations within the server. A room-level simulation was
then conducted to identify the most vulnerable locations of particle
concentration within the data center space. The results show that
parameters such as higher velocities, heat sink cutouts, and higher
aspect ratio features within the server tend to increase the particle
concentration inside the servers. [DOI: 10.1115/1.4053363]

1 Introduction

Data center energy consumption continues to rise with increas-
ing computational, storage, and networking demands due to devel-
opments in Artificial Intelligence and machine learning, bitcoin
mining, and cloud computing. While cooling technologies like dielec-
tric fluid immersion cooling (single-phase and two-phase) [1–3] and
direct-to-chip liquid cooling using cold plates [4,5] are being used to
dissipate significantly high heat fluxes, air cooling still dominates the
data center cooling industry, and it might continue as such.

Conventional air-cooled data centers operate year-round using
mechanical cooling without taking the advantage of seasonal or
local climatic conditions to cool the information technology
equipment (ITE). Airside economization or free air cooling can
accomplish this by bringing outside air at low ambient tempera-
ture and relative humidity to reduce the compressor work partly or
completely for a major part of the year, thus, saving energy
expenditure. The ASHRAE T.C.9.9 subcommittee on Mission
Critical Facilities, Data Centers, Technology Spaces, and Elec-
tronic equipment expanded the recommended thermal and humid-
ity envelopes, thereby, allowing short excursions into the
allowable regions A1–A4, as shown in Fig. 1, and an increase in
the number of economizer hours. While companies like Microsoft
and Facebook have been able to achieve power usage effective-
ness values as low as 1.1 using free air-cooling methods in geog-
raphies with favorable climatic conditions throughout the year,
many data center administrators are still reluctant to implement
airside economization [6–9]. This is owed to the inherent risk of
introducing fine particulate and corrosive gaseous contaminants
along with the outside air. For data centers using airside econo-
mization for cooling, ASHRAE recommends a minimum effi-
ciency reporting value (MERV) 11–13 filters for outside air
filtration and MERV 8 filters for continuously filtering data center
indoor air [10]. A summary of the contaminant arresting effi-
ciency of various MERV filters is shown in Fig. 2.

The issue being investigated in this study is utilizing tools like
computational fluid dynamics (CFD) for data center particle flow
visualization and addressing the lack of studies that specifically
look into issue data center contamination. It is extremely difficult
to otherwise, conduct tightly controlled experiments with particle
visualization and particle generating equipment, where the cost
can reach hundreds of thousands of dollars for the state-of-the-art
equipment. The authors, therefore, propose using CFD tools that
use well-established particle and flow interaction correlations to
simulate the contaminant flow in data center flow boundary condi-
tions. The challenging part of simulating particle flow inside the
servers and data center is the presence of a multitude of bluff
bodies of varying geometries that produce eddies that produce
numerous adverse pressure gradients around these objects. Based
on an extensive literature review, it was identified that a knowl-
edge gap exists in terms of an approach to identify discrete loca-
tions of particle accumulation inside the ITE and at the data
center level. The issue of data center contamination due to settled
particulate matter has been mostly discussed in the form of case
studies, from a risk assessment point of view, and mostly
addresses the best practices to mitigate harmful contaminants
[11,12]. The current literature is dominated by empirical studies
that have investigated the failure modes and failure mechanisms,
dominated by corrosion studies at printed circuit board level and
interconnect level. Particle-laden flow, in general, has been stud-
ied widely for commercial buildings and indoor residential envi-
ronments owing to the high risk to the occupants [13–15].

The results investigated in this study are divided into two main
sections: particle flow patterns at the ITE level and particle flow
pattern analysis at room level. This study is an extension of the
authors’ previously published work where a simplified model of a
raised floor data center space was developed to visualize particle
transport at room level [16]. A similar approach was used in this
study, where a transient CFD analysis was done for simplified
two-dimensional (2D) and three-dimensional (3D) models of the
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servers with large obstructions like heat sinks, dual inline memory
modules (DIMMs) were created for different server configura-
tions. The flow and particle transport models were studied from
existing literature on particle transport in ducts and 2D channels
and 3D ducts with and without obstructions. This enabled the
authors to significantly simplify the problem and formulate a set
of assumptions that closely matched the flow characteristics inside
a real server. The particle dispersion results were reported by ana-
lyzing the time spent by a specified particle mass flow rate in the
flow domain, the particle mass entering and leaving the domain at
a steady-state, and the average instantaneous particle volume frac-
tion in the domain. Further analysis was also done to identify and
compare various geometries and heat sink configurations from a
thermal point of view to ascertain the tradeoffs in thermal per-
formance and particle accumulation.

2 Numerical Method

Particle-laden flow is a common phenomenon for many practi-
cal daily indoor and technical applications. CFD enables detailed
prediction of complex fluid flows by discretizing complex geometries
into smaller regions and numerically solving the desired flow charac-
teristics in these individual discretized regions. Commercially avail-
able CFD codes have made it easier to visualize complicated flow
phenomena like particle–particle interactions and particle-flow inter-
actions. The Lagrange–Euler approach has been proven to solve mul-
tiphase particle-laden flows. This approach uses Reynolds-averaged
Navier–Stokes (RANS) equations to solve the continuous or carrier
phase and the dispersed or particle phase is resolved by Lagrangian
tracking. The CFD code was chosen based on its extensive abilities
in resolving particle–particle, particle–flow interactions, and accurate
mathematical models in simulating turbulence involved in particle
flow. As described in ANSYS FLUENT theory guide [17,18], the continu-
ous phase is calculated using the RANS equations as given below:

r:u ¼ 0 (1)

@u

@t
þ q u:rð Þu ¼ �rp þ gDu �r:sRS þ f D (2)

where u and p are the average velocities of continuous (air) and
discrete (particle) phases. The second term on the left-hand side in

Eq. (2) represents the Reynolds stresses which are modeled using
the eddy-viscosity approach. In this study, the standard j–x
model was used to model kinetic energy and turbulent dissipation.
Equations (3)–(5) are solved to obtain the particle force balance
and particle trajectories of particles of mass mp

mp
dup

dt
¼
X

Fi (3)

X
Fi ¼ FD þ FB þ FG (4)

mp
dup

dt
¼ mp

u� up

sr
þ mp

uðqp � qÞ
qp

þ F (5)

3 Methodology

To generalize the CFD results of particle dispersion, a set of
assumptions was formulated that would most closely match flow
parameters and conditions in a typical air-cooled data center. The
overall simulation setup including the inputs required for particle-
phase, turbulence model used, and type of boundary conditions
applied, stays the same for 2D, 3D as well as room-level simula-
tions. The range of particle diameter considered in this study is
between 10 lm and 0.01 lm with a mean diameter of 5 lm. A
total of 15 different diameters were generated between this range
to judge the dispersion of well-distributed particle sizes in the
flow domain. Various cases that have been simulated are tabulated
in Table 1 and an example of simplified 2D geometries analyzed
is shown in Fig. 3. These cases were simulated with two-particle
densities and two different flow velocities. The particle densities
chosen were 1550 kg/m3 and 4000 kg/m3, and the velocities were
chosen to be 0.8 m/sec and 2.5 m/sec. The densities and were cho-
sen based on data from literature of most pervasive and corrosive
ionic salts and particulate matter [19]. The cases with multiple
geometries were sliced to form sweepable faces for a structured
grid. The maximum mesh count among all the 2D cases was
439,000 which is significantly lower than that obtained in the 3D
model case. For 3D simulations, using similar meshing operations,
the maximum grid count of 2.6� 106 was obtained.

Fig. 1 ASHRAE 2015 temperature guidelines showing the recommended and allowable ranges for
temperature and humidity for data centers
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4 Results and Discussion

The results presented in this section are divided into results
from 2D simulations, results obtained from 3D simulations, and
results for room-level simulations. The results obtained from 2D
simulations were also compared with 3D simulations to quantify
the discrepancy between the results. To resolve the near-wall
boundary layers at higher velocities, inflation layers were used as
shown in Fig. 4.

4.1 Two-Dimensional Results for Information Technology
Equipment

4.1.1 Sharp-Edged Heat Sink Versus Curve Edged. A lot of
heat sinks are manufactured with curved edges, especially for

Fig. 2 Summary of different MERV filter efficiency and their particle arrestance efficiency at varying
particle diameters

Table 1 Description of simulated cases

S. no. Case type

1 Two heat sinks inline
2 Two heat sinks side by side
3 Heat sink with round edge
4 Heat sink with sharp edges
5 Blade server
6 Staggered heat sink arrangement
7 Heat sink with cutout

Fig. 3 Examples of the simplified 2D geometries of servers
and boundary conditions used for simulations showing (a) heat
sink and DIMMs and (b) heat sinks in line from the side view
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servers requiring very high airflow rates, to reduce the overall
pressure drop in the system. This decelerates the flow at the cor-
ners, keeping the turbulent mixing between the fins for effective
heat removal. In this case, 2D geometries were designed with
dimensions equivalent to that of a 2 U server and a heat sink
height of 7.8 cm. As seen in Figs. 5(a) and 5(b), for sharp-edged
heat sink, more particle diameters were present on the heat sink in
sharp edge than in the case of the round edge heat sink. Also, as
opposed to that, more particle diameters were present between
heat sinks in case round-cornered than sharp edge heat sink Fur-
thermore, a greater number of the particles moved toward the top
of the server for the round edge heat sink. A comparison of parti-
cle flow parameters is given in Table 2. It can be concluded that
more particles stay in the flow domain for sharp-cornered heat
sinks. This can be attributed to the fact that sharp edges tend to
shed more vortices, trapping the particles of larger diameters
around them due to the centrifugal forces. This has also been
reported in the published literature.

4.1.2 Heat Sink Side by Side Versus in-Line. As seen in
Figs. 6(a) and 6(b), high particle residence time was obtained at
the walls of in-line heat sinks toward the rear end of the server.
Other locations of relatively higher residence time were between
the heat sink and the DIMMs. Another inference that can be made

from Fig. 6(b) is that solid obstructions behind the heat sinks with
greater depth do not create large turbulent eddies or any vortex
shedding when compared to square or circular obstructions. It can
thus be pointed out that there might be a greater probability of
finding settled particulate matter toward the rear end of the servers
of similar geometries. These regions mostly contain drive back-
planes, power supplies, drive fillers, etc. Table 3 shows the com-
parison particle summary for both the cases discussed in this
section. Here, it can be noted that for both cases, the maximum
time spent by the particles in the flow domain was identical, but
the average time was more in the case of heat sinks located side
by side.

4.1.3 Effect of Velocity. Figures 7(a) and 7(b) show the
impact of increasing inlet velocity on particle accumulation, two
different values of velocities were chosen from published litera-
ture [20]. The particle residence time plots depict that for lower
velocity values, particles spend more time in the flow domain and
for high velocity, particles spend more time on the surfaces. This
phenomenon holds when compared to the conclusions made by
Frankenthal et al. [21]. No deposition on the top or bottom wall
for high velocity was observed until the flow reaches the second

Fig. 4 Inflation layers created at the walls to capture near-wall
velocity gradients and particle concentrations

Fig. 5 Particle diameters in the flow domain for dispersion
from (a) sharp and (b) round-edged heat sinks

Table 2 Particle summary for the sharp edge and
curved edge heat sink

Sharp edge

Parameter Value
Total mass injected 5� 10�20 kg
Escaped outlet 3.9� 10�16 kg
Max time in domain 2.36� 10�1 sec
Min time in the domain 4.93 sec
Curved edge
Parameter Value
Total mass injected 5� 10�20 kg
Escaped outlet 4.5� 10�20 kg
Min time in the domain 2.30� 10�1 sec
Max time in the domain 4.64 sec

Fig. 6 Particle residence time in the flow domain for (a) in-line
heat sinks and (b) side by side heat sinks
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set of DIMMs. The comparison of residence time and mass trans-
fer through the outlet in both cases is shown in Table 4.

4.1.4 Effect of Heat Sink Cutouts. Cutouts can be provided on
narrow as well as high form factor heat sinks to reduce system

pressure drops. To observe the effect of change of geometry
within the heat sink, a heat sink cutout was provided at the center
of the sink as shown in Fig. 8. As can be seen in Table 5, the heat
sink cutout caused a reduction in total mass escaping the outlet
meaning more particles are trapped within the flow domain.
Although the total reduction might seem a very small number, this
can be significantly higher over hours of operation. This increase
in particle count within the flow domain might be due to a reduc-
tion in total static pressure value around the fins which might
cause a local deposition of particles in the surrounding region.
This was also observed in particle residence time plots.

4.2 Results for Three-Dimensional Simulations. To com-
prehend the error in values obtained using 2D geometries for sim-
plification instead of 3D geometries, the percentage variation in
velocity and a visual comparison of the particle flow pattern were
carried out. Figure 9 shows the velocity contours of 2D and 3D
models of a server same geometric parameters. It can be seen that
the airflow patterns in both cases are near similar, which is impor-
tant from a particle dispersion point of view. The maximum veloc-
ity magnitude in the 2D case was 2.47 m/s and 1.69 m/s for the 3D
model case. This means that the 2D simulations show approxi-
mately a 30% increase value of velocity values. Observing the
particle tracks in Fig. 10, it was seen that the regions of maximum
particle concentration were found in the trailing region behind
both the heat sinks for both 2D and 3D modeling cases. This
implies that while the simplification of using 2D models might not
be accurate, it can aid in visualizing particle tracks with reduced
computation time and resources.

Figure 11 shows the impact of server flow hood on particle dis-
persion within the server. Flow hoods and baffles are used in serv-
ers to force the airflow through the heat sinks for maximum heat
transfer and reduce the thermal shadowing effect between two
heat sinks place inline. It was seen from simulations that in pres-
ence of flow hood the particle-laden airflow disperses more as the

Table 3 Particle summary for heat sinks arranged
side by side high density and inline

Inline heat sinks

Parameter Value
Total mass injected 5� 10�16 kg
Escaped outlet 4.3� 10�16 kg
Min time in the domain 3.9� 10�1 sec
Max time in the domain 4.9 sec
Side by side heat sinks
Parameter Value
Total mass injected 5� 10�16 kg
Escaped outlet 4.2� 10�16 kg
Min time in the domain 4.1� 10�1 sec
Max time in the domain 4.9 sec

Fig. 7 Particle residence time in the flow domain for in-line
heat sinks (a) low velocity and (b) high velocity

Table 4 Particle transfer summary for low
and high-velocity particles

Low velocity

Parameter Value
Total mass injected 5� 10�16 kg
Escaped outlet 4.2� 10�16 kg
Min time in the domain 3.8� 10�1

Max time in the domain 4.5 sec
High velocity
Total mass injected 5� 10�16 kg
Escaped outlet 4.8� 10�16 kg
Min time in the domain 1.4� 10�1

Max time in the domain 4.6 sec

Fig. 8 Velocity profile of airflow inside the server with a center
cutout in the heat-sink

Table 5 Particle summary for heat sink cutout
case

With cutout

Parameter Value
Total mass injected 5� 10�16 kg
Escaped outlet 4.2� 10�16 kg
Min time in the domain 4.1� 10�1 sec
Max time in the domain 4.9 sec

Without cutout
Total mass injected 5� 10�16 kg
Escaped outlet 4.4� 10�16 kg
Min time in the domain 4.1� 10�1 sec
Max time in the domain 4.98 sec
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flow cannot pass through the path of least resistance. This leads to
higher particle concentration around the flow hood walls and chas-
sis frame around the flow hood. These findings are consistent with
a previous experimental investigation done by Shah et al. as
shown in Fig. 12 [22].

As explained in Sec. 4.1.1, a tradeoff exists between using a
curved edge heat sink which offers lower pressure drop and lower
particle accumulation within the system. However, the thermal
benefit of heat sinks with curved edges reduces due to a reduction
of the total surface area of the fins, reducing its transfer capabil-
ities as shown in Fig. 13. To reduce particle concentration within
the ITE room, similar tradeoffs should be quantified for the type

Fig. 10 Comparison of the particle flow path for (a) 3D simula-
tion and (b) 2D simulation case

Fig. 11 Results for particle concentration inside the server
with and without flow hood

Fig. 12 Figure 11: A comparison of dust deposition on the
server chassis cover in (left) a clean laboratory data center
(middle and right) in a modular data center located in polluted
geography using an indirect/direct airside economization unit

Fig. 9 Comparison of velocity magnitude values obtained
from (a) 2D and (b) 3D simulations
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or rating of the MERV filter to be used. Higher arresting effi-
ciency MERV filters will lead to a higher pressure drop or power
consumption penalty but can also enhance the equipment’s reli-
ability. This should be done by correlating the typical annual par-
ticle concentrations. Data centers in the coastal regions may
experience higher sea salt concentrations. Therefore, air filtration
strategies should be implemented based on a thorough knowledge
of outdoor air quality in terms of both the size and chemical com-
position of particles.

4.3 Results for Room Level Particle Flow. For room-level
simulations, a CFD model of a current research modular data cen-
ter was used as a simulation case. This modular unit uses a direct/
indirect airside economizer for cooling. As seen in Fig. 14, a
detailed model of the data center was first designed in 6SIGMA

ROOM, a commercially available data center design software.
Server pressure drop characteristics were used as input conditions
for the ITE populated in the racks. An array of sensors was placed
in the simulation case to monitor the pressure drop across the rack
for the given inlet CFM to the ITE space inside the information
technology (IT) pod. Based on this simulation, the pressure drop
for the entire rack was obtained, which was then used as a crite-
rion for determining the viscous and inertial resistance coefficients
for the rack for a simplified CFD modeling case in ANSYS FLUENT.

As shown in Fig. 15, the first case for room level simulations
was carried out with a rack as sold obstruction with a hot aisle par-
tition. Using a similar CFD model setup as in ITE simulations in
Sec. 3, the simulation results showed that the particles entering
from the IT pod inlet, recirculate and stagnate primarily around
the rack frames. The transient simulation results, as shown in
Fig. 16 that the entire particle mass entering moves along with the
airflow and moves toward the farther end of the pod. After striking

this end, the particle mass circulates and reaches the bottom of the
rack frames, rather than moving toward the outlet/hot-aisle side.
A summary of particle flow data at room level is presented in
Table 6.

5 Conclusions

This research presented a methodology for the assessment of
particulate flow inside data center hardware and at room-level
using simplified CFD models. Predictions for particle accumula-
tion were made based on analysis of total elapsed time that the
particles spend before escaping from the flow domain and by ana-
lyzing the difference of mass transferred between inlet and outlet
of the flow domains. Based on the nature of flow obstructions
present within the server, it was observed that while there might
be little accumulation near thin features like DIMMs and heat
sinks, the presence of other components and smaller features can
significantly increase it. Also, features with aspect ratios of any
dimension closer to 1 may have significant particle accumulation
around them. On the contrary, features with larger lengths offer
significantly less flow resistance and may be less vulnerable to
deposition. Critical components, as per failure rates are con-
cerned, are usually hard drives. Most of the storage servers today
have separate hard drive bays. The servers where the hard drives
are located toward the rear end might be more prone to exposure
to particulates. It was also seen that higher velocities tend to
increase accumulation on flat surfaces like fins and the DIMMs,
therefore, for computational servers that are air-cooled, they might
experience increased exposure to particles when the data center is
operating in free air-cooling mode.

Further simplifications can be added to the modeling to reduce
simulation time and resources. Based on accurate system pressure
drop curves of real servers, multiphase simulations can be carried

Fig. 13 Temperature contours showing thermal performance of (a) traditional heat sink and (b) heat
sink with curved edges for pressure drop reduction
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to represent the particle concentration distribution with the server
as well as data center space. While there are methods and techni-
ques to experimentally characterize the particulate contamination
severity in the field environment [23,24], simple design and
modeling-based CFD methods can be integrated with the data cen-
ter heating, ventilation, and air-conditioning design process to
ascertain the contaminant flow path in data centers using airside
economization. This will help in identifying the locations inside
the data center that can be critical in terms of contaminant concen-
trations and can help in mitigating the exposure of airborne con-
taminants to the ITE. Similar simulations for large-scale data

centers need to be performed to formulate best practices for air-
side economized data centers.
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Nomenclature

CFD ¼ computational fluid dynamics
MERV ¼ minimum efficiency reporting value
RANS ¼ Reynolds averaged Navier–Stokes

Re ¼ Reynolds number
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