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Design, Development, and
Characterization of a Flow
Control Device for Dynamic
Cooling of Liquid-Cooled Servers

Transistor density trends till recently have been following Moore’s law, doubling every
generation resulting in increased power density. The computational performance gains
with the breakdown of Moore’s law were achieved by using multicore processors, leading
to nonuniform power distribution and localized high temperatures making thermal man-
agement even more challenging. Cold plate-based liquid cooling has proven to be one of
the most efficient technologies in overcoming these thermal management issues. Tradi-
tional liquid-cooled data center deployments provide a constant flow rate to servers irre-
spective of the workload, leading to excessive consumption of coolant pumping power.
Therefore, a further enhancement in the efficiency of implementation of liquid cooling in
data centers is possible. The present investigation proposes the implementation of
dynamic cooling using an active flow control device to regulate the coolant flow rates at
the server level. This device can aid in pumping power savings by controlling the flow
rates based on server utilization. The flow control device design contains a V-cut ball
valve connected to a microservo motor used for varying the device valve angle. The valve
position was varied to change the flow rate through the valve by servomotor actuation
based on predecided rotational angles. The device operation was characterized by quan-
tifying the flow rates and pressure drop across the device by changing the valve position
using both computational fluid dynamics and experiments. The proposed flow control
device was able to vary the flow rate between 0.09 lpm and 4 Ipm at different valve
positions. [DOI: 10.1115/1.4052324]

1 Introduction

Efficient thermal management of data centers is necessary for
the continued safe and reliable operation of the Information Tech-
nology Equipment (ITE). Traditionally, air cooling has been
widely utilized to dissipate heat loads from the servers using heat
sinks and fans. However, low thermal mass and relatively high-
power usage effectiveness (PUE) limit its implementation for
cooling the latest high-performance central processing units
(CPUs) and graphics processing units (GPUs) [1]. Several reports
suggest that traditional air-cooled data centers expend approxi-
mately 30%—40% of energy for cooling purposes [2]. Recent
trends have predicted that while the global data center energy
trends are optimistic, the average PUE value still hovers around
1.58, which is mostly attributed to inefficient cooling methods
employed [3].
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Several methods have been explored to improve inefficiencies
in data center cooling [4-6]. Among all these methods, direct lig-
uid cooling (DLC) provides a highly efficient solution to meet the
rising cooling demands. This is mainly due to the higher thermal
conductivity and thermal mass of water or water-based coolants.
A typical liquid-cooled server contains a manifold and cold plate
arrangement instead of heat sinks and fans. The manifolds distrib-
ute the coolant to each of the servers, which then gets distributed
to single or multiple cold plates, mounted on the processors. The
earliest of the works in DLC dates to the 1960s but with growth in
complementary metal oxide semiconductor (CMOS) technology
in the 1990s, the heat loads in the electronic packages were signif-
icantly reduced and thus making air cooling yet again a viable
technology [7-10]. However, with further developments in the
CMOS technology, air cooling is once again reaching its limita-
tions and the focus is again being shifted to liquid cooling
[11-13]. Liquid cooling can be deployed in data centers in two
main ways. The first one can be a hybrid air and liquid cooling
arrangement where the auxiliary components are cooled by air
and the primary high-power heat-dissipating components using
liquid cooling [14]. An advantage of this method is that it can be
directly used in an air-cooled data center setup with minor
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changes around the compute systems. If the entire server is liquid-
cooled, thermal pathways like cold rails for memory cooling are
usually designed within the enclosure to ensure adequate cooling
for all the components [15]. DLC can alleviate some of the issues
related to fan acoustics and airborne contamination in air cooling
[16-19]. Also, single-phase DLC cold plates are easier to deploy
than two-phase immersion-based and cold plate-based cooling
technologies due to well-defined reliability and cooling guidelines
without any concerns of using high global warming potential cool-
ants [20-25].

Typically, a constant flow rate is provisioned to the ITE in
liquid-cooled data centers irrespective of the operating workloads
of the servers. Significant savings in the pumping power can be
attained if the flow rates are varied in proportion to the instantane-
ous server workload. Dynamic cooling has been explored in past
for air-cooled data centers where control strategies for automatic
computer room air conditioning (CRAC) units are experimentally
validated. An improvement of 70% in data center energy perform-
ance was achieved by varying the parameters like CRAC fan
speeds and electronically actuated vent tiles [26]. Other
approaches include real-time monitoring of aisle temperatures and
using machine learning algorithms to predict cooling requirements
based on server workloads [27-30]. On the package architecture
side, thermally aware workload routes, workload migration, and
varying server fan speed reduce power consumption [31].

This paper describes the design, development, and validation of
a flow control device (FCD) that can be integrated directly with
the ITE for dynamic variation of the coolant flow rate at the server
level based on the server workload. A control strategy for such an
FCD was recently published by Kasukurthy et al. [32,33] using
computational fluid dynamics (CFD) where savings in pumping
power of 64% were predicted. The present investigation details
the concept design, development, and experimental testing of the
said FCD. The proposed FCD design contains a V-cut ball valve
connected to a microservo motor. The valve position is varied to
change the flow rate through the valve by servomotor actuation
based on predecided rotational angles. To validate the working of
the FCD, variations in flow rates and the pressure drop across the
device were analyzed by varying the valve position. The paper is
divided into the following main sections: design and development
of the FCD, CFD analysis of the final design, finite element analy-
sis (FEA) analysis for valve, and discussion of the results.

2 Design and Development

2.1 Design Motivation. The primary motivation behind this
work was to develop an FCD that can contribute toward pumping
power savings with a simple, cost-effective, and reliable design.
Air-cooled data centers use actively controlled dampers to supply
the target value of airflow rates to servers. Target delivery of flow
rate not only optimizes the coolant transport energy cost but also
reduces over-provisioning of coolant, thereby reducing energy
expenditure related to heat removal. The purpose of this paper is
to propose the design of a flow control device to control the flow
of liquid in a cooling loop that can be directly integrated with
liquid-cooled servers to save the energy required to pump the
coolant. Another motivation behind the design of this FCD was
the ease of manufacturing at a large scale and the ability to be
manufacture using three-dimensional (3D) printing.

2.2 Concept Design. Various valve designs and flow control
strategies were studied during the concept design phase. Among
the various designs studied, a butterfly valve was opted as the best
option for the current flow control application, as shown in Fig. 1.
After the valve design was finalized, the entire FCD concept
design was first validated using CFD and it was found that varia-
tion in the flow through the device was not sufficient as shown in
Fig. 2. This variation led us to design a better concept design to
obtain the required variation of the flow rate that would suit data
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Fig.1 Computer-aided design (CAD) model of the first concept
design tested for the FCD where a Butterfly Valve design was
used for the control valve
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Fig. 2 Comparison of flow rate variation between the final
design of the FCD and initial design, with the final design show-
ing the desired flow rate variation with changing valve angle

center liquid cooling applications. Subsequent design variations
on valve design concluded that utilizing ball valves with V-cut
would provide sufficient flow control at both high and low flow
rates. Traditionally, ball valves have been used for flow on/off
purposes and cannot produce precise control overflow. The more
recent introduction of the V port in the ball valves has signifi-
cantly improved the linear response of the flow in ball valves and
allow a wider range in terms of flow rate control [34,35]. After
analysis and experimentation on the butterfly valve design, it was
concluded that the flow rate variation was very small; hence, a
new design was chosen which had a ball valve with a V-cut. The
final FCD comprises four parts: two symmetrical casing parts, one
ball valve with a V cut, and a shaft sealing for a leakproof seal as
shown in Fig. 3.

2.3 Detailed Design. Based on the variations tested during
the concept design phase and the different valves tested using
CFD, the ball valve with a V-cut was chosen as the final design.
The inlet and outlet ports of the device were determined by con-
sidering standard pipe diameters, 3/8 inches, and a 10 mm ball
valve. The detailed design of FCD was made using SolidWorks
and the data file was exported to ANSYs FLUENT, a commercial CFD
package, for further analysis including the determination of the
flow characteristics of the FCD designs. After obtaining the
required results, the soLIDWORKs design file was exported to a slic-
ing software and was manufactured using extrusion 3D printing

Fig.3 CAD model of the final FCD design
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Table 1 Mesh independence results at 45 deg open-angle at 1
Ipm flow rate

Number of elements Pressure drop (kPa)
315,897 10.98
563,217 11.63
739,416 12.97
935,569 13.0

Table 2 CFD mesh characteristics for extracted fluid volume

Volume 5898.8 mm®
Bodies 3
Active bodies 1
Nodes 142942
Element 739416

technology. The advantage of 3D printing is that it has a low
manufacturing time compared to conventional manufacturing
techniques and the production cost is very low. Also, design
changes can be made without considering the tooling costs and
extra lead time, and related high costs.

3 Computational Modeling

Over the years, CFD has become an important tool to ascertain
the design flaws and optimize them further rather than going
through intensive experimentation of manufactured models. To
visualize the 3D flow inside the FCD and analyze the flow rate
variation with changing the angle of the ball valve, momentum,
energy, and mass conservation equations were solved using ANSYS
FLUENT [36]. After preparing the CAD model on SolidWorks, the
model was imported to the CFD software where it was first
meshed using the ansys Mesh tool and then solved in the CFD
solver. The following sections will detail the model setup and
solution process in detail.

3.1 Meshing. After importing the geometry to the CFD pack-
age, the meshing of only the flow domain was carried out. A good
quality mesh is essential for the accuracy of results in CFD model-
ing. An efficient mesh is composed of a sufficient number of ele-
ments near the walls, especially for fluid flows, to resolve the
shear effects in the near-wall region. Since the flow variation
occurs only in the internal cavity of the device, it was not neces-
sary to include all the components in the meshing and CFD solu-
tion. For this purpose, the fluid volume was extracted, and the
solid bodies of the design were suppressed. This was repeated for
various cases to be simulated in this study, generating four differ-
ent tetrahedral meshed volumes for four angles studies for flow
rate variation. To verify the quality of the mesh, the element
skewness and orthogonality were monitored. For a mesh to be of
good quality, the value of orthogonality should be closer to 1, and
mesh skewness should be close to 0. The minimum element size
was set to 0.3mm and the maximum element size was 0.6 mm.
The growth rate was set to the default of 1.2. for inflation, with
the number of inflation layers as 10, and the growth rate was set to
a default value of 1.2. In all the simulation cases studied, average
orthogonality of 0.8 and average skewness of 0.2 were reported.
The optimum mesh element count of 739,416 was used based on
the mesh independence study as detailed in Table 1. The final
mesh characteristics used in the study are summarized in Table 2.
A summary of the boundary conditions used for setting up the
CFD and FEA simulations domain is shown in Fig. 4.

3.2 Computational Fluid Dynamics and Finite Element
Analysis Setup. As the purpose of the CFD simulation was
hydraulic verification of the FCD, the CFD simulation was done
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Fig. 4 Summary of boundary conditions used in CFD (top) and
FEA simulations (bottom)

by deactivating the energy equation. This further deactivates all
the thermal inputs possible in the simulation and saves consider-
able simulation time as well. The pressure drop and flow rate char-
acterizations were carried out at a constant temperature of 22 °C
due to which a constant value of the thermo-physical properties
was used in the CFD solver. A pressure-based solver algorithm
was used to simulate a velocity field through the FCD by a correc-
tion in the pressure equation in the continuity equation. Various
turbulence models have been implemented in the literature based
on specific applications [36]. Literature shows that, for cases with
internal flows, kK — w turbulence model is preferable. Standard and
shear stress transport (SST) are the two available variants of the
k — « model. It was believed that since flow across the valve in
various positions will create large adverse pressure gradients, the
SST k — w model should be used because of its superiority in pre-
dicting such flows [37]. This has also been validated in literature
where a comparison of various turbulence models was validated
for a butterfly valve [38]. This study showed that the SST k£ — w
model predicted the values of the drag coefficient across the valve
with the least error when compared to the standard experimental
results. Also, the CFD results become less sensitive to grid size
when using this turbulence model. The general governing equa-
tions of continuity and momentum used by the solver to are given
below in Eqgs. (1) and (2)

Continuity equation:

ap B
g-l—v.(pu) =Sm (1)

Momentum:

d
%:—Vp+V~(uVu)+f @)

Transport equation for the SST k — w:

k .
Q(pk) + 0 (pku;) 0 (S—X(FA)) +Gr =Y +S (3)
j

or ox; - 6_x,
0 J 0 (Jw
E (Pw) + 8_X, (Pwuz) = 8_)(, (6_)6, (rm)> +Go =Yy + Dy +So

“
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Table 3 Thermo-physical properties of 25% propylene glycol in temperature range of interest

Temperature (°F) Density (k g/m3 ) Viscosity (cP) Specific heat (J/kg °C) Thermal conductivity (W/mK)
70 1023 245 3914 0.470
80 1020 2.05 3930 0.475
90 1018 1.74 3943 0.480
100 1015 1.49 3955 0.486
120 1009 1.14 3985 0.489
140 1002 0.90 4010 0.501
160 995 0.73 4039 0.506

Table 4 Material properties of 3D printing material used for
structural analysis of the FCD

Density 1.04e-006 kg/mm®
Young’s modulus 239 MPa
Poisson’s ratio 0.399

Bulk modulus 3943.9 MPa
Shear modulus 854.18 MPa
Tensile yield strength 41.4MPa
Tensile ultimate strength 44.3 MPa

In Egs. (3) and (4), Gy represents the generation of turbulence
kinetic energy due to mean velocity gradients and G, represents
the generation of w. r; and r,, represent the effective diffusivity
of k and w, respectively. Y; and Y,, represent the dissipation of k
and o due to turbulence and D, represents the cross-diffusion
term. S; and S, are user-defined source terms which were not uti-
lized in the current CFD modeling setup [36]. After choosing the
relevant turbulence models, the fluid boundary conditions were
chosen based on the anticipated experimental test conditions. The
coolant properties of 25% propylene glycol (PG25) are used in the
simulation to determine the variation in flow rates and pressure
drop with changes in the angle of the valve. A summary of the
thermophysical properties of the temperature-dependent proper-
ties of the coolant is shown in Table 3. In the boundary conditions,
the inlet velocity was calculated using the flow rate for the
designed area. The outlet was set as a static pressure outlet with
0 Pa gauge pressure. The walls of the device were treated as adia-
batic walls. A steady-state simulation with convergence criteria of
le-3 for continuity and le-6 for 3D velocities, k, and @ values
was used.

A stress test was performed in ANSYS STATIC structural to find the
working limits of the flow control device for anticipated flow
rates. Internal pressure loads on the walls of the FCD were
imported from the results of CFD simulations. A tetrahedral mesh
with physical preference set to mechanical the element order was
chosen and was set to program control. The minimum mesh ele-
ment size was set to 0.5 mm with a target mesh quality of 0.0500.
The mesh smoothing was set to medium, resulting in 912689
nodes and 534030 mesh elements. The ambient temperature of the
environment temperature was set to 22 °C. A fixed support bound-
ary was given on the sidewalls and the pressure load was imported
from the CFD simulation running for the highest flow rate tested,
which was 4 lpm. The material properties of ABS plastic were
selected as shown in Table 4. The solver uses the relation given in
Eq. (5) for solving linear static structural analysis problems. The
basic assumptions in this theory include a linear elastic behavior
and small deflections of the material

[K]{x} = {F} Q)
Here, [K] represents the stiffness matrix of the entire geometry,

{x} represents the unknown nodal displacements, and {F} repre-
sents the external forces or applied loads.

041008-4 / Vol. 144, DECEMBER 2022
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Fig. 5 Schematic of the experimental setup used for character-
izing the flow control device

4 Experimental Setup

Experimentation was carried out in a controlled environment.
The cooling liquid used for the loop is PG25 and care was taken
to avoid contamination to get precise flow rates. A simplified
schematic of the experimental setup is shown in Fig. 5. Pressure
sensors were attached near the inlet and outlet of the flow control
device to determine the pressure drops for various valve angles.
The flow rates were obtained using ultrasonic flow sensors, which
use ultrasonic frequencies to calculate the flow rates. The loop
also consists of a sealed coolant reservoir to hold the cooling lig-
uid. A description of the models and sensor accuracy is shown in
Table 5. A 15W DC pump was used to circulate the fluid through
the entire test loop. Variation in flow rates across the FCD was
achieved using changing the input voltage to the pump. The pres-
sure and flow sensors were connected to the data acquisition sys-
tem (DAQ). The DAQ is used for sampling electric signals such
as voltage, current, and frequency and convert these electrical sig-
nals into numerical values such as temperature and pressure using
the software. The flow and pressure sensors were supplied a volt-
age of 20V from a different DC power source. The angle of the
valve was changed with the help of a servomotor, which is con-
trolled by the Arduino microcontroller. The Arduino was pro-
grammed using Arduino IDE in such a way that a change in the
resistance value of the potentiometer will change the angles of the
valve. Observations were recorded at valve angles of 0, 30, 45,
and 90deg. Data regarding pressure drop from pressure sensors
and variation in flow rate with a change in valve angle were also
recorded. The final fabricated FCD and its integration in a cooling
loop are shown in Fig. 6.

5 Results

5.1 Computational Fluid Dynamics Results. After achiev-
ing convergence with an appropriate mesh as discussed earlier
with the desired accuracy, the CFD results were analyzed in the
form of the pressure drops across the device for different valve
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Table 5 Details of sensor accuracy, measurement range, and operating voltages of the sensors used in the experiment

Sensor Operating voltage Range of measurement Accuracy
Keyence FDX-A1 20-30V 0.02-20 L/min *0.003 ml/min
Honeywell pressure sensors 4.75-5.25V 0-50 Psi *0.25%
K-type thermocouple — 0-400°C *0.75%

ANSYS

2019R3
ACADEMIC

2 ©
[ 002 004 (m)
— T — )

oot 06

Fig. 8 Flow characteristics of the FCD showing velocity profile
inside the device cavity at a valve opening angle of 75 deg

ACADEMIC

Fig. 6 Final assembly of the 3D printed FCD (top) and the inte-
gration of the FCD with one of the TTV and cold plate assembly
in the rack (bottom) A

[ 0015 003 (m)
00075 00225 z

Fig. 9 Flow characteristics of the FCD showing velocity profile
inside the device cavity at a valve opening angle of 45 deg

angles. This variation in the valve angle was repeated for the three
chosen values of flow rates of 0.6, 1.0, and 1.5 lpm. The working
of the FCD design was verified from the CFD results where a
change in flow rate was obtained at all angles varied in the simula-
tions. Figures 7-9 depict the variation of velocity at valve angles
of 0, 75, and 45 deg, respectively. The results obtained from the
simulations were compared with experimental data and showed a
close agreement in the flow rate variation trend with changing
valve angle. As opposed to the first design of the FCD, it was
observed that with the closing of the valve, the flow rate decreased
. . e r," across the valve, and the pressure drop increased. The observa-
oot 0 Y tions obtained for a particular condition had similar values with
average error possibilities of 14%. The data in Table 6 summarize
Fig. 7 Flow characteristics of the FCD showing velocity profile ~ flow characteristics when the flow rate is 1 Ipm when the valve is
inside the device cavity when the valve is fully opened fully open at a 0 deg angle.
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Table 6 Summary of CFD results for pressure drop across the FCD at different valve angles

At 1.0 Ipm @ fully open

vy=0.2122 m/s

Angle Inlet pressure (kPa) Outlet pressure (kPa) Flow rate (Ipm) Pressure drop (kPa)
0 12.148 10.125 0.99 1.53

30 13 0.825 3.34

45 16 2.37 0.512 12.97

90 20 1.43 0 15.9

ANSYS
2019R3
ACADEMIC

o e 000y l/&; %
]

000 3000

ANSYS
2019’3
ACADEMIC

L

Fig. 10 Equivalent (vonMises) stress on the FCD walls at a
flow rate of 4 Ipm in isometric (top) and front view (bottom)
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Fig. 11 Contours for total deformation in FCD material with a
maximum deformation toward the inlet and around the valve
shaft

5.2 Stress Analysis. The stress analysis was done using the
Static Structural module in ANsys workBENCH. The CFD data of
the forces exerted by the fluid flow on the valve were exported to
the structural module of the software. This was done to verify the
structural integrity (based on material fill ratio in 3D printing) of
the device at high lpm that can lead to leakages or the device or

041008-6 / Vol. 144, DECEMBER 2022
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Fig. 12 Contours for the equivalent elastic strain on the FCD
from FEA analysis

45 — Flowrates in Lpm Vs Angle
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Fig. 13 Variation of the flow rate through the FCD with the
changing angle of the valve

the device bursting under pressure. The ambient conditions for the
simulation setup were kept at a constant temperature of 22°C. A
fixed support boundary condition was given on device outer walls
and the internal pressure force was imported from the CFD simu-
lation for the highest flow rate, 4 Ipm, to identify the maximum
stresses and deformations. The results of the FEA simulations are
shown in Figs. 10-12. The value for maximum deformation,
observed near the inlet port, was 7.9 x 10~ *mm with maximum
equivalent stress of 0.94 MPa, and the average deformation was
1.13 x 10~* with average stress of 0.076 MPa. The average factor
of safety for the device was obtained to be 15. The results from
FEA analysis verify that the FCD body with current dimensions
and material will not fail at pressure conditions at the maximum
flow rate of 4 Ipm. This, however, needs validation experimentally
at different temperatures for prolonged periods and cyclic flow
rates (internal pressure) to ascertain the device lifetime and failure
rates.

5.3 Experimental Results. To ascertain the results obtained
for the hydraulic performance of the proposed FCD, an
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Pressure drop Vs Angle
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Fig. 14 Pressure drop variation across the FCD with changing
valve angle

Flow rate Vs Pressure drop
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Fig. 15 Device impedance curve with varying flow rates with
the valve is in a fully open condition

experimental study was carried out under the same flow condi-
tions. The pressure drop characteristics and flow rate variation at
different valve angles are shown in Figs. 13—15 and summarized
in Table 7. The results showed that for a maximum flow rate of
4.0 Ipm, a minimum flow rate of 0.2 Ipm can be achieved when
the FCD is in the fully closed position. It was observed that the
maximum change in flow rate occurs between the range of
30-90deg. The largest variation is obtained for the higher value
of flow rates but reduces and becomes rather constant for flow
rates less than 0.5 Ipm.

A comparison of results from the experimental study and CFD
analysis is shown in Figs. 16—18. The comparison of results of
flow rates with varying angles of the ball valve shows that a maxi-
mum discrepancy of 20% was observed in both the results at a
flow rate of 1 lpm. This variation reduces with increasing the
angle of the valve or when the valve is fully opened. A large vari-
ation in the results at fully closed conditions could be due to unre-
solved flow disturbances due to the current mesh size. A similar
trend is observed in the pressure drop characteristics with varying
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Fig. 16 Comparison of the trends in CFD and experimental
result for flow rate variation with changing valve angle
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Fig. 17 Comparison of CFD and experimental results for varia-
tion in pressure drop with changing valve angle

angles of the valve. This is expected as there is a linearly inverse
relationship between pressure drop and flow rate. The maximum
error between the pressure drop variation was 16% for at 1 Ipm
flow rate when the valve is fully closed. The error between the
results when the valve was fully opened was within 3% for both
pressure drop and flow rate. This is because there could be little to
no flow turbulence created by the valve and the CFD code was
successfully able to replicate the experimental flow conditions.
Based on the plotted graphical data, it was observed that with a
change in angle, there is a drop in the flow rate and the pressure
drop across the valve increases. The major variation in pressure
drops and flow occurs between the angle of 30-90 deg angle. Sim-
ilar trends were seen in experimental and CFD data when calcu-
lated for a starting flow rate of 0.6 lpm, 1 Ipm, and 1.5 Ipm when
the valve is fully open.

Table 7 Summary of experimental results for pressure drop variation with changing valve angle

At 1 Ipm @ fully open

Inlet pressure (kPa) Outlet pressure (kPa)

Flow rate (Ipm)

Experimental pressure drop (kPa) CFD pressure drop (kPa)

Angle

0 11.98 10.425 1.5296 2.023 1.53
30 12.456 9.125 0.865 5 3.34
45 16.979 4.005 0.512 13.63 12.97
90 18.563 2.663 0 18.57 15.9
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Fig. 18 Comparison of the impedance curve obtained from
CFD analysis and experimental data

6 Conclusion and Future Work

Direct liquid cooling using cold plates continues to be the most pop-
ular method to overcome the challenges of thermal challenges in high-
performance computing systems. While DLC by itself provides an
energy-efficient way of dissipating high heat fluxes, further enhance-
ments are possible such as reducing energy consumption related to
coolant transport within the data center. Traditional DLC only provides
a constant flow rate, typically using a centralized pumping system that
delivers a constant flow rate to each server irrespective of the instanta-
neous workloads of the servers. DLC also provides notable advantages
and better equipment reliability of ITE as issues related to contamina-
tion and fan acoustics [29-33]. It also provides higher heat flux values
than single-phase immersion cooling and overcomes the issues related
to material compatibility and vapor pressure in two-phase open bath
immersion cooling and two-phase cold plates [34-38].

The FCD design proposed in this study will enable workload-based
provisioning of the coolant to each of the servers in a rack. A recent
study by the authors on an open compute server retrofitted with cold
plates with distributed pumps showed considerable power savings
when the flow control at the server level is dynamically varied [39].
The proposed FCD will therefore yield considerable pumping power
savings by optimizing the pumping power of the rack-level pumps.
Out of the two final designs developed, the FCD design with a V-cut
ball valve produced the desired flow rate variation that would be suffi-
cient to cool heat loads in the current high-powered electronic pack-
ages. The results from the CFD study and experimental testing show
a good agreement in depicting the hydraulic performance data of the
FCD. A minimum flow rate of 0.09 Ipm and a maximum flow rate of
4 lpm were achieved by varying the angle of the valve inside the
FCD cavity. Future work on this subject will investigate FCD imple-
mentation at the server and rack level for flow control at the rack level
to assess the thermal and flow characteristics along with the maxi-
mum achievable power savings. The future work on the FCD will
also present an overview of the possible cost savings not only due to
reduced pumping power but also provide an estimate of a simple pay-
back period after device deployment. Further studies will also focus
on device reliability under operating conditions to assess the device
lifetime in the field under transient operating conditions.
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