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Abstract

Nonadiabatic dynamical processes such as proton-coupled electron transfer and ex-
cited state intramolecular proton transfer have been the subject of much research. One
of the promising theoretical methods to describe these processes is the nuclear-electronic
orbital (NEO) approach. This approach inherently accounts for nuclear quantum ef-
fects within quantum chemistry calculations, and it has recently been extended to
directly simulate nonadiabatic processes with the development of real-time NEO meth-
ods. These processes can also be significantly dependent on the surrounding chemical
environment, however, and capturing the effects of the environment is often necessary
for analyzing experimentally relevant systems. This work couples the NEO density
functional theory and real-time time-dependent density functional theory approaches
with solvation through the polarizable continuum model. The effects of this coupling
are investigated for ground state properties, solvent-dependent vibrational frequencies,

and direct excited state intramolecular proton transfer dynamics.
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Introduction

Nonadiabatic dynamical processes such as proton-coupled electron transfer (PCET) and
excited state intramolecular proton transfer (ESIPT) require careful treatment of the coupled
nuclear and electronic quantum subsystems. At the same time, experimental studies of these
processes are often performed in solution, and the solvation environment can strongly affect
the dynamics of these processes.®

Of the many approaches used to account for coupled quantum nuclear and electronic
structure, 5 the nuclear-electronic orbital (NEO) approach provides a particularly efficient
method for treating electrons and select protons quantum mechanically on the same foot-
ing. 1629 The NEO approach naturally incorporates nuclear quantum effects, such as zero-
point energy (ZPE) and quantized vibrational states. Furthermore, the NEO approach has
recently been extended to allow for direct coupled time propagation of the quantum electrons
and protons.'®2! This real-time NEO (RT-NEO) approach has shown particular promise in
the direct simulation of nonadiabatic processes such as PCET and ESIPT.??

In order for these newly developed approaches to be applicable to understanding exper-
iments, the effects of solvation and chemical environment must also be taken into account.
One of the most widely used methods to account for solvent effects is the polarizable contin-
uum model (PCM).?26 In the most common form of this model, the quantum mechanical
molecule is placed within a uniform dielectric with the permittivity of the solvent, and the
effects of solvation are captured through the polarization of this dielectric.?4? The PCM
approach has been thoroughly studied, both in the time independent?’ and time depen-
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den domains, and it has been shown to be a robust model for capturing solvent effects

on the ground state and within dynamical processes. 26
However, the effects of solvation within the NEO framework are yet unknown. In this
work, the NEO Hartree-Fock (NEO-HF) and NEO density functional theory (NEO-DFT)

methods, as well as their time-dependent counterparts, are coupled with PCM, and the result-

ing phenomena are investigated. First, the theory required to couple these two formalisms



is presented. Next, the effects of solvation on the ground state properties of NEO-DFT
wavefunctions are analyzed through a case study of hydrogen cyanide (HCN) in many dif-
ferent solvents. Solvation in time-dependent properties is then captured through the use
of the RT-NEO formalism, and the resulting solvation effects on the electronic and vibra-
tional spectrum of HCN is investigated. Finally, direct simulation of ESIPT in vacuum and
in solvent is performed, demonstrating the significant effects solvation can have on these

processes.

Theory

Both the theory of the NEO method!®?° and the theory of PCM?%?% are well described
elsewhere. Here, we briefly review the equations necessary to couple these two approaches
with an emphasis on the time-dependent formulation. For time-independent processes such
as wavefunction optimization, the following equations reduce to time-independent forms
trivially.

The time-dependent NEO formalism for single-determinant methods takes the following

product ansatz

Unmo (1) = Pe(t) Py (1) (1)

where ®, and ®,, are Slater determinants for the electrons and protons, respectively. This
ansatz leads to two coupled Von Neumann equations that determine the dynamics of the

protons and the electrons

o Pt = [F( P(0), P (1), (0] N
5 PR(t) = [FY(1, PP(1), P*(1)), PP(1)

where P*(t) is the time-dependent density matrix for the electrons (x = e) or protons,

(x =p), and F*(t) is the time-dependent Fock matrix for each subsystem in an orthonormal



basis.

In order to couple a NEO wavefunction with a polarizable medium, one needs to ac-
count for the mutual polarization between the NEO quantum system and the classically
polarizable system. This interaction is accounted for by introducing a solvent operator,
VECM(Pe(t), PP(t)), that is dependent on both the electronic and protonic time-dependent
densities. This operator is directly added into the Fock matrices of both the electrons and

the protons

Fe(t) = FO(t, Pe(t), PP(1)) — VI (Pe(t), PP(t)) )
FP(t) = FPO(t, PP(1), P°(1)) + VOM(P°(1), PP(t))

where F*? is the Fock matrix for either the electronic or protonic component in vacuum.
The difference in sign originates from the opposite charge of electrons and protons. Taking
the most common approach to solving the PCM equations, a boundary surface surrounding
the molecule is defined and discretized into tesserae with apparent charges, ¢;, and centers
R;. The solvent operator expressed over the basis set for each subsystem (i, v, ...) has an

identical form, given by

POM _ q:(P°(t), PP(t))
Vu,u - Z<:u| "l" _Rz‘ ‘I/> (4)

i

Solving for the apparent surface charge at each tessera, ¢;, depends on the exact PCM
formalism used. The differences and solutions for these various formalisms are given in
detail elsewhere,?? but the common elements between all formalisms is that the charge at
each tessera depends both on the total charge density (electron, proton, and classical nuclei)
in the quantum mechanical region and on the charges of all other tesserae. Furthermore, the
polarization of the cavity relies on the frequency-dependent dielectric function, e(w), of the
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solvent used. Directly accounting for this frequency dependence is possible,
be computationally expensive for long simulations and can be avoided when the absorption

bands of the solvent and solute do not overlap significantly.



Another approach is to partition the surface charge into “fast” and “slow” components -
these correspond to the high-frequency electronic response and low-frequency orientational

and vibrational response, respectively. 4

¢ = qflow + qifast (5)

For time-independent problems, such as optimization of the ground state NEO wavefunction,
both the fast and slow components are allowed to respond and optimize, and the total
surface charge is determined by the static permittivity of the solvent, ;. For time-dependent
problems, such as real-time propagation of a NEO wavefunction, the fast component is
allowed to respond instantaneously to the changes in electron and proton density with the
high-frequency permittivity of the solvent, €., but the slow component is kept static for
the duration of the simulation. When using this approach, the time dependence of the

polarization of the cavity is solely through the fast component response to the time-dependent
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density, not through an explicit equation of motion for the polarization of the cavity.

Ground State PCM-NEO

The time-independent PCM-NEO-DFT formalism is used to study the ground state prop-
erties of the HCN molecule in a variety of solvents. HCN has been studied extensively as a
benchmark for NEO methods, and it is a well-suited molecule for studying solvation because
it has a strong dipole moment that may be accentuated by solvation. To investigate the
interaction between solvation provided through PCM and the NEO-DFT wavefunction, the
ground state properties of HCN were calculated both using a classical proton and using the
NEO approach. For each approach, the HCN molecule was placed in vacuum and PCM sol-
vent corresponding to the static permittivities of cyclohexane, tetrahydrofuran, acetonitrile,
acetone, and water. In all cases, the same geometry and basis function centers were used.

All calculations were performed in the ChronusQuantum open source electronic structure



t40 was used for the electronic subsystem, and

package.3%3? The cc-pVDZ electronic basis se
the PB4-F2 protonic basis set*' was used for the proton. Electron correlation and exchange
was treated with the B3LYP functional, *>> and electron-proton correlation was treated with
the epcl17-2 functional.”46 The HCN geometry was obtained from a geometry optimization
at the NEO-DFT level with the same functionals and electronic basis set as specified above
and a protonic 8s8p8&d even-tempered basis set.” For the conventional DFT calculations, the
proton was placed at the location of the NEO-optimized protonic basis function centers. The
PCM equations were solved using the PCMSolver package” using the isotropic IEF-PCM
formalism. The cavity was generated for the solvent excluding surface (SES) by considering
spheres with radii 1.2 times the Bondi van der Waals radii*® on all classical atoms and
protonic basis function centers. For the purposes of cavity generation, protonic basis function
centers were considered to be hydrogens.

When placed in a solvent, the total energy of the whole system decreases for both the
classical and NEO approaches, and the amount of stabilization of the system increases with
increasing permittivity, as seen in Fig. 1. Interestingly, the ZPE, here defined as the difference
between the classical and NEO energies, increases as a function of permittivity as well.

Additionally, one can compare the change in molecular dipole moment as a function of
solvent permittivity. In classical PCM electronic structure calculations, the total molecular
dipole moment is expected to increase with solvent permittivity for polar molecules because
the cavity stabilizes greater separation of charges within the quantum molecule through the
surface charge.?* As expected, this trend is observed for the HCN system with a classical
proton, shown in Fig. 2. However, a surprising result is observed for the HCN system using
NEO-DFT; almost no change in molecular dipole moment is observed as a function of solvent
permittivity. This behavior can be explained by examining the C-H distance in the various
solvents, measured as the distance between the position of the classical carbon nucleus and
the expectation value of the proton position. While the position of the classical proton is

fixed and the basis function center is fixed for the quantum proton, the expectation value
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Figure 1. Energetics of HCN in a variety of solvents with a classical proton de-

scription (circles) and with a NEO protonic wavefunction (crosses). The protonic

zero-point energy is shown with triangles.
of the quantum proton position can shift in response to the various solvation environments
due to the higher angular momentum basis functions. As shown in Fig. 2, the NEO C-H
distance decreases with increasing solvent permittivity. This change in C-H bond length
in the different solvent environments counteracts the expected increase in dipole moment,
leading to an effectively stationary molecular dipole moment.

Both the decrease in C-H bond length and the increase in ZPE can be explained by
considering the effect of a molecular cavity with a surface charge surrounding the quantum
proton. In a molecule with a terminal proton, such as HCN, the potential acting on that
proton is asymmetric — repulsion steeply increases as the proton moves from the equilibrium

bonding position toward the carbon, but only gradually increases as it moves away from the
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Figure 2. Total molecular dipole moment (top) and C-H bond length (bottom)

of HCN in a variety of solvents with a classical descripton (circles) and with a

NEO protonic wavefunction (crosses).
carbon along the C-H dissociation coordinate. When a solvent environment is introduced
around the molecule, the potential along the C-H dissociation coordinate is expected to
increase, leading to a steeper potential wall. This steeper wall would cause the expectation

value of the proton position to move toward the carbon, shortening the C-H bond and

increasing the ZPE.

Vibrational Solvatochromic Shifts

The formate ion, CO,H™, depicted in Figure 3, exhibits vibrational solvatochromism,??

making it an ideal candidate to investigate the effects of solvent on excited states within



the NEO framework. In this section, we will use real-time dynamics to extract the linear
absorption spectra from the formate ion in both vacuum and water. The real-time NEO
approach has been shown to be an effective method to generate linear absorption spectra '®

without requiring formation of the orbital Hessian.

Figure 3. Structure of the formate ion, COsH™

The formate ion was modeled with the NEO approach using the PB4-F2 protonic basis
set and a split electronic basis set: cc-pVTZ5? on the carbon and oxygen atoms, and a mod-
ified cc-pV6Z>! on the protonic center, where the L=5 angular momentum basis functions
have been removed. The geometry was obtained by a conventional electronic Hartree-Fock
geometry optimization with the previously described split cc-pVTZ/cc-pV6Z electronic ba-
sis set. The electronic and protonic basis function centers for the hydrogen were placed
at the position of the classical hydrogen in the optimized geometry. The SES was gener-
ated in the same manner as for HCN, and only the surface charge, not the SES geometry,
was allowed to change during the simulation. The vibrational spectrum was extracted from
the Fourier transform of the dipole impulse response from three orthogonal directions. '®2!
These simulations were carried out both in vaccum and in PCM water in order to capture

the solvatochromism.

These results are compared to anharmonic calculations using second-order vibrational
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perturbation theory®® (VPT2) on a conventional electronic structure calculation. The same
split electronic basis set was used, and the masses of the carbon and oxygen atoms were
set to artificially high values in order to isolate the proton vibrational response and provide
equivalent vibrations to the proton-only vibrations that arise from RT-NEO calculations.
All VPT2 vibrational calculations were performed in the Gaussian computational chemistry

software package. %

Table 1. C-H vibrational frequencies of the formate ion obtained with
a variety of models in a neutral environment and water.

Proton Model Environment | Excitation Frequency (cm™!) | Solvatochromic shift (cm™)
Conventional VPT2 | Vacuum 2602 —
Conventional VPT2 | Water 2730 127
RT-NEO-HF Vacuum 2698 —
RT-NEO-HF Water 2813 114
Experimental > Ne lattice 2455 —
Experimental ®® Water 2830 374

A final reference point is given by the experimental values for the C-H vibration in
a neutral Ne lattice®® and in water.®® Because our theoretical calculations do not include
carbon and oxygen motion in the vibrational modes, the absolute frequencies are not expected
to agree; performing VPT2 on the whole molecule at the same level of theory without
artificially high masses provides a stretch frequency of 2474 cm™!, demonstrating that the
artificial masses are the primary source of discrepancy in absolute frequencies. Instead, the
experimental values are included to provide a reference point for the expected solvatochromic
shift.

The CH vibrational frequencies and spectroscopic shifts from a neutral environment to
water for all systems are found in Tab. 1. In all systems, the introduction of solvent in-
creases the vibrational frequency, demonstrating that the polarizable medium introduces
some of the correct solvent-solute interaction. However, by inspecting the solvatochromic
shifts directly, we see that the total shift in the computational models is less than half that
of the experimental shift, showing that some essential physics of this solvatochromic shift is

not being captured. In particular, harmonic frequencies in vacuum and solution with and
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without artificially high masses show a solvatochromic shift of 119 and 320 cm™!, respec-

tively, suggesting that a large portion of the solvatochromic shift that is not captured is
the vibrational contributions from the non-protonic nuclei. Moreover, isolating the proton
vibrations from the other nuclear motions, which are expected to be coupled to some extent,
impacts the effect of the solvent on all of the molecular vibrational frequencies. There may
also be error that arises from the solvent model; treating solvent interactions with PCM
necessarily neglects specific solute-solvent interactions, such as hydrogen bonding, which
contributes to solvatochromism.? Accurate treatment of these aspects requires treating sol-
vent molecules explicitly with a model such as polarizable molecular mechanics®” and moving
beyond the PCM embedded RT-NEO model, e.g., obtaining vibrational frequencies of the
entire molecule from NEO-Ehrenfest dynamics®® or NEO-DFT(V).

Solvated Proton Transfer Dynamics

The real-time NEO approach has been demonstrated to be effective for simulating ESIPT, ®
and this process can be modulated by the solvation environment of the molecule undergoing
ESIPT.® Here, we present the ESIPT of o-hydroxybenzaldehyde (oHBA) simulated by RT-
NEO-TDDEFT in both vacuum and water. Because the ESIPT of oHBA has been studied by
both experimental techniques and RT-NEO-TDDFT previously, it serves as a good gauge of
the ability of PCM to capture the solvent modulation of proton transfer processes described
by the NEO approach.

In order to capture the ESIPT without motion of the heavy nuclei, one must begin from an
excited state geometry.!® The geometry used for this simulation was the restricted excited
state geometry obtained from Aquino et al.%* by optimizing the geometry on the excited
surface with the oxygen donor-hydrogen distance constrained to its ground state value. The
cc-pVDZ basis set was used for the electrons, and a minimal, even-tempered sp basis set with

exponents of 4.0 was used for the proton. The initial electronic and protonic basis function
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centers for the transferring hydrogen were placed at the position of the classical hydrogen in
the restricted excited state geometry. To provide enough flexibility along the proton transfer
coordinate to capture the ESIPT, additional basis function centers were added along the
proton transfer path, as shown in Fig. 4. The SES was generated in the same manner as for
HCN, and only the surface charge, not the SES geometry, was allowed to change during the
simulation. Note that this creates an unbiased SES across the proton transfer coordinate,
although the change to the surface caused by the additional protonic basis function centers
is small. (See SI for details) The B3LYP functional was used for electron correlation and
exchange, and the epcl7-2 functional was used for electron-proton correlation. The initial

state was prepared by a HOMO-LUMO swap prior to propagation.

Figure 4. Restricted excited state structure of oHBA. The additional basis
function centers are marked with yellow spheres.

The distances between the expectation value of the quantum proton position and the
donor and acceptor oxygens are shown in Fig. 5 for simulations both in vacuum and in
water. The proton transfer time can be defined as the time at which these two distances are
identical. The proton transfers to the acceptor oxygen approximately 4.6 fs after excitation
in vacuum but after only approximately 3.7 fs in water. These extremely fast proton transfer
times arise because all nuclei except the transferring proton are fixed to their coordinates

in the excited state geometry. The acceleration in water is primarily due to differences in
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the ground state solvation; when neglecting the “fast” response of the solvent entirely and
propagating only within the static field of the ground state PCM, the acceleration is still
observed. It is likely that the difference in initial proton position in vacuum and in water
is responsible for the acceleration, as the HOMO-LUMO swap prepares a w7 antibonding
state between the donor oxygen and proton. This acceleration is still observed when the
dynamics are performed without PCM but with the initial wavefunction determined in the
presence of PCM, further supporting the implication that this effect is due to solvent-driven
differences in the ground state (details in Supplementary Information). With the shorter
O-H bond obtained from the expectation value of the proton position in the solvated NEO-
DFT ground state, the initial repulsion is greater upon the HOMO-LUMO swap, driving the
transfer to occur faster.

It is worth noting that using the nonequilibrium approach during processes that involve
nuclear motion neglects polarization in the solvent due to nuclear movement, which may be
on the same time scale as the simulation. Other approaches can propagate the polarization of

the cavity according to an equation of motion,30:3!

and these may give more accurate results
for processes that involve solute nuclear motion. In the work presented here, however, the
acceleration of proton transfer is observed even in the limit that all polarization of the solvent

environment is able to come to equilibrium with the changes in the solute (see Supporting

Information for details).

Conclusion

In this work, the NEO approach was coupled with the PCM solvation model. The effects
of this solvation were investigated on both ground state and time-dependent excited state
properties. In both cases, solvation is shown to have a significant effect. Furthermore, the use
of a NEO description of protons introduces novel effects of solvation compared to solvation

of molecules with classical protons. Specifically, classically expected trends of increasing
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Figure 5. Excited state intramolecular proton transfer in oHBA in vacuum

(top) and water (bottom) for the restricted excited state geometry. The distance

between the expectation value of the transferring proton position and the donor

oxygen (blue) and acceptor oxygen (red) is given as a function of time. The

crossing time in vacuum is marked with the vertical dotted line, and the crossing

time in water is marked with the vertical dashed line.
dipole moment and solvatochromism are influenced by the quantum nature of the proton,
and explanations of the effects of solvation must take these issues directly into account.

The approach to model solvation used in this work relies on a continuum description of the

solvent. This method offers some significant advantages, such as implicit integration over all

solvent degrees of freedom, but it also cannot model all processes important for solvation. In
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particular, hydrogen bonding between the solute and the solvent can be important for many
processes, and this importance is only expected to increase for systems in which protons are
described quantum mechanically. Further work will extend the polarizable coupling between
NEO wavefunctions and their environments to solvent descriptions with explicit nuclear
degrees of freedom, such as polarizable molecular mechanics. For solvents without hydrogen
bonding to the solute, the current approach shows promise for modeling coupled nuclear-
electronic wavefunctions within a responsive solvent environment. Additional further work
will extend the equilibrium time-dependent solvation model used here to a direct equation

of motion for the solvent.
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