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Abstract. Forcing finite state mean field games by a relevant form of common noise is a
subtle issue, which has been addressed only recently. Among others, one possible way is
to subject the simplex valued dynamics of an equilibrium by a so-called Wright–Fisher
noise, very much in the spirit of stochastic models in population genetics. A key feature is
that such a random forcing preserves the structure of the simplex, which is nothing but, in
this setting, the probability space over the state space of the game. The purpose of this arti-
cle is, hence, to elucidate the finite-player version and, accordingly, prove that N-player
equilibria indeed converge toward the solution of such a kind of Wright–Fisher mean field
game.Whereas part of the analysis is made easier by the fact that the correspondingmaster
equation has already been proved to be uniquely solvable under the presence of the com-
mon noise, it becomes however more subtle than in the standard setting because the mean
field interaction between the players now occurs through a weighted empirical measure.
In other words, each player carries its own weight, which, hence, may differ from 1=N and
which, most of all, evolves with the common noise.
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1. Introduction
In our earlier article (Bayraktar et al. [3]), we introduced a form of mean field games (MFGs) on a finite state
space with the peculiarity of being driven by a kind of common noise that is reminiscent of the Wright–Fischer
model in population genetics. Noticeably, thanks to the diffusive effect of the common noise on the finite dimen-
sional simplex, we succeeded in proving that the master equation associated with this MFG admitted a unique
solution and, in turn, that the MFG itself was uniquely solvable without any monotonicity assumption. The pur-
pose of this new work is to address the asymptotic behavior of the finite-player counterpart of this mean field
game. In a word, we here set up a corresponding finite state, many-player game with mean field interactions
driven by a kind of Wright–Fisher common noise, and we establish the convergence of its equilibria toward the
solution of the MFG constructed in Bayraktar et al. [3]. Whereas this program looks by now quite classic in the
field, the originality of our works lies in the fact that two (instead of one) attributes are here assigned to each of
the N players entering the finite game: indeed, not only do players have their own state (location), but they are
also given a weight (we sometimes say a “mass”), accounting for their influence on the rest of the population. In
other words, the empirical distribution that enters the definition of the weak interaction between the players is
no longer a uniform distribution, but a more general finite probability weighted by the masses (or the weights)
assigned to all of them; we call it the “weighted empirical distribution.” Importantly, the weights are subjected
to some external common noise, and this makes the main feature of our model. In a nutshell, the state dynamics
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of the system should be regarded as a system of controlled interacting Markov chains, each of the players con-
trolling the rate of its transition between states. As for the weights, which are the second attribute of each player,
they indeed jump simultaneously according to the common noise, the form of the latter being inspired by the
Wright–Fisher model from population genetics (Fisher [23], Wright [35]) consistently with the limiting model ad-
dressed in Bayraktar et al. [3]. To make it clear, the common noise shuffles the weights of the players at a rate
proportional to N according to a multinomial distribution with parameters N and the weighted empirical distri-
bution of the system itself. A key fact, which we make clear in the sequel of the text, is that the mass shared by
one player among all the players with the same state is the same after and before the common shuffling. On the
top of those dynamics, each of the players aims to minimize an expected weighted cost. Very importantly, the ex-
pected weighted cost to each player includes the own mass of the player, which plays the role of a “density.” Put
differently, each player has its own perception of the uncertainties, depending on its own mass.

Our main result says that the cost per unit weight under the unique Nash equilibrium or, equivalently, the
equilibrium value of each player but renormalized by its own mass, converges to the solution of the master equa-
tion. Generally speaking, the latter is a parabolic partial differential equation (PDE) describing the equilibrium
cost (or the value) of the MFG analyzed in Bayraktar et al. [3]; see Theorem 2.1. In our setting, the master equa-
tion reads as a PDE driven by a so-called Kimura-like operator, which is a second order operator acting on func-
tions defined on the finite dimensional simplex. This Kimura operator should be regarded as (a variant of) the
generator of a multidimensional Wright–Fischer diffusion process. One of the main underlying obstacles is that
this operator degenerates near the boundary of the simplex as a consequence of which corresponding harmonic
functions may be singular at the boundary. A major reference on the subject is the monograph by Epstein and
Mazzeo [20], which is repeatedly cited in Bayraktar et al. [3]. In order to avoid as much as possible the influence
of the boundary, a key step in Bayraktar et al. [3] is to force the dynamics by an extra drift that points inward the
simplex at the boundary. Our finite-player model exhibits the same feature, and in the end, the extra drift must
be strong enough to ensure that all the results indeed hold true. We eventually use the convergence of the renor-
malized value of the finite game to show that the weighted empirical distribution, under the Nash equilibrium,
converges to the flow of measures described in the mean field game; see Theorem 2.2.

Before we compare these two results with the existing literature, we feel it fair to recall that the theory of
MFGs was initiated by the seminal works of Lasry and Lions [30, 31], and Huang et al. [24, 25]. The very first ob-
jective of it was precisely to provide an asymptotic formulation for many-player games with weak interaction.
Mathematically speaking, the connection between finite and mean field games raises many subtle and challeng-
ing questions. Actually, there are two types of convergence results in the MFG literature for justifying the
passage from finite to infinite games: one strand is concerned with constructing asymptotic Nash equilibria in
the N-player game using solutions of the MFG; the other one is to show that the costs and empirical measure of
the N-player game under Nash equilibria converge to a mean field equilibrium, which is, in fact, the more chal-
lenging problem between the two. In order to handle the latter problem, Cardaliaguet et al. [8] use the master
equation. This method was later utilized in a finite state Markov chain setup (Bayraktar and Cohen [1], Bayraktar
and Zhang [2], Cecchin and Pelino [13], Cecchin et al. [14]), and our own approach is obviously inspired from it.
For further discussion on MFGs and the convergence problem, the reader is referred to Carmona and Delarue [9,
10], Lacker [27–29], and Fischer [22], the latter two authors having successfully developed other strategies based
upon tightness arguments.

In comparison with all the previously cited references, one peculiarity of our model is the role of the common
noise. Differently from the aforementioned references, in which it was already allowed to be present, the com-
mon noise is fundamental in our work as it guarantees the smoothness of the solution of the master equation
and, subsequently, the uniqueness of the asymptotic equilibrium. Accordingly, our need to have a smooth solu-
tion to the limiting master equation dictates the form of the common noise in our finite-player game. In this re-
spect, it is fair to say that, independently of the well posedness of the master equation, adding common noise to
finite state mean field games is, in fact, a subtle issue. For instance, this difficulty was pointed out by Bertucci
et al. [6], who solved it by introducing a common noise in the form of simultaneous jumps governed by a deter-
ministic transformation of the state space. For an alternative model with the simultaneous jumps to the state
space, see Belak et al. [4]. Although it shares some similarities, the idea introduced in Bayraktar et al. [3] is
slightly different because the simultaneous jumps therein obey a stochastic rule given in the form of a
Wright–Fisher noise. Accordingly, the finite-player version that we construct must obey some rules that permit it
to recover asymptotically the same Wright–Fisher noise. This is precisely the step at which the extra attribute,
namely, the weight, comes in: thanks to it, we are able to inject the Wright–Fisher common noise in the finite
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game, and this results in a random measure in the limit. In other words, we shift the simultaneous jumps in
locations as used in Bertucci et al. [6] to simultaneous jumps in weights.1 To our mind, allowing the empirical
distribution to be nonuniform is an interesting idea in its own, independently of the precise model that we here
address. Typically, weakly interacting many-player games are indeed formulated such that the weight of each
player is fixed and deterministic in time, that is, 1=N. More than often, the population size also remains fixed in
time. A few exceptions are the models studied by Campi and Fischer [7], Nutz [32], Claisse et al. [16], and Ber-
tucci [5], in which the size of the population evolves in time, yet the weights are still homogeneous with respect
to the current population. In contrast, in our model, whereas the size of the population remains fixed, the com-
mon noise yields a stochastic evolution of the weights.

We now outline the key steps in establishing the convergence of the many-player game to the MFG. In Section 2,
we characterize the unique Nash equilibrium of theN-player game via a system of nonlocal differential equations,
which requires special care because of the possible degeneracies of the weights in the empirical distribution of the
system. To prove the convergence of the normalized Nash system to the solution of the master equation, which is
our first main result, we plug in the solution of the master equation to the normalized Nash system. This results
in a remainder; the estimates of this remainder are stated in Section 4.2 and proved later in Section 7. In compari-
son with similar approaches in MFG theory, we face additional difficulties that arise when the weighted empirical
distribution approaches the boundary of the simplex. Indeed, the challenge in estimating the remainder comes
from the aforementioned fact that the weights are shuffled in a way that each player receives a fair share with re-
spect to the players in the same state. Because of this shuffling, the inverse of the weighted empirical distribution
shows up in the nonlocal term in the differential equation describing the renormalized Nash system. This requires
us to analyze the boundary behavior of the empirical distribution process. Moreover, we also need to estimate the
moments of the weight process. These preliminary estimates are stated in Section 4.1 and proved in Section 6 by
concentration estimates for the multinomial distribution. Even though boundary estimates were also needed in
Bayraktar et al. [3] to analyze the master equation, we use here different methods because the stochastic flow of
measures is no longer a diffusion but a jump process. In order to guarantee all these estimates are true, we need
the aforementioned inward pointing drift to be strong enough; once again, this is consistent with the analysis car-
ried out in Bayraktar et al. [3]. Finally, Section 3 is another preparatory section, in which we provide another inter-
pretation of the normalized Nash system based on an auxiliary game; interestingly, this alternative representation
supplies us with some very useful uniform bounds on the equilibrium feedbacks. Our second main result con-
cerns the convergence of the weighted empirical distribution toward the solution of the MFG. In order to prove it,
we combine the hence established convergence of the normalized Nash system together with diffusion approxi-
mation arguments. We emphasize that the limiting process is a diffusive stochastic Fokker–Planck equation and,
as such, has a different structure from the weighted empirical distribution.

The rest of the paper is organized as follows. Section 2 starts with a description of the MFG model and the mas-
ter equation studied in Bayraktar et al. [3]. Then, it provides the N-player game with common noise as well as the
analysis of the Nash system. It ends with the statements of the main results: Theorems 2.1 and 2.2. In the next two
sections, we prepare for the proofs of the main results. Section 3 is devoted to the analysis of the normalized sys-
tem as well as presenting an auxiliary process associated with it. In Section 4.1, we state estimates on the weighted
empirical distribution and the moments of the weights, and in Section 4.2, we reformulate the solution of the mas-
ter equation as an approximate solution of the normalized N-Nash system. Finally, the proofs of the main results
are provided in Section 5. Sections 6 and 7 are devoted to the proofs of the auxiliary results stated in Section 4. A
future outlook is given in Section 8. In the appendix, we prove some of the results about uniqueness of the Nash
equilibria of the N player that are technically demanding but less important for the proof.

In the rest of this section, we list some frequently used notation.

1.1. Notation
Denote vdb :� {1, : : : ,d}. For an integer N ≥ 1, a tuple x � (x1, ⋯ ,xN) ∈ vdbN and another integer l ∈ vNb, we write
x−l for the tuple (x1, ⋯ ,xl−1,xl+1, ⋯ ,xN). For some j ∈ vdb, the notation ( j,x−l) is then understood as
(x1, ⋯ ,xl−1, j,xl+1, ⋯ ,xN). A tuple y � (y1, ⋯ ,yN) ∈ (R+)N is said to belong to Y if the entries belong to the set of
nonnegative rational numbers Q+ and sum to N. For two tuples x ∈ vdbN and y � (y1, ⋯ ,yN) ∈ (R+)N, we also in-
troduce the weighted empirical measure

μN
x,y �

1
N

∑N
l�1

ylδxl :
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Clearly, μN
x,y is a measure on vdb, which we may regard as a d-tuple; for i ∈ vdb, we let

μN
x,y[i] :�

1
N

∑N
l�1

yl1{xl�i}: (1.1)

The scalar product between vectors z and w in Rd is denoted by z ·w.
We denote by P(vdb) the space of probability measures on vdb, which we identify with the simplex

Sd−1 :� {(p1, ⋯ ,pd) ∈ (R+)d :∑d
i�1 pi � 1}. Also, we define Ŝd−1 :� {(x1, ⋯ ,xd−1) ∈ (R+)d :∑d−1

i�1 xi ≤ 1}. In particular,
we sometimes regard the Dirac mass δi, for i ∈ vdb, as the ith vector of the canonical basis of Rd.

Whenever μ is a probability measure on vdb (i.e., μ ∈ P(vdb)), we call MN,μ the multinomial distribution of pa-
rameters N, (μ[1], ⋯ ,μ[d]), namely,

MN,μ(k) � N!

k1!⋯ kd!

∏d
i�1

μ[i]ki :

This is for k ∈ Nd with k1+⋯ + kd �N. In order to have another representation of the multinomial distribution,
we assume that we are given a probability space, say (Ξ,G,P), equipped with a collection of random variables
(SN,μ)μ∈P(vdb), all of them with values in the set of multi-indices k ∈ Nd that sum to N such that P ◦ S−1N,μ �MN,μ for
all μ ∈ P(vdb). We denote the d entries of SN,μ in the form (SN,μ[i])i∈vdb. Expectation under P is denoted E. When
the value of N is fixed and there is no ambiguity, we just write (Sμ)μ for (SN,μ)μ.

For a real-valued function v on vdbN × (Q+)N, we define the first order variation (or discrete gradient) at point
(x,y) and in the direction l as the tuple Δlv(x,y)[•] ∈ Rd defined by Δlv(x,y)[ j] � v(( j,x−l),y) − v(x,y). Quite often
in the text, we indeed put a bullet symbol • to emphasize that the related quantity has to be understood as a
d-tuple.

Finally, for a real x, the positive part of x is denoted by x+ �max(x, 0).

1.2. Derivatives on the Simplex
The formulation of the master equation is given using intrinsic derivatives. Because this is quite common mate-
rial, we feel it is more convenient to introduce them now as part of our notation. For a real-valued function h de-
fined on Sd−1, define the functions ĥ

i
: Ŝd−1 → R, i ∈ vdb as follows:

ĥ
i(p−i) :� h(p) � h p1, ⋯ ,pi−1, 1−

∑
k�ipk,pi+1, ⋯ ,pd

( )
,

with p−i � (p1, ⋯ ,pi−1,pi+1, ⋯ ,pd),
and we then say that h is differentiable on Sd−1 if ĥ

i
is differentiable on Ŝd−1 for some (and, hence, for any) i ∈ vdb.

The corresponding intrinsic gradient reads in the form Dh � (d1h, : : : ,ddh)with

dih(p) � −1
d

∑
j≠i

∂pj ĥ
i(p−i), p ∈ Sd−1, i ∈ vdb:

It follows that
∑

jdjh � 0, meaning that the gradient belongs to the tangent space to the simplex. In particular,

note that, if h is defined on a neighborhood of Sd−1 in Rd, the following holds true:

dih(p) − djh(p) � ∂pih(p) − ∂pjh(p),
for i, j ∈ vdb, and p ∈ Sd−1. We may define in a similar manner the second order derivatives (d2i,jh)i,j∈vdb on the sim-
plex. We refer to Bayraktar et al. [3, section 3.1.2] for more details.

2. The Model and the Main Results
2.1. Finite Mean Field Games with Wright–Fisher Common Noise
Let us prepare the ground and recall the setup and the main results from the finite state MFG with common
noise analyzed in Bayraktar et al. [3].

2.1.1. Formulation of the Mean Field Game and the Master Equation. Consider a filtered probability space
(Ω,F , {F t}0≤t≤T,P), where the filtration {F t}0≤t≤T satisfies the usual conditions. The probability space supports a
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collection of independent standard Brownian motions ((Wi,j)0≤t≤T)i,j∈vdb:i≠j. To describe the MFG, we consider a
representative player, whose statistical state (conditional on the noise ((Wi,j)0≤t≤T)i,j∈vdb:i≠j) is tracked through
a process (Qt � (Qi

t : i ∈ vdb))0≤t≤T with the specific feature that each Qt is a density on the product space Ω × vdb.
According to Bayraktar et al. [3] and consistent with the finite-player version given in Section 2.2, Qt describes
the statistical distribution of the state Xt of the representative player (which takes values in vdb) under its own
perception of the world, the latter being formalized through a density Yt on the product space Ω × vdb. The for-
mulation of the MFG then relies on

• The own control of the representative player, which is given in feedback form by a (bounded and measurable)
function β : [0,T] × vdb × Sd−1 → Rd such that, for any (t, i,p) ∈ [0,T] × vdb × Sd−1,

βj(t, i,p) ≥ 0, z ∈ vdb\{i}, βi(t, i,p) � −∑
j≠i

βj(t, i,p);

for j≠ i, the value βj(t, i,p) is the rate of transition for the representative player at time t from its state i to state j,
whereas the environment is in state p.

• The stochastic environment (Pt � (Pi
t : i ∈ vdb))0≤t≤T, which is a progressively measurable simplex-valued process

whose dynamics are given through a fixed point type of argument in the sequel. This is often referred to as the
mean field game solution. Essentially, this is the conditional distribution of the system under equilibrium.

• The common noise, which is formed by the antisymmetric Brownian motions ((Wi,j
t :� (Wi,j

t −Wj,i
t )=��

2
√ )0≤t≤T)i,j∈vdb:i≠j and a parameter2 ε ∈ (0, 1), referred to as the intensity of the common noise.

The dynamics of the representative player are given explicitly by

dQi
t �

∑
j∈vdb

(Q j
t (φ(Pi

t) + βi(t, j,Pt)) −Qi
t(φ(Pj

t) + βj(t, i,Pt)))dt + εQi
t

∑
j∈vdb

���
Pj
t

Pi
t

√
dW

i,j
t , (2.1)

for t ∈ [0,T] with the same deterministic initial condition as P; that is, Q0 � P0. Here, φ is a nonincreasing Lip-
schitz function from [0,∞) into itself such that

φ(r) :� κ, r ≤ δ,
0, r > 2δ,

{
(2.2)

where δ is a fixed arbitrary positive parameter. The role of φ is clarified in the statement of Proposition 2.1. For a
sufficiently large value of κ, it forces the coordinates of the process (Qt)0≤t≤T (and in the end of (Pt)0≤t≤T itself, at
least whenever (Pt)0≤t≤T is indeed chosen as the fixed point) to stay (strictly) positive and even more to stay away
from zero with large probability. In this respect, it is worth recalling from Bayraktar et al. [3] that (Qt)0≤t≤T does
not take values in the simplex. To put it clearly, Qt only defines a density on the product space Ω × vdb: using ter-
minologies from statistical mechanics, it is an annealed but not a quenched density.

The representative player aims to minimize the following cost function:

J (b,P) :� ∑
i∈vdb

E

[
Qi

Tg(i,PT) +
∫ T

0
Qi

t

(
f (i,Pt) + 1

2

∑
j≠i

|βj(t, i,Pt)|2
)
dt

]
,

where f ,g : vdb × Sd−1 → R satisfy suitable assumptions given in Proposition 2.1. Finally, a solution of the mean
field game (with common noise) is a pair (P,α) such that

i. P � (Pt)0≤t≤T is a Sd−1-valued process, progressively measurable with respect to FW with some fixed p0 �
(p0,i)i∈vdb ∈ Sd−1 as the initial condition, and α : [0,T] × vdb × Sd−1 × vdb→ R is a bounded feedback strategy;

ii. P and α satisfy in the strong sense the equation

dPi
t �

∑
j∈vdb

(
Pj
t(φ(Pi

t) +α(t, j,Pt)(i)) −Pi
t(φ(Pj

t) +α(t, i,Pt)( j))
)
dt+ ε

∑
j∈vdb

������
Pi
tP

j
t

√
dW

i,j
t ;

iii. J (α,P) ≤ J (b,P) for any admissible strategy b.
We say that the solution (P,α) is unique if, given another solution (P̃, α̃), we have Pt � P̃t for any t ∈ [0,T], P-

almost surely, and α(t, i,Pt)( j) � α̃(t, i,Pt)( j) dt⊗P-almost everywhere for each i, j ∈ vdb.
The existence of a unique MFG solution is established in Bayraktar et al. [3] by showing that the associated

master equation has a unique smooth solution. In this case, the master equation is a system of d parabolic PDEs
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set on the (d− 1)-dimensional simplex:

∂tUi(t,p) − 1
2

∑
j≠i

(Ui(t,p) −Uj(t,p))2+ + f i(p) +∑
j∈vdb

φ(pj)[Uj(t,p) −Ui(t,p)]

+ ∑
j,k∈vdb

pk[φ(pj) + (Uk(t,p) −Uj(t,p))+] djUi(t,p) − dkUi(t,p)
( )

+ ε2
∑
j≠i

pj diUi(t,p) − djUi(t,p)
( )

+ ε2

2

∑
j,k∈vdb

(pjδj,k − pjpk)d2j,kUi(t,p) � 0, (2:3)

Ui(T,p) � gi(p),
for (t,p) ∈ [0,T] × Int(Ŝd−1).

The statement of the theorem requires that the cost functions are smooth enough in the sense of so-called
Wright–Fisher spaces. The reader is referred to Epstein and Mazzeo [20] (see also Bayraktar et al. [3, section
3.2.2]) for a thorough discussion on these spaces. We provide a short reminder along the lines of Cecchin and
Delarue [11]:

1. CγWF(Sd−1) consists of continuous functions on Sd−1 that are γ-Hölder continuous up to the boundary with re-
spect to the metric associated with theWright–Fisher noise.

2. C
2+γ
WF (Sd−1) consists of continuous functions on Sd−1 that are twice continuously differentiable in the

(d− 1)-dimensional interior of Sd−1 with derivatives satisfying a suitable behavior at the boundary and a suitable
Hölder regularity that depends on the order of the derivative; in particular, the derivatives of order 1 are Hölder
continuous up to the boundary, but the derivative of order 2 may blow up at the boundary and be only locally
Hölder continuous in the interior.

3. C1+γ=2,2+γWF ([0,T] × Sd−1) is the parabolic version of C2+γWF (Sd−1); it consists of continuous functions on [0,T] × Sd−1
that are continuously differentiable in time t ∈ [0,T] and that are twice continuously differentiable in space in the
(d− 1)-dimensional interior of Sd−1 with derivatives satisfying a suitable behavior at the boundary and a suitable
Hölder regularity; in particular, the time derivative and the space derivatives of order 1 are Hölder continuous up
to the boundary, but the derivative of order 2 may blow up at the boundary.

Proposition 2.1 (Bayraktar et al. [3, Theorems 3.2 and 3.4]). Assume that, for some γ > 0, each f (i, ·) for i ∈ vdb belongs
to CγWF(Sd−1), and each g(i, ·) for i ∈ vdb belongs to C2+γWF (Sd−1). Then, for any ε ∈ (0, 1), there exists a universal exponent η ∈
(0, 1) (hence, independent of ε) and a threshold κ0 > 0 only depending on ε, || f ‖∞, || g‖∞, and T such that, for any κ ≥ κ0

and δ ∈ (0, 1=(4 ��
d

√ )), the master Equation (2.3) has a unique solution in [C1+γ′=2,2+γ′
WF ([0, T] × Sd−1)]d for γ′ �min(γ,η)=2.

Furthermore, for any (deterministic) initial condition p0 � (p0,i)i∈vdb ∈ Sd−1 with positive entries, the mean field game has a
unique solution, and it is given by

dPi
t �

∑
j ∈ vdb

[
Pj
t(φ(Pi

t) + (Uj −Ui)+(t,Pt)) −Pi
t(φ(Pj

t) + (Ui −Uj)+(t,Pt))
]
dt+

��
ε

√��
2

√ ∑
j∈vdb

������
Pi
tP

j
t

√
d[Wi,j

t −Wj,i
t ], (2.4)

with p0 as initial condition.

Observe that, when ε � 0, we reduce to the finite state MFG without common noise analyzed in Bayraktar and
Cohen [1] and Cecchin and Pelino [13]. Also, in the sequel, it is implicitly understood that the assumptions of
Proposition 2.1 are in force. In particular, f and g have the same regularity as therein for some γ ∈ (0, 1). Also, the
parameter κ in (2.2) of φ is indeed assumed to be large enough. Depending on our needs, we may even require
the value of κ to be larger in some of our statements.

Now, we are ready to present the N-player game and the main results.

2.2. Finite-Player Version
We now introduce the finite-player analogue of the mean field game. Not only should we assign a time-
dependent state with each player in the finite game but also a weight. Throughout, we use the following generic
notations: N is the number of players in the finite game; for each index l ∈ vNb :� {1, ⋯ ,N} and at each time t ∈
[0,T], Xl

t denotes the state of player l at time t and Yl
t denotes its weight, which is a nonnegative rational number.
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The tuple (X1
t , ⋯ ,XN

t ) is written with a boldface letter Xt and similarly for the weights. The weighted empirical
measure is denoted by

μN
t :� μN

Xt,Yt
� 1
N

∑N
l�1

Yl
tδXl

t
:

2.2.1. Controlled Dynamics. The dynamics of (Xt,Yt)0≤t≤T are constructed on the same probability space (Ω,F ,P)
as before. Consistently with the setup used for the formulation of the mean field game, they are subjected to a tu-
ple of controls, formalized in the form of a collection of transition rates chosen by each player. We may indeed
denote by A the collection of tuples (αi[j])i,j∈vdb:i≠j with coordinates in R+. A control is then a function a : [0,T] ×
vdbN ×QN

+ → AN that maps (t,x,y) ∈ [0,T] × vdbN ×QN
+ onto a(t,x,y) � ((αl(t,(i, x−l), y)[ j])i, j∈vdb:i≠j)l∈vNb ∈ AN. In

other words, αl : [0,T] × vdbN−1 ×QN
+�(t,x−l,y) 
→ (αl(t,(i, x−l), y)[ j])i, j∈vdb:i≠j ∈ A is the feedback function chosen

by player l; for sure, another (but equivalent) way to do it is to consider αl as the application αl : [0,T] × vdbN ×
QN

+�(t,x,y) 
→ (αl(t, x, y)[ j])j∈vdb:j≠xl that no longer takes its values in A but in (R+)d−1. We mostly adopt the latter

point of view in the sequel and, hence, reserve the notation αl for the (R+)d−1-valued mapping. For simplicity, we
assume that the feedback functions are bounded and measurable.

For a given control a and for the same function φ and the same viscosity parameter ε ∈ (0, 1] as in the
previous paragraph, the population evolves according to a continuous time Markov chain with transition rates
given by

P Xl
t+h � j,X−l

t+h � x−l,Yt+h � y
∣∣∣Xt � x,Yt � y

( )
� (φ(μN

x,y[ j]) +αl(t,x,y)[ j])h+ o(h), (2.5)

whenever j≠ xl, and

P

(
Xt+h � x,Yl

t+h � yl
kx

l

NμN
x,y[xl]

∀l ∈ vNb

∣∣∣∣∣Xt � x,Yt � y

)
� εMN,μN

x,y(k)Nh+ o(h), (2.6)

where k is a d-tuple of integers (k1, ⋯ , kd) with k1+⋯ + kd �N. In fact, this definition requires some care: (i) the
ratio kxl=(NμN

x,y[xl]) is treated as one if μN
x,y[xl] � 0, so on the left-hand side, we should write the value of Yl

t+h in
the form Yl

t+h � ylkxl=(NμN
x,y[xl])1{μN

x,y[xl]≠0}; (ii) the multinomial distribution on the right-hand side is well-defined

if μN
x,y is a probability measure on vdb, meaning that y1+⋯ + yN �N.
In the sequel, we, thus, always assume that the Markov chain is initialized from a point (x,y) such that

y1+⋯ + yN �N, namely, y ∈ Y. In order to guarantee that the Markov chain is well-defined, it is then needed to
check that the latter condition is preserved by the dynamics, meaning that, at any time t > 0, Y1

t+⋯ +YN
t �N. To

do so, it suffices to check that, for any (x,y) ∈ vdbN × Y and for any k ∈ Nd with k1+⋯ + kd �N, it holds that∑
l∈vNb

yl
kx

l

NμN
x,y[xl]

�N: (2.7)

This is well-checked. Indeed, by (1.1),∑
l∈vNb

yl
kx

l

NμN
x,y[xl]

� ∑
i∈vdb

∑
l∈vNb

1{xl�i}yl
ki

NμN
x,y[i]

� ∑
i∈vdb

ki � N:

Another important point related to the dynamics of Y is that zero is an absorption point for each coordinate,
meaning that Yl remains in zero once it has reached it.

Finally, it is implicitly understood that there are no other possible jumps for the whole system than those de-
scribed in (2.5) and (2.6), meaning that

P Xt+h � x,Yt+h � y | Xt � x,Yt � y
( )
� 1 −∑N

l�1

∑
j≠xl

(
φ(μN

x,y[ j]) + αl(t, x,y)[ j]
)
h − εNh + o(h): (2.8)
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Wemake an intense use of the generator of the process (X,Y). It is given by

LN
t v(x,y) �

∑
l∈vNb

∑
j∈vdb

φ(μN
x,y[ j]) + αl(t,x,y)[ j]

( )
[v((j,x−l),y) − v(x,y)]

+ εN
∑

k∈vNbd
MN,μN

x,y(k) v x,y1
kx1

NμN
x,y[x1]

, : : : ,yN
kxN

NμN
x,y[xN]

( )
− v(x,y)

[ ]
,

with the same convention as before for the ratios in the second line whenever one of the denominators cancels.
Using our notations, this can be written as

LN
t v(x,y) �

∑N
l�1

φ(μN
x,y[•]) + αl(t,x,y)[•]

( )
·Δlv(x,y)[•]

+ εNE v x,y1
SμN

x,y[x1]
NμN

x,y[x1]
, : : : ,yN

SμN
x,y[xN]

NμN
x,y[xN]

( )
− v(x,y)

[ ]
, (2.9)

where the inner product in the first line is in Rd and we recall that Δlv(x,y)[•] ∈ Rd is defined by
Δlv(x,y)[ j] � v((j,x−l),y) − v(x,y).
2.2.2. Cost Functional. With the same coefficients f ,g : vdb × Sd−1 → R as before, we can now assign a cost with
each player. For each l ∈ vNb, player l aims at minimizing the cost3

Jl(a) � E

[∫ T

0
Yl
t(L(Xl

t,α
l(t,Xt,Yt)) + f (Xl

t,μ
N
t ))dt+Yl

Tg(Xl
T,μ

N
T )
]
, (2.10)

where a � (α1, : : : ,αN) is the tuple of controls chosen by the N players. As usual in game theory, the cost to player
l, hence, implicitly depends on the controls chosen by the others. The function L denotes the same Lagrangian as
in the previous section, namely, L(i,α) � 1

2
∑

j≠i |α(j)|2 for i ∈ vdb and α � (α(j))j∈vdb:j≠i ∈ (R+)d−1. Hence, we may re-
write the cost as

Jl(a) � ∑
i∈vdb

E

∫ T

0
Yl
t1{Xl

t�i}
1
2

∑
j≠i

|αl(t, (i,X−l
t ),Yt)[ j]|2 + f (i,μN

t )
( )

dt+Yl
T1{Xl

T�i}g(i,μN
T )

[ ]
:

Of course, the occurrence of the weights in the definition of the cost functional (which is one of the unusual fea-
tures of our model) is reminiscent of the formula used in the mean field limit. Obviously, this is our objective to
make the connection rigorous. Accordingly, we can introduce the Hamiltonian

H(i,u) � − 1
2

∑
j≠i

(ui − uj)2+ � inf
α∈(R+)d

∑
j
α[ j](uj − ui) + 1

2

∑
j≠i

|α[ j]|2
{ }

, (2.11)

whose argmin is a∗(i,u)[ j] � (ui − uj)+. (Notice that, in this infimum, α is d-dimensional, whereas controls have
been regarded as being (d− 1)-dimensional so far. Obviously, this is for notational convenience only.)

2.2.3. More About Our Choice of Common Noise. The reader might object that, despite the terminology used
throughout the paper, our model does not coincide with the standard Wright–Fisher one. Although our model is
indeed different, the common noise shares some similarities, hence, our choice to call it “Wright–Fischer.” To
wit, it is easy to see from (2.6) that, at any random time twhen the common noise rings (or jumps),

μN
t [i] �

1
N

∑
l∈vNb

Yl
t1{Xt−�i} �

1
N

∑
l∈vNb

Yl
t−

SμN
t−
[i]

NμN
t−[i]

1{Xt−�i} �
SμN

t−
[i]

N
, i ∈ vdb,

where, conditional on the observations up to t−, SμN
t−

is a multinomial distribution of parameters N and
(μN

t−[e])e∈vdb. The way the weighted empirical distribution is, hence, updated is, thus, similar to the way the empir-
ical distribution is updated in the standard Wright–Fisher model.

To make the comparison even stronger, it is interesting to observe that there is, in fact, a more direct way to in-
troduce a Wright–Fisher common noise in the game. Indeed, consistently with the very definition of the
Wright–Fisher model, we could require that, at any jump time of the common noise, all the players in the game
resample their own state (or location in vdb), independently of the others and of the past, according to the uniform
empirical distribution of the system. Here, what we mean by “uniform empirical distribution” of the system is
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the standard empirical distribution, obtained by assigning the weight 1=N to each player. As a result, this model
would not feature any additional weight process (Y l)l∈vNb. Even though it is very appealing, this approach has,
however, a very strong drawback, which makes it useless for our own purpose: because of the resampling
(which would occur very often under the same intensity as in (2.6)), the empirical measure would be strongly at-
tractive; in turn, the latter would preclude any interesting deviating phenomenon. This is in contrast to our
model: because the common noise acts on the weights, players may really deviate from the empirical measure of
the whole population. This is the rationale for assigning two attributes to each player. This is also the main con-
ceptual innovation of our model.

2.2.4. Application to Models with Heterogeneous Influences. As we already pointed out, one of the main features
of the finite game that we have just introduced is that the weights (Y1

t , ⋯ ,YN
t )t≥0 of the players in the flow of em-

pirical measures (μN
t )t≥0 may be different. From the practical point of view, the weight Yl

t that is carried out by
player l at time t may be regarded as the instantaneous influence of player l onto the whole collectivity. In this
sense, this type of game may be used in order to describe models with heterogeneous influences. Notice that this
interpretation is consistent with the one that we gave earlier in the text. Following Bayraktar et al. [3], we indeed
explain that the weight to player l could be regarded as describing the own perception of the world by player l.
What we are saying here is that the way player l perceives the world can be determined by the way player l is, in
fact, perceived by the others: in other words, the collectivity is acting as a mirror.

Generally speaking, influences here evolve with time according to the transitions (2.6), the very interpretation
of which is as follows. Intuitively, influences within the population are updated from time to time when the bell
of the common noise rings. Equivalently, common noise defines random times at which polls (or elections) are
made in order to determine the current influences of the players. In this regard, (2.6) is reminiscent of models
in population genetics: when the common noise rings, every player in the population chooses at random a
feature in vdb according to the current weighted empirical measure. Obviously, features are sampled indepen-
dently. The new influence of player l is then recomputed by multiplying the earlier one by the ratio equal to
“the number of outcomes for the feature carried by l divided by the expected number of outcomes for this
feature” with the later denominator in the ratio being also understood as the total influence of the given feature.
In the mean, the influence keeps constant, but obviously, some fluctuations may occur. We then recover
the aforementioned notion of “perception” by returning to Equation (2.10) for the cost. Intuitively, an action may
not have the same impact whether a player is very or poorly influent. For instance, a strong influencer may
gain or lose a lot of followers after a good or bad decision, whence the presence of the weight Yl as a density in
(2.10).

In order to clarify the exposition, we provide two economic and social phenomena that fit this concept. Typi-
cally, we may consider a network with N agents, each of them aiming at selling a product, which can be of one
of d types. Consistent with the previous description, any player has the player’s own influence/importance in
the market: the position Xl

t ∈ vdb of player l is, thus, understood as the type the player sells, whereas the weight
Yl
t is seen as the player’s influence. Moreover, there are external random shocks that, at random times, resample

the influences of players according to (2.6). Any player then chooses a control, which is the rate at which the
player changes type in order to maximize a reward given by (the opposite of) (2.10). Therein, a quadratic cost
has to be paid in order to trade another type of product; moreover, the rewards –f and –g include the weighted
empirical measure μN

t �N−1∑N
l�1Y

l
tδXl

t
. The component μN

t [i] �N−1∑N
l�1Y

l
t 1{Xl

t�i} is then understood as the total
influence of the type i. Hence, f and g can be taken, for example, monotone if it is more advantageous to sell
products with a small influence, whereas they can be antimonotone if it is better to sell products with a large in-
fluence. The two rewards –f and –g in (2.10) are multiplied by Yl in order to account for the fact that the reputa-
tion of a trademark may have a direct impact on the selling price. Similarly, a highly reputed trademark may pay
a higher price for switching from one type of product to another one, which may justify why the quadratic cost
in (2.10) is also multiplied by Yl.

As our second social phenomenon, let us focus on a social voter model in which N people can choose one out
of two opposite opinions. Similarly to Cecchin et al. [14], we assume that Xl

t �61. In addition, any player has the
player’s own influence Yl

t, which can be thought of, for instance, as the number of followers in a social network.
Again, external random shocks might be thought of as elections that shuffle people’s influence. People are ratio-
nal and want to minimize the cost

Jl(a) � E

∫ T

0
Yl
t
|αl(t,Xt,Yt)[−Xl

t]|2
2

dt−Yl
TX

l
TM(μN

T )
[ ]

,
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where αl(t,Xt,Yt)[−Xl
t] is the switching rate of player l from Xl

t to −Xl
t and M(μN

T ) denotes the mean of the
measure, that is, M(μN

T ) � μN
T [1] −μN

T [−1] �N−1∑N
l�1Y

l
t 1{Xl

t�1} −N−1∑N
l�1Y

l
t 1{Xl

t�−1}. Therefore, the terminal cost
is antimonotone, and morally, if the total influence of opinion 1 is larger than the total influence of –1, then the
mean is positive. In turn, any player wants to be in 1 as the player has to minimize the cost. Still, there is a cost to
pay to change one’s opinion, which is larger when the influence is large. Thus, any player wishes to imitate the
majority, but differently from Cecchin et al. [14], this is here a weighted majority that takes into account the influ-
ence of people. This is a typical model with heterogeneous influences.

2.3. Existence of Nash Equilibria
We are now able to state the Nash system, which is an equation for the equilibrium values of the game; equiva-
lently, the Nash system gives the cost to each player when all of them play the Nash equilibrium (we prove that
the latter is indeed unique in a relevant sense). It is a system of N functions indexed by l ∈ vNb, x ∈ vdbN, and
y ∈ Y, which formally writes (with (vN,l(t, x, y))l∈vNb as unknown)

d
dt
vN,l + ∑

m∈vNb
φ(μN

x,y[•]) ·ΔmvN,l[•] +∑
m≠l

a∗ xm,
1
ym

vN,m
•

( )
·ΔmvN,l[•]

+ylH xl,
1
yl
vN,l
•

( )
+ ylf (xl,μN

x,y)

+εNE vN,l t,x,y1
SμN

x,y[x1]
NμN

x,y[x1]
, : : : ,yN

SμN
x,y[xN]

NμN
x,y[xN]

( )
− vN,l(t,x,y)

[ ]
� 0, (2:12)

vN,l(T,x,y) � ylg(xl,μN
x,y),

where vN,l• denotes the vector in Rd given by (vN,l(t, x, y)[ j] � vN,l(t, (j, x−l), y))j∈vdb.
In a word, the Nash system here reads as a countable system of ordinary differential equations, which makes

it a bit more subtle than the Nash system that arises in the analysis of N-player games over a finite state space (as
is the case in the study of the convergence problem for finite state mean field games without common noise; see,
for instance, Bayraktar and Cohen [1], Cecchin and Pelino [13]). Also (and this is another difficulty, very specific
to our setting), none of these equations makes sense whenever any of the coordinates of y vanishes because of
the ratio vN,m• =ym in a∗ and of the ratio vN,l• =yl in the Hamiltonian.

Our first main result in this regard comes as a verification argument, the proof of which is postponed to
Appendix A.1:

Proposition 2.2 (Verification Argument). Consider a collection of measurable functions (al : [0, T] × vdbN ×
Y�(t, x, y) 
→ al(t, (i, x, y)[ j])j∈vdb:j≠xl ∈ (R+)d−1)l∈vNb taking values in a compact domain. Assume that (vN,l)l∈vNb solves the
Nash system (2.12) with the special features that
1. a∗(xl,vN,l• (t,x,y)=yl) is understood as al(t,x,y) whenever yl � 0.
2. The Hamiltonian ylH(xl,vN,l• =yl) is understood as zero whenever yl � 0.
Then, the feedback strategy vector a∗ � (α∗,1, : : : ,α∗,N) given by

α∗,l(t,x,y)[ j] � a∗ xl,
1
yl
vN,l
• (t,x,y)

( )
[ j] :� 1

yl
(vN,l(t, x, y) − vN,l(t, (j, x−l), y))+

� 1
yl
(−ΔlvN,l(t, x, y)[ j])+, (2:13)

for l ∈ vNb such that j � xl and yl > 0, and by

α∗,l(t,x,y)[ j] � al(t,x,y)[ j], (2.14)

for l ∈ vNb such that j≠ xl and yl � 0, defines a Nash equilibrium in Markov feedback form for the N-player game. Moreover,
the functions (vN,l)l∈vNb are the values of the equilibrium, that is,

vN,l(t,x,y) � Jl(t,x,y,a∗) � inf
β
Jl(t,x,y,β,a∗,−l), (2.15)

where Jl(t,x,y,a) denotes the cost when the process (X,Y) starts at time t with (Xt,Yt) � (x,y).
The indetermination when yl � 0 is well-understood: in that case, the coordinate Yl remains stuck in zero, and

the running and terminal costs become zero whatever the choice of the strategy. In the sequel, we circumvent
part of the indetermination by restricting uniqueness of al in (2.14) to triples (t,x,y) such that yl > 0.
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Proposition 2.3 (Existence and Uniqueness of Equilibria). The Nash system (2.12) has a solution (vN,l)l∈vNb such that, for
each l ∈ vNb, the function (t,x,y) 
→ vN,l(t,x,y)=yl, which is a priori defined on the set {(t,x,y) ∈ [0,T] × vdbN ×
Y : yl > 0}, extends to [0,T] × vdbN × Y into a function [0,T] × vdbN × Y� (t,x,y) 
→ wN,l(t,x,y) that is bounded by
T || f ||∞+ || g ||∞. It satisfies, for any l,m ∈ vNb, any y ∈ Y such that yl > 0 and yn � 0 and any (t,x) ∈ [0,T] × vdbN,

Δnwl(t,x,y)[ j] � 0, j ∈ vdb: (2.16)

Accordingly, a∗, as given by (2.13), extends to tuples y satisfying yl � 0 for some l ∈ vNb, replacing therein vN,l(t,x,y)=yl
by wN,l(t,x,y), and, hence, defines an equilibrium in Markov feedback form. Any other equilibrium in Markov feedback form
(al : [0, T] × vdbN × Y� (t, x, y) 
→ al(t, (i, x, y)[ j])j∈vdb:j≠xl ∈ (R+)d−1)l∈vNb satisfies

al(t, (i,x,y)[ j] � 1
yl
(
−ΔlvN,l(t, x, y)[ j]

)
+
, (2.17)

for l ∈ vNb such that j≠ xl and yl > 0.

Interestingly, Property (2.16) should read as an insensitivity property: it says that, whenever player l has a non-
zero mass and implements the equilibrium strategy given by (2.13), it is insensitive to the peculiar state of any
player n with a zero mass yn at the same time. As explained right after, this feature implies a form of uniqueness
of the hence constructed Nash equilibrium.

Indeed, although Proposition 2.3 does not give uniqueness of an equilibrium in Markov feedback form (because
of the indetermination raised by Proposition 2.2 at points at which the mass of one player vanishes), (2.17) shows
that the equilibrium feedback function chosen by player l at any point al(t, x, y) with yl > 0 is, in fact, uniquely de-
termined. Accordingly, the equilibrium state process (Xl,Yl) of player l is uniquely defined up to the first time
when its mass Yl hits zero. Once the mass process Yl has touched zero, it remains in zero; the position Xl may still
vary according to the feedback function al, but this has no influence on the remaining expected cost of player l itself
(because the running and terminal costs in (2.10) are multiplied by the mass) nor on the remaining expected cost
of the other players. The latter feature is a bit subtle and is a consequence of the following two facts:

1. The first one is that, at any time t, the player l has no influence on the running and terminal costs to any player
m≠ l if its mass at time t is zero; indeed, its contribution to the empirical measure μN

t is then null.
2. The second fact is that, by the insensitivity property (2.16), the player l has no influence on the feedback of any

playerm≠ l at any time when its mass is zero.
The proofs of Propositions 2.2 and 2.3 are partially postponed to the appendix because only a part of those for-

mer two results is needed in the core of our analysis. In fact, what we really need is the existence of the functions
(wN,l)l∈vNb quoted in the statement of Proposition 2.3 and, most of all, the fact that those functions can be bounded
independently of N. The latter facts are addressed in Section 3, whereas the remaining claims are just checked in
the appendix.

2.4. Convergence Results
Consider the family of solutions ((vN,l)l∈vNb)N≥1 given by Proposition 2.3. Accordingly, set, for any N ∈ N\{0} and
l ∈ vNb, the real-valued functions wN,l,zN,l on [0, T] × vdbN × Y by

wN,l(t, x, y) :� 1
yl
vN,l(t, x, y), zN,l(t, x, y) :�Uxl(t,μN

x,y), (2.18)

where U ∈ [C1+γ′=2,2+γ′
WF ([0, T] × Sd−1)]d for some γ′ ∈ (0, 1) (depending on γ as mentioned in the statement of Prop-

osition 2.1) is the classic solution to the master Equation (2.3) (recalling that κ is implicitly required to be large
enough, which is, in any case, explicitly recalled in our main statements).

Our first main result provides a bound for the difference between wN,l and zN,l.

Theorem 2.1 (Distance Between the N-Player and Mean Field Value Functions). Under the assumption of Proposition
2.1, we can find a constant κ0 only depending on ε, T, || f ||∞, and || g ||∞ such that, for any κ ≥ κ0, there exists an exponent
χ > 0 only depending on γ, and a constant C, depending on δ, κ, T, || f ||∞, || g ||∞, and d such that, for any
N ∈ N\{0}, l ∈ vNb, x ∈ vdbN, y ∈ Y, one has

|(zN,l −wN,l)| (t, x, y) ≤ CN−χ ∏
i∈vdb

1
N−ε +μN

x,y[i]

( )1=(2d)
1
N

∑
m∈vNb

|ym|ℓ
( )1=2

, (2.19)

with ε � 1=8 and ℓ � 3.
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Remark 2.1.
1. We use the bound in (2.19) along a sequence (xN , yN)N≥1 (with each (xN,yN) in vdbN × YN, where we put an ad-

ditional indexN in the notationY because the latter obviously depends onN) that satisfies the following:

sup
N≥1

max
i∈vdb

1
N−ε +μN

xN ,yN [i]
+ 1
N

∑
m∈vNb

|yN,m|ℓ
{ }

<∞: (2.20)

Importantly, the bound in (2.19) is not uniform in (x,y). The reason for this is that the proof requires a moment
estimate on the weights, but this estimate explodes as μN

x,y approaches the boundary of the simplex; see (4.15).
The fact that singularities may emerge near the boundary can be anticipated from the dynamics (2.6), where
1=μN

x,y appears. Actually, this observation is also consistent with our previous result in Theorem 2.1, which es-
tablishes uniqueness of mean field game solutions only for initial distributions in the interior of the simplex
and requires the optimal process to be sufficiently far away from the boundary with high probability. Instead,
without common noise (i.e., ε � 0), the convergence rate is uniform—if the master equation possesses a smooth
solution—because the weights are then constantly one.

2. The value of χ could be made explicit in terms of γ. For sure, this would require an additional effort in the
proof to track the dependence of χ upon γ. In fact, we have felt easier not to address this question because the value
of γ, as given by Bayraktar et al. [3, theorem 2.10], is itself implicit, so the resulting interest for having an explicit
formula for χ in terms of γ seems rather limited.
In the same spirit, it is worth noticing that κ0 in the statement of Theorem 2.1 may differ from κ0 in the statement of
Proposition 2.1; in other words, we are not able to work with the same4 κ0 as in the statement of Proposition 2.1.

3. The reader will notice that, in the following proof, we pay a heavy price for the fact that the model is not ellip-
tic. If the transition rates are assumed to be bounded from below by a positive constant on the whole domain (in
our setting, the rates are just lower bounded in the neighborhood of the boundary thanks to the function φ), then
the arguments would simplify.
Convergence of the empirical measure is directly proved by means of a diffusion approximation theorem. In par-
ticular, it is worth noting that, differently from Cardaliaguet et al. [8], we do not address the distance between
the equilibrium particle system (X,Y) and the auxiliary particle system obtained by replacing the feedback func-
tion ΔwN,l by ΔzN,l. Indeed, if ever we were willing to do so, then we would have to invoke a similar diffusion ap-
proximation result but for the convergence of the auxiliary particle system; the proof would be exactly the same.
We, hence, feel more straightforward to apply such a diffusion approximation argument to the equilibrium parti-
cle system. Also, it must be stressed that a peculiar interest of the auxiliary particle system is to allow for refined
convergence results for the fluctuations and the deviations of the finite Nash equilibrium. For instance, this idea
is developed in Bayraktar and Cohen [1], Cecchin and Pelino [13], and Delarue et al. [18, 19], but it requires a suf-
ficiently strong rate of convergence for the difference ΔwN,l −ΔzN,l. Here, the bound obtained in the statement of
Theorem 2.1 is rather weak and is below the threshold that would be needed for this approach (even though the
value for χ is not explicit, it is clear from the proof that it is small).

In the following statement, we use the notation (μt :� μN
XN

t ,Y
N
t
)0≤t≤T for the empirical measure of the equilibrium

particle system with N players.

Theorem 2.2 (Convergence of the Empirical Measure). For the same regime of parameters as in the assumption of Theo-
rem 2.1, consider, for each N ≥ 1, an initial condition (xN,yN) � ((xN,l)l∈vNb, (1,: : : ,1)l∈vNb) ∈ vdbN × Y that satisfies

lim
N→∞μN

xN ,yN [i] � pi0 > 0, (2.21)

for all i ∈ vdb and for some p0 ∈ P(vdb). Then, the sequence (μN
t )0≤t≤T (seen as random elements taking values in the Skoro-

khod space D([0, T],Rd)) converges in the weak sense on D([0, T];Rd), equipped with the J1 Skorokhod topology, to the so-
lution (Pt)0≤t≤T of the SDE (2.4).

3. Equilibria with Uniformly Bounded Feedback Functions
One of the purposes of this section is to prove the first part of Proposition 2.3, namely, the fact that we can con-
struct solutions (vN,l)l∈vNb to the Nash system (2.12) such that (vN,l(t, x, y)=yl)l∈vNb is bounded independently of N.
Actually, we kill here two birds with one stone: not only do we prove the former boundedness property, but we
also manage to establish an interpretation of the normalized value functions (vN,l(t, x, y)=yl)l∈vNb as the value func-
tions of another game. It is precisely this new interpretation that permits proving the former uniform bound in
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N. This uniform bound plays a key role in our subsequent analysis of the convergence problem; it is the main in-
gredient from Proposition 2.3 that is used in the sequel.

3.1. Normalized Nash System
Following (2.18), we are willing to study

wN,l(t, x, y) :� 1
yl
vN,l(t, x, y): (3.1)

Indeed, dividing (2.12) by yl, we obtain (pay attention to the fact that the term on the third line is heavily im-
pacted by the change of variable)

d
dt
wN,l + ∑

m∈vNb
φ(μN

x,y[•]) · ΔmwN,l[•] +∑
m≠l

a∗(xm,wN,m
• ) · ΔmwN,l

+H(xl,wN,l• ) + f (xl,μN
x,y)

+ εNE
SμN

x,y[xl]
NμN

x,y[xl]
wN,l t, x, y1

SμN
x,y[x1]

NμN
x,y[x1]

, : : : , yN
SμN

x,y[xN]
NμN

x,y[xN]

( )
− wN,l(t, x, y)

[ ]
� 0,

which, because E[SμN
x,y[xl]=(NμN

x,y[xl])] � 1, can be rewritten as

d
dt
wN,l + ∑

m∈vNb
φ(μN

x,y[•]) ·ΔmwN,l[•] +∑
m≠l

a∗(xm,wN,m
• ) ·ΔmwN,l

+H(xl,wN,l• ) + f (xl,μN
x,y)

+ εNE
SμN

x,y[xl]
NμN

x,y[xl]
wN,l t,x,y1

SμN
x,y[x1]

NμN
x,y[x1]

, : : : ,yN
SμN

x,y[xN]
NμN

x,y[xN]

( )
−wN,l(t, x, y)

( )[ ]
� 0, (3:2)

with the terminal boundary condition

wN,l(T,x,y) � g(xl,μN
x,y): (3.3)

Our first result guarantees that (3.2) is well-posed.

Proposition 3.1. The system of Equations (3.2) has a unique solution among all the N-tuples of bounded functions
(wN,l)l∈vNb of the three variables t ∈ [0, T], x ∈ vdbN, and y ∈ Y, namely,

max
l�1,⋯,N

sup
t, x, y

|wN,l(t, x, y)| <∞,

the supremum being taken over t ∈ [0, T], x ∈ vdbN and y ∈ Y.

3.1.1. Well Posedness. We argue by using a standard fixed-point argument. Given an input w in the form of
an N-tuple of bounded functions (wl)l∈vNb of the three variables t, x, and y as in the statement, we consider the
system

d
dt
w̃l + ∑

m∈vNb
φ(μN

x,y[•]) ·Δmw̃N,l[•] +∑
m≠l

a∗(xm, w̃m
• ) ·Δmw̃l +H(xl, w̃l

•) + f (xl,μN
x,y)

+ εNE
SμN

x,y[xl]
NμN

x,y[xl]
wl t,x,y1

SμN
x,y[x1]

NμN
x,y[x1]

, : : : ,yN
SμN

x,y[xN]
NμN

x,y[xN]

( )
−wl(t, x, y)

( )[ ]
� 0, (3:4)

w̃l(T,x,y) � g
(
xl,μN

x,y

)
:

Following Cecchin and Pelino [13], we know that (3.4) has a unique bounded solution (w̃l)l∈vNb(notice that the
presence of y counts for nothing whenever the input w is frozen: we may then solve the equation y per y). This
creates a mapping Φ that sends w � (wl)l∈vNb onto w̃ � (w̃l)l∈vNb. System (3.4) can be regarded as the Nash system
of a (quite standard) stochastic game on vdb with g on the last line as terminal cost and f on the first line plus the
whole w

l
term on the second line as running cost; see, for instance, Cecchin and Pelino [13, proposition 1]. This
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allows us to represent w̃l, for each l, as the equilibrium cost to player l in this auxiliary game. Bounding each of
the cost coefficients therein, we easily deduce that there exists a constant C such that

max
l∈vNb

sup
x,y

|w̃l(t, x, y)| ≤ C 1+
∫ T

t
max
l∈vNb

sup
x,y

|wl(s,x,y)| ds
( )

:

In turn, we get that, whenever the input w satisfies maxl∈vNbsupx,y |wl(s,x,y)| ≤ Cexp (C(T− t)) for any t ∈ [0, T],
the same holds for the output Φ(w). We call E the class of such inputs, and we then prove that, for any two inputs
w(1) � (w(1),l)l∈vNb and w(2) � (w(2),l)l∈vNb in E,

max
l∈vNb

sup
x,y

|w̃(1),l(t, x, y) − w̃(2),l(t, x, y)| ≤ C
∫ T

t
max
l∈vNb

sup
x,y

|w(1),l(t, x, y) −w(2),l(t, x, y)| ds,

for a possibly new value of the constant C. The end of the proof is standard: Φ
�ℓ creates a contraction for a large

enough integer ℓ, which shows the existence of a solution within the class E. Uniqueness over bounded solutions
(that are not a priori assumed to be in E) is proven in the same way. w

3.2. Interpretation of the Renormalized Nash System
The idea is to show that the functions (wN,l)l∈vNb, as given by Proposition 3.1, are the value functions of a new dif-
ferential game with new dynamics but with an equilibrium whose feedback functions are the same as those
given by Proposition 2.3. Although this auxiliary game has no real purpose from the modeling point of view, the
resulting formulation of the functions (wN,l)l∈vNb as the values of this new game gives almost for free some very
useful bounds on the (wN,l)l∈vNb ’s—see Proposition 3.2—and, in turn, on the feedback strategies of the original
game as identified in (2.13). From a mathematical point of view, the intuition behind the construction of such a
new game is nothing but recognizing in Equation (3.2) the generator of another process.

However, the definition of this new game requires some care because the state variable of a given player is no
longer an element of vdb ×Q+ but of vdbN × (Q+)N. In other words, the state process writes as a tuple of processes

(X̃ l
,Ỹ

l)l∈vNb, each (X̃ l
, Ỹ

l) writing itself as a tuple (X̃l,n
,Ỹ

l,n)n∈vNb � ((X̃l,n
t ,Ỹ

l,n
t )t∈[0, T])n∈vNb with values in vdbN. For each

l ∈ vNb, (X̃ l
, Ỹ

l) is the state process associated with player l. We must distinguish (X̃ l
, Ỹ

l) � (X̃l,n
,Ỹ

l,n)n∈vNb from

(X̃•,n
, Ỹ

•,n) :� (X̃l,n
,Ỹ

l,n)l∈vNb. The interpretation of the latter is made clear in the next lines, but say right now that

each Ỹ
•,n

is required to take values inY (which is similar towhat we required from Y in the original game).
As before, each player chooses a feedback function. The subtlety is that, even though the state space has

been enlarged to vdbN, the feedback function to player l ∈ vNb is still regarded as a function
αl : [0, T] × vdbN × Y� (t, x, y) 
→ (αl(t, x, y)[ j])j∈vdb:j≠xl ∈ (R+)d−1. In particular, the feedback function to player l ∈
vNb does not see the additional index n we use for enlarging the state variable. Now, we postulate that, for each
n ∈ vNb, the state process (X̃•,n

, Ỹ
•,n) is a Markov process with values in vdbN × Y with generator

L̃
n,N
t v(x,y) �∑N

l�1
φ(μN

x,y[•]) + αl(t, x, y)[•]
( )

·Δlv(x,y)[•]

+ εNE
SμN

x,y[xn]
NμN

x,y[xn]
v x,y1

SμN
x,y[x1]

NμN
x,y[x1]

, : : : ,yN
SμN

x,y[xN]
NμN

x,y[xN]

( )
− v(x,y)

( )[ ]
, (3.5)

the second line of which differs substantially from the second line of (2.9) (and explicitly depends on the index n
appearing on the left-hand side). Equivalently, similar to (2.6), the corresponding jumps of the weight process
obey the transitions

P X̃
•,n
t+h � x, Ỹ

l,n
t+h � yl

kx
l

NμN
x,y[xl]

∀l ∈ vNb
∣∣∣X̃•,n

t � x, Ỹ
•,n
t � y

( )
� kx

n

NμN
x,y[xn]

MN,μN
x,y(k)εNh+ o(h): (3.6)

As already explained, the ratio kx
n
=NμN

x,y[xn] is defined as one if μN
x,y[xn] � 0. Also, observe that, by definition of

the multinomial distribution MN,μ, the transition rate εN(kxn=NμN
x,y[xn])MN,μN

x,y(k) is equal to εN(kxn=NμN
x,y[xn])

MN,μN
x,y(k), which in particular implies that this transition rate is still bounded by εN. Of course, the transitions of

the x-variable on vdb are the same as in (2.5).
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For sure, the reader may worry about the correlations between the various Markov processes ((X̃•,n
,Ỹ

•,n))n∈vNb,
but in fact, they do not matter. The reason is that the cost functional to player l ∈ vNb is defined as

J̃
l(t, x, y,a) :� E

∫ T

t
(L(X̃l,l

s ,α
l(s, X̃•,l

s , Ỹ
•,l
s )) + f (X̃l,l

s , μ̃
•,l
s ))ds+ g(X̃l

T, μ̃
•,l
T )

]
,

[
(3.7)

where (t, x, y) belongs to [0, T] × vdbN × Y and is understood as the initial condition of all the processes
(X̃•,n

,Ỹ
•,n)n∈vNb (all of them being, thus, required to start from the same initial condition). In the right-hand side,

μ̃•,n is defined as μ̃•,n
s � μN

X̃
•,n
s ,̃Y

•,n
s

. We must insist once again on the difference between (3.7) and (2.10): in (3.7), the

dynamics of the weights of the (other) players are computed with respect to transitions that truly depend on the
index l (through the second line in (3.5)), which explains the rather unusual formulation of the game.

Following the proof of the verification argument (see the proof of Proposition 2.2 in the appendix), we can
prove that the N-tuple of feedback functions (α∗,l : [0, T] × vdbN × Y→ (R+)d−1)l∈vNb, defined by α∗,l(t, x, y) �
a∗(xl,wN,l• (t, x, y)), is a Nash equilibrium of the new game and that the N functions (wN,l)l∈vNb are the value func-
tions of this equilibrium.5 There is, however, a difference with Proposition 2.2 because, for any l ∈ vNb, α∗,l(t, x, y)
is well-defined even if yl � 0. In fact, (α∗,l)l∈vNb coincides with the equilibrium given by Proposition 2.3 constructed
in the proof of Section 3.3.

Importantly, the interpretation of (wN,l)l∈vNb as the values of the Nash equilibrium permits to get a bound, inde-
pendently of N.

Proposition 3.2. The value functions (wN,l)l∈vNb are uniformly bounded by the constant T || f ||∞+ || g ||∞. Accordingly, the
feedback functions given by

α∗,l(t, x, y)[ j] � a∗(xl,wN,l
• (t, x, y))[ j] � (wN,l(t, x, y) −wN,l(t, ( j, x−l), y))+,

for l ∈ vNb, are bounded by 2T || f ||∞ + 2 || g ||∞.
The upper bound for wN,l is found by playing the strategy αl ≡ 0, whereas the lower bound follows by the sign

of ℓ. The bound for the feedback functions is obvious. w

3.3. Proof of Proposition 2.3
Here comes now the proof of Proposition 2.3. Existence of a solution follows from Proposition 3.1. It suffices to
let vN,l(t, x, y) � ylwN,l(t, x, y). Then, Identity (2.13) becomes

α∗,l(t, x, y)[ j] � (wN,l(t, x, y) −wN,l(t, ( j, x−l), y))+,
for l ∈ vNb such that j � xl and yl > 0. The bound for (wN,l)l∈vNb directly follows from Proposition 3.2.

The uniqueness result (which is not really needed in the rest of the paper) is proven in the appendix.

Remark 3.1. Let us comment on the information that each player uses in case there is or is not common noise. Start-
ing with the latter case, let us compare Cecchin and Pelino [13] and Bayraktar and Cohen [1]. In Cecchin and Pelino
[13], admissible strategies for the N-player games are Markov feedback controls with full state information, which is
represented by x. The characterization of the equilibrium is given by a system of N equations, in which its solution
(vN, l(t, x))Nl�1 stands for the value functions for the players at time t given that, at this time, the states of the players
are described by the vector x ∈ RN. On the other hand, in Bayraktar and Cohen [1], each player knows the current
state and the empirical distribution of the other players. The equilibrium is now characterized by a single ordinary

differential equation, the solution of which is denoted by V
N(t,x,η). This is the value at time t of a representative

player, whose state at this time is x, whereas the empirical distribution of the other players is η ∈ Pn−1(vdb). One can

show that, for any l ∈ vNb, vN,l(t,x) � V
N(t,xl, (1=(N − 1))∑n,n≠lδxn ). This means that, even if the players have access

to the entire configuration x, each player may use, instead of the full information, the more concise information: pri-
vate state and empirical distribution. This should not come as a surprise because the game is symmetric, and the
players are anonymous in the sense that the cost for each player depends on its private state and the empirical distri-
bution. Hence, it is reasonable that this information is sufficient to describe the equilibrium.

In contrast, in the model studied here (with common noise), the problem changes if strategies are restricted to
time, players’ own states, and the weighted empirical measure of the system. Whereas players are anonymous in
the sense that the identities of the other players do not matter, players still need to keep track of the weights of
the others. A sufficient piece of information for each of the players is the private state and weight and the distribu-
tion of the weights of the players within each state. As before, this observation can be supported by showing that
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the value function of a representative player in the equilibrium with more concise information coincides with the
value functions of the players with the full information (x,y). Now, recall that, whenever a player moves be-
tween states, it carries its weight with it to the new state. Hence, knowing the distribution of the weights of the
players within each state is not equivalent to merely knowing the total weight of the players in each state, that is,
μN
x,y. In other words, μN

x,y does not provide enough information on the weights of the others. As an example, there
is a difference between the case when there is a state that is occupied with a single player or two players, in each
case, having the same collective mass.

4. Auxiliary Results for the Proofs of Theorems 2.1 and 2.2
The proofs of Theorems 2.1 and 2.2 rely on several intermediary results, which are stated in this section: in Section
4.1, we collect several estimates on the weight process YN; Section 4.2 provides a first connection between the solu-
tion U of the master equation as defined in (2.3) and the Nash system (2.12), very much in the spirit of Cardaliaguet
et al. [8]. Because the proofs of those results are rather lengthy and technical, we feel better to postpone them to Sec-
tions 6 and 7, respectively, as otherwise they could distract the reader from the main line of the text.

4.1. Analysis of the Weight Process
As we already alluded to several times, the main new point in our model is the weight process YN. In this regard,
we need to establish first some preliminary estimates of YN before we address the convergence problem itself. A
simple look at (2.6) shows that this might be rather involved: the transitions of the weight process are determined
by the empirical measure μN

t , but in turn, the latter is itself defined in terms of the weights, and most of all, the
weights show up in (2.6) through the inverse quantities (1=μN

t [i])i∈vdb. For sure, it is worth recalling that, when-
ever μN

t [i] is zero, the ratio ki=(NμN
x,y[i]) in the definition of the transition probability is understood as one and is,

thus, well-defined, but this conventional rule cannot prevent us from a careful analysis of the boundary behavior
of the empirical measure and in particular of the reachability of the boundary of the simplex P(vdb). Note in this
regard that, even though μN

t [i] is positive for some time t ∈ [0,T), it may jump to zero after an infinitesimal time.
The good point is that, whenever μN

t [i] is sufficiently far away from zero, this may happen with a small probabil-
ity only. As a result, we manage to prove that the coordinates of the empirical measure can hardly touch zero
provided the latter start sufficiently far away from it and the constant κ in (2.2) is large enough. In fact, this result
is fully consistent with the analysis performed in Bayraktar et al. [3, section 2.2.1], in which we prove that the
equilibria of the limiting mean field game cannot touch the boundary of the simplex.

Throughout the section, the number of players N is fixed. Moreover, all the results stated in the section are
proved in Section 6.

4.1.1. General Setting. Actually, not only do we need to prove that the empirical measure associated with (X,Y)
remains away from the boundary of the simplex with high probability, but we also need to prove it for the pro-
cess (X̃•,n

,Ỹ
•,n)n∈vNb introduced in the previous section; see Section 3.2.

In order to make the statement as general as possible, we, thus, assume that we are given an vdbN × Y-valued

process (X ,Y ) � (Xl
,Y

l) (which must be thought of as (X,Y) itself or as one of the (X̃•,n
, Ỹ

•,n) s for some n ∈ vNb)
satisfying the analogue of (2.5) (with (X,Y) replaced by (X ,Y )) for some feedback function a � (αl)l∈vNb, bounded
by 2(T || f ||∞+ || g ||∞), together with the analogue of either (2.6) or (3.6).

Whereas the meaning for the analogue of (2.5) should be clear, we feel it is useful to write down explicitly the
analogue of (2.6) or (3.6) in the following form:

P X t+h � x,Y
l
t+h � yl

kx
l

NμN
x,y[xl]

∀l ∈ vNb

∣∣∣∣∣X t � x,Y t � y

( )

� εN
kx

n

NμN
x,y[xn]

( )ι
MN,μN

x,y(k)h + o(h), (4.1)

where ι ∈ {0, 1} and n ∈ vNb are fixed once for all in the dynamics.
In fact, following Cecchin and Fischer [12], it is convenient to represent the dynamics of (X ,Y ) as the solutions

of stochastic differential eqations (SDEs) driven by Poisson random measures. To do so, we let N 0,N 1, : : : ,NN

be independent Poisson random measures with respective intensity measures ν0 on [0, εN]vNbd and νl on [0,M]d
for l ∈ vNb with

M :� κ+ 2(T || f ‖∞ + ‖g‖∞): (4.2)
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Intuitively, the (N l)l∈vNb ’s can be thought of as the idiosyncratic noises andN 0 as the common noise. Also,

∀l ∈ vNb, dνl(θ) � ∑
j∈vdb

1[0,M]d(θ)dθjdδ0
Rd−1 (θ−j),

dν0(θ) � ∑
k∈vNbd

1[0,εN]vNbd (θ)dθkdδ0
RNd−1 (θ−k), (4.3)

where θ−j in the first line is the (d− 1)-tuple (θ1, ⋯ ,θj−1,θj+1, ⋯) and similarly for θ−k on the second line. In par-
ticular, all the N measures ν1, ⋯ ,νN are, in fact, the same and can be just denoted by ν. Notice also that N 0 de-
pends on N. Then, the dynamics of (Xl

,Y
l) can be written, for any l ∈ vNb, as

dX
l
t �

∫
[0,M]d

∑
j∈vdb

(j−X
l
t−)1(0,βlt−(j)](θ

j)N l(dθ,dt),

dY
l
t �

∫
[0,εN]vNbd

∑
k∈vNbd

Y
l
t−

kX
l
t−

Nμt−[Xl
t−]

−Y
l
t−

( )
1{μt−[X

l
t−]≠0}1(0,β0t−(k)](θk)N 0(dθ,dt), (4.4)

where

μt :� μN
X t,Y t

and

βlt(j) :� βl(t,X t,Y t)[ j] ; βl(t, x, y)[ j] :� φ(μN
x,y[ j]) + αl(t, x, y)[ j], l ∈ vNb,

β0t (k) :� β0(t,X t,Y t)[k] ; β0(t, x, y)[k] :� εN
kx

n

NμN
x,y[xn]

( )ι
MN,μN

x,y(k): (4.5)

Formulation (4.4) prompts us to let

f l(t, x, y,θ) � ∑
j∈vdb

(j − xl)1(0,βl(t, x, y)[ j]](θj),

gl(t, x, y,θ) � ∑
k∈vNbd

yl
kx

l

NμN
x,y[xl]

− yl
( )

1{μN
x,y[xl]≠0}1(0,β0(t, x, y)[k]](θk):

(4.6)

We then have, for any test function v of the two variables x and y,∫
[0,M]d

[v((xl + f l(t, x, y,θ), x−l),y) − v(x,y)]ν(dθ)

� ∑
j∈vdb

φ(μN
x,y[ j]) + αl(t, x, y)[ j]

( )
[v((j, x−l),y) − v(x,y)],∫

[0,εN]vNbd
[v(x, y1 + g1(t, x, y,θ), : : : , yN + gN(t, x, y,θ)) − v(x, y)]ν0(dθ)

� εNE
SμN

x,y[xn]
NμN

x,y[xn]

( )ι
v x, y1

SμN
x,y[x1]

NμN
x,y[x1]

, : : : , yN
SμN

x,y[xN]
NμN

x,y[xN]

( )
− v(x,y)

( )[ ]
:

(4.7)

In the rest of the paper, we then make an intense use of Itô’s formula for the process (X ,Y ). It is written, for a
general test function v, as

dv(X t,Y t) �
∑
l∈vNb

∫
[0,M]d

(v((Xl
t− + f

l
t−(θ),X−l

t−),Y t−) − v(X t−,Y t−))N l(dθ,dt)

+
∫
[0,εN]vNbd

(v(X t−,Y
1
t− + g1t−(θ), : : : ,YN

t− + gNt−(θ)) − v(X t−,Y t−))N 0(dθ,dt), (4.8)

with the notations

f
l
t(θ) � f l(t,X t,Y t,θ), glt(θ) � gl(t,X t,Y t,θ): (4.9)
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4.1.2. Integrability of the Inverse of the Empirical Measure. Recall now the parameter κ provided in (2.2). To-
gether with the preceding notation, we have the following theorem, which plays a crucial role in our subsequent
analysis. Its proof is given in Section 6.1.

Theorem 4.1. Under the preceding setting (which comprises in particular some feedback function a � (αl)l∈vNb that is
bounded by 2(T || f ||∞+ || g ||∞)), assuming in addition that the initial condition (X0,Y 0) is deterministic, let, for any
ε ∈ (0, 1=4),

τN :� inf

{
t ≥ 0 :min

i∈vdb
μt[i] <N−ε or max

l∈vNb
Y

l
t >

1
2
N1−ε

}
�T: (4.10)

Then, for any λ ≥ 1, there exists a constant κ0, depending only on λ such that, for any κ ≥ κ0 and any i ∈ vdb,

E exp
∫ τN

0

λ

μt[i]
dt

{ }[ ]
≤ C
N−ε +μ0[i]

, (4.11)

for a constant C depending on δ,κ,T,d,M but independent of N and of the initial condition. Even more, for any t ∈ [0, T],

E
1

N−ε +μt�τN
[i]exp

∫ t�τN

0

λ

μs[i]
ds

( )[ ]
≤ C
N−ε +μ0[i]

: (4.12)

Remark 4.1. Combining (4.11) and Hölder’s inequality, we deduce that, for any λ ≥ 1, there exists a constant κ0,
depending only on λ such that, for any κ ≥ κ0 and any i ∈ vdb,

E exp
∑
i∈vdb

∫ τN

0

λ

μt[i]
dt

{ }[ ]
≤∏

i∈vdb

C
N−ε +μ0[i]
( )1=d

� C
∏
i∈vdb

(N−ε +μ0[i])−1=d, (4.13)

for a constant C depending on δ,κ,T,d,M but independent of N.
Similarly, for any t ∈ [0, T] (and by enlarging κ0 if necessary),

E
∏
i∈vdb

(N−ε +μt�τN
[i])−1=dexp

∫ t�τN

0

λ

μs[i]
ds

( )[ ]
≤ C

∏
i∈vdb

N−ε +μ0[i]
( )−1=d

: (4.14)

Notice that all these estimates are true if τN � 0.

4.1.3. Moment Bounds. We can now state several bounds on the moments of (Yl)l∈vNb uniformly in N, recalling
that the index n and the parameter ι ∈ {0, 1} are fixed as in (4.1). We also work with the same general feedback
function a � (αl)l∈vNb as in (4.1), keeping in mind that it is bounded by 2(T || f ||∞+ || g ||∞).
Proposition 4.1. Let τN be as in Theorem 4.1. Then, for any integer ℓ ≥ 1, there exists a constant κ0, depending only on ℓ

such that, for any κ ≥ κ0 and any ε < 1=4 (recalling that ε shows up in (4.10)),

sup
0≤t≤T

E

[
1
N

∑
l∈vNb

|Yl
t�τN

|ℓ
]
≤ C

1
N

∑
l∈vNb

|yl0|2ℓ
( )1=2∏

i∈vdb
(N−ε +μ0[i])−1=(2d), (4.15)

for a constant C depending on δ,κ,T,d,M but independent of N and of the initial condition μ0, the latter being assumed to
be deterministic. Moreover, if ℓ ≥ 3,

P(τN < T) ≤ C
Nε=d

∏
i∈vdb

(N−ε +μ0[i])−1=d +
1
N

∑
l∈vNb

|yl0|2ℓ
( )1=2∏

i∈vdb
(N−ε +μ0[i])−1=(2d)

⎧⎪⎪⎪⎨⎪⎪⎪⎩ ⎫⎪⎪⎪⎬⎪⎪⎪⎭: (4.16)

As for the inverse, we have the following.
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Proposition 4.2. Let τN be as in Theorem 4.1. Then, for any ℓ ≥ 1, there exists a constant κ0, depending only on ℓ such
that, for any κ ≥ κ0 and any ε < 1=4 (with ε showing up in (4.10)),

sup
0≤t≤T

E
1
N

∑
l∈vNb

|Yl
t�τN

|ℓ
( )−1⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

≤ C
1
N

∑
l∈vNb

|yl0|ℓ
( )−1=2

+ exp (−cN1−2ε)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦∏i∈vdb(N−ε +μ0[i])−1=(2d), (4:17)

for a constant C depending on δ,κ,T,d,M but independent of N and of the initial condition μ0, the latter being assumed to
be deterministic.

Notice that, here as well, all the preceding estimates are true if τN � 0. The proofs of Propositions 4.1 and 4.2
are given in Sections 6.3 and 6.4, respectively. Both rely on the following lemma, which is also used in Section 5
and the proof of which is given in Section 6.2.

Lemma 4.1. For any integer ℓ ≥ 1, we can find a constant C such that, for any probability measure μ ∈ P(vdb) with μ[i] >
0 for all i ∈ vdb, the following two inequalities hold true for all i, j ∈ vdb and N ≥ 1:∣∣∣∣∣E Sμ[i]

Nμ[i]
( )ℓ

− 1

[ ]∣∣∣∣∣ ≤ ℓ(ℓ− 1)
2Nμ[i] +C

∑ℓ
k�3

1

Nk=2μ[i]k−1,∣∣∣∣∣E Sμ[ j]
Nμ[ j]

Sμ[i]
Nμ[i]
( )ℓ

− 1

{ }[ ]∣∣∣∣∣ ≤ ℓ(ℓ+ 1)
2Nmine∈vdbμ[e] +C

∑ℓ+1
k�3

1

Nk=2mine∈vdbμ[e]k−1
, (4:18)

where we use the convention that
∑2

k�3 �0. Moreover, for any p ≥ 2, we can find another constant C such that, for any i ∈
vdb and N ≥ 1,

E

[∣∣∣∣∣ Sμ[i]
Nμ[i]
( )ℓ

− 1|p
]1=p

≤ C
∑ℓ
k�1

(Nμ[i]
)−k=2

: (4.19)

Finally, for any η > 0, there exists a constant c > 0 such that, for all i ∈ vdb,

P

(∣∣∣∣∣ Sμ[i]
Nμ[i]
( )ℓ

− 1

∣∣∣∣∣ ≥ η

)
≤ Cexp (−cN(μ[i])2): (4.20)

4.2. The Master Equation as an Approximation of the Normalized Nash System
The purpose of this section is to formulate the analogue of Cardaliaguet et al. [8, proposition 6.1.3] (for the con-
tinuous state case, and Cecchin and Pelino [13, proposition 4] for the finite state space), namely, to regard finite-
dimensional projections of classical solutions to the master Equation (2.3) as almost solutions of the Nash system
(2.12).

To make it clear, recall that we define in (2.18) zN,l(t, x, y) �Uxl(t,μN
x,y), where U ∈ [C1+γ′=2,2+γ′

WF ([0, T] × Sd−1)]d
for the same γ′ ∈ (0, 1) as in (2.1) is the classic solution to the master equation. Then, we want to show that

uN,l(t, x, y) :� ylzN,l(t, x, y) (4.21)

almost solves the Nash system (2.12), at least when

(x,y) ∈ T N :� (x,y) ∈ vdbN × Y :min
i∈vdb

μN
x,y[i] ≥N−ε, max

l∈vNb
yl ≤ 1

2
N1−ε

{ }
, (4.22)

for some ε ∈ (0, 1=4), which has to be understood as the same ε as in (4.10). In comparison with the proof per-
formed in Cardaliaguet et al. [8, proposition 6.1.3], one difficulty comes from the definition of C1+γ

′=2,2+γ′
WF as the

second order derivatives of elements of the latter space may be singular at the boundary of the simplex.
Our result takes the following form.
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Proposition 4.3. Let ε < 1=4 be as in the definition of (4.22). Then, the function uN,l defined in (4.21) solves

d
dt
uN,l + ∑

m∈vNb
φ(μN

x,y[•]) ·ΔmuN,l[•] +∑
m≠l

a∗ xm,
1
ym

uN,m
•

( )
·ΔmuN,l[•]

+ ylH xl,
1
yl
uN,l
•

( )
+ ylf (xl,μN

x,y)

+ εNE uN,l t,x,y1
SμN

x,y[x1]
NμN

x,y[x1]
, : : : ,yN

SμN
x,y[xN]

NμN
x,y[xN]

( )
− uN,l(t, x, y)

[ ]
� ylrN,l(t, x, y),
uN,l(T,x,y) � ylg(xl,μN

x,y), (4:23)
and there exists an exponent η only depending on γ′ and ε and a constant C only depending on d and on the norm of U in
the space [C1+γ′=2,2+γ′

WF ([0, T] × Sd−1)]d such that the rest rN,l(t, x, y) is bounded as follows:
|rN,l(t, x, y)| ≤ C

Nη
, (4.24)

for t ∈ [0, T] and (x,y) ∈ T N.

Remark 4.2. Importantly, Proposition 4.3 may be reformulated in a similar result for the function zN,l defined in
(2.18). In short, zN,l solves (3.2) plus the same rest rN,l as in (4.23) (but without the leading factor yl). We felt better
to formulate Proposition 4.3 as it makes a direct connection with the Nash system (2.12), but we mostly use the
version of (4.23) for zN,l in the core of the proof of Theorem 2.1. Anyway, the reader must be convinced that there
is no difficulty in passing from one version to the other.

4.2.1. Recovering the Common Noise. The strategy of proof of Proposition 4.3 consists in identifying the
various terms of the master equation with the terms of (2.12). In this respect, the most subtle term to deal with is
certainly the term associated with the common noise in (4.23). The following lemma makes the connection be-
tween the latter and the second order term in the master equation, and the proof of this connection is given in
Section 7.1.

Lemma 4.2. Under the assumption of Proposition 4.3, we have, for l ∈ vNb,

1
yl
NE uN,l x,y1

SμN
x,y[x1]

NμN
x,y[x1]

, : : : ,yN
SμN

x,y[xN]
NμN

x,y[xN]

( )
− uN,l(t, x, y)

[ ]
� ∑

j∈vdb
(δj,xl −μN

x,y[ j])djU(t,xl,μN
x,y)

+1
2

∑
j,k∈vdb

(μN
x,y[ j]δj,k −μN

x,y[ j]μN
x,y[k])d2j,kU(t,xl,μN

x,y) + rN,l
1 (t, x, y),

where the rest rN,l
1 is such that, for t ∈ [0, T] and (x,y) ∈ T N,

|rN,l
1 (t, x, y)| ≤ C

Nη
, (4.26)

for a constant C only depending on d, the norm of U in the space [C1+γ′=2,2+γ′
WF ([0, T] × Sd−1)]d, and an exponent η, which, in

turn, only depend on γ′ and ε.

4.2.2. Other Terms. Back to the statement of Proposition 4.3, we now address the terms of the master equation
that are not associated with the common noise. In this respect, we have the following sequence of lemmas, the
first of which is of independent interest as it allows us to connect first order variations and first order derivatives
on the simplex. All three lemmas are proved in Section 7.2.

Lemma 4.3. Under the assumption of Proposition 4.3, we have

1
yl
ΔmuN,l(t, x, y)[ j] � ym

N
(djUxl(t,μN

x,y) − dxmUxl(t,μN
x,y)) + �N,l,m(t, x, y)[ j], m ≠ l, (4.27)
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and

1
yl
ΔluN,l(t, x, y)[ j] � Uj(t,μN

x,y) −Uxl(t,μN
x,y)

+ yl

N
(djUxl(t,μN

x,y) − dxlU
xl(t,μN

x,y)) + �N,l,l(t, x, y)[ j], (4.28)

where, for t ∈ [0, T], (x,y) ∈ vdbN × Y and m, l ∈ vNb,

sup
j∈vdb

|�N,l,m(t, x, y)[ j]| ≤ C
(ym)1+γ′=2

N1+γ′=2 , (4.29)

for a constant C only depending on d and on the norm of U in the space [C1+γ′=2,2+γ′
WF ([0, T] × Sd−1)]d.

The following lemma permits us to handle the first order terms in the Nash system and in the master
equation.

Lemma 4.4. Under the assumption of Proposition 4.3, the analogue of the drift term in the Nash system (2.12), but for uN,l,
has the following expansion

1
yl

∑
m∈vNb

φ(μN
x,y[•]) ·ΔmuN,l[•] + 1

yl
∑
m≠l

a∗
(
xm,

1
ym

uN,m
•

)
·ΔmuN,l[•]

� ∑
k, j∈vdb

μN
x,y[k]φ(μN

x,y[ j])(djUxl(t,μN
x,y) − dkUxl(t,μN

x,y))

+ ∑
k, j∈vdb

μN
x,y[k](Uk(t, μN

x,y) −Uj(t, μN
x,y))+(djUxl(t,μN

x,y) − dkUxl(t,μN
x,y))

+∑
j∈vdb

φ(μN
x,y[ j])(Uj(t,μN

x,y) −Uxl(t,μN
x,y)) + rN,l

2 (t, x, y), (4:30)

where the functions uN,m and ΔmuN,l are evaluated at point (t, x, y) ∈ [0, T] × T N, and where

|rN,l
2 (t, x, y)| ≤ C

Nη
, (4.31)

for an exponent η only depending on γ and ε and a constant C only depending on d and on the norm of U in the space
[C1+γ′=2,2+γ′

WF ([0, T] × Sd−1)]d.
It now remains to deal with the Hamiltonian part of the Nash system.

Lemma 4.5. We fix t ∈ [0, T], (x,y) ∈ T N and l ∈ vNb. Under the assumption of Proposition 4.3, we have

H xl,
1
yl
uN,l
•

( )
�H(xl,U(t,μN

x,y)) + rN,l
3 (t, x, y), (4.32)

where

|rN,l
3 (t, x, y)| ≤ C

yl

N
,

for a constant C that only depends on d and on the norm of U in the space [C1+γ′=2,2+γ′
WF ([0, T] × Sd−1)]d.

4.2.3. Conclusion. We now complete the proof of Proposition 4.3 by replacing the various terms on the left-hand
side of (4.23) by the expansions obtained in Lemmas 4.2, 4.4, and 4.5. Using the fact that yl ≤N1−ε, we easily com-
plete the proof thanks to the fact that U satisfies the master Equation (2.3).

5. Proofs of Theorems 2.1 and 2.2
We now prove the main results of the paper.

5.1. Proof of Theorem 2.1
We elaborate on the idea developed in Cardaliaguet et al. [8] on a continuous state space and then employed in
Bayraktar and Cohen [1] and Cecchin and Pelino [13] for finite state spaces, paying attention to the fact that our
setting here requires some care. The main noticeable difference with these references—as explained in Remark
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2.1(1)—is that we cannot provide a direct estimate for6

sup
x,y

|(zN,n − wN,n)(t, x, y)|, t ∈ [0, T], n ∈ vNb,

the supremum being taken over x ∈ vdbN and y ∈ Y.
Here, instead, we must introduce a suitable weight and focus on the normalized quantity:

θn
t :� sup

x, y

∏
i∈vdb

(N−ε + μN
x,y[i])1=dΦN(y)(zN,n − wN,n)2(t, x, y)

[ ]
, t ∈ [0, T], n ∈ vNb, (5.1)

with ε � 1=8 and ℓ � 3, where

ΦN(y) :� N−1 ∑
m∈vNb

|ym|ℓ
( )−1

:

Observe in particular that the leading factor inside the supremum in the definition of (5.1) decays as the m-
moment of y increases or as the empirical distribution of one of the states decreases. In other words, the accuracy
of our estimate for |(zN,n

t −wN,n
t )(x,y)| becomes rather bad as μN

x,y gets closer to the boundary of the simplex or as
the ℓ-moment of y tends to∞.

A key fact in the proof is that ΦN(y) ≤ 1 for any y ∈ Y because ℓ ≥ 1 and N−1∑
m∈vNby

m � 1.

5.1.1. First Step. For ℓ as before and for a fixed index n ∈ vNb, we let

Ψ(t, x, y) :�ΦN(y)[zN,l(t, x, y) −wN,l(t, x, y)]2:

We then remind the reader of the definition of (X̃•,l
, Ỹ

•,l) in Section 3.2 (see (3.5) and (3.6)) with α in (3.5) being
given by α∗ as in the statement of Proposition 3.2. Also, we denote by (et)0≤t≤T some real-valued (adapted) abso-
lutely continuous nondecreasing process, whose precise form is specified later on in the proof. Following (4.8),
Itô’s lemma implies that, for any t ∈ [0, T],

d[etΨ(t, X̃•,n
t , Ỹ

•,n
t )] � [et∂tΨ(t, X̃•,n

t , Ỹ
•,n
t ) + ėtΨ(t, X̃•,n

t , Ỹ
•,n
t )]dt

+∑
l∈vNb

∫
[0,M]d

et(Ψ(t, (X̃l,n
t− + f̃

l
t−(θ), X̃

−l,n
t− ), Ỹ •,n

t− ) −Ψ(t, X̃•,n
t− , Ỹ

•,n
t− ))N l(dθ,dt)

+
∫
[0,εN]vNbd

et
(
Ψ
(
t, X̃

•,n
t− , Ỹ

1,n
t− + g̃1t−(θ), : : : , Ỹ

N,n
t− + g̃Nt−(θ)

)
−Ψ(t, X̃•,n

t− , Ỹ
•,n
t− )

)
N 0(dθ,dt), (5:2)

where we use the same representation as in (4.4) with (X ,Y ) therein being understood as (X̃•,n
, Ỹ

•,n). Equiva-
lently, (bl)l∈vNb and b0, as originally defined in (4.5), now read

βlt(j) :� βl(t, X̃•,n
t , Ỹ

•,n
t )[ j]; βl(t, x, y)[ j] :� φ(μN

x,y[ j]) + a∗(xl,wN,l• (t, x, y)),

β0t (k) :� β0(t, X̃•,n
t , Ỹ

•,n
t )[k]; β0(t, x, y)[k] :� εN

kx
n

NμN
x,y[xn]

( )
MN,μN

x,y(k),

ι being here equal to one. Following (4.6), we let

f̃
l(t, x, y,θ) � ∑

j∈vdb
(j− xl)1(0,βl(t, x, y)[ j]](θj),

g̃l(t, x, y,θ) � ∑
k∈vNbd

(
yl

kx
l

NμN
x,y[xl]

− yl
)
1{μN

x,y[xl]≠0}1(0,β0(t, x, y)[k]](θk):
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Then, the processes ( f̃ lt (θ))l∈vNb and ( g̃lt(θ))l∈vNb in (5.2) are defined as (compare if needed with (4.9))

f̃t(θ) � f (t, X̃•,n
t , Ỹ

•,n
t ,θ), g̃t(θ) � g(t, X̃•,n

t , Ỹ
•,n
t ,θ):

Now, for any s ∈ [0, T], denote
Φn

s :�ΦN( Ỹ •,n
s ),

zns :� zN,n(s, X̃•,n
s , Ỹ

•,n
s ), ∂tzns :� ∂tzN,n(s, X̃•,n

s , Ỹ
•,n
s ),

wn
s :� wN,n(s, X̃•,n

s , Ỹ
•,n
s ), ∂twn

s :� ∂twN,n(s, X̃•,n
s , Ỹ

•,n
s ):

Let t0 ∈ [0, T] be the initial time of the process (X̃•,n
, Ỹ

•,n) for some initial condition (x,y) ∈ vdbN × Y. Letting
(μ̃•,n

t [i] :� μN
X̃

•,n
t ,Ỹ

•,n
t
[i])t0≤t≤T, following (4.10) with ι � 1 therein, we introduce the stopping time

τ̃N :� inf t ≥ t0 :min
i∈vdb

μ̃t[i] <N−ε or max
l∈vNb

Ỹ
l,n
t >

1
2
N1−ε

}
�T:

{
(5.3)

Letting t ∈ [t0,T], by integrating both sides of (5.2) on the interval [t� τ̃N, τ̃N] and recalling that znT � wn
T, we get

ẽ
τN
Φn

τ̃N
zn
τ̃N

−wn
τ̃N

( )2 � etΦn
t

(
znt −wn

t

)2 +∫ τ̃N

t� τ̃N

Φn
s

[
2es(zns −wn

s )(∂tzns − ∂twn
s ) + ės(zns −wn

s )2
]
ds

+∑
l∈vNb

∫ τ̃N

t� τ̃N

∫
[0,M]d

esΦn
s−
[
(zN,n − vN,n)2

(
s, ( X̃l,n

s− + f̃
l

s−(θ), X̃
−l,n
s− ), Ỹ •,n

s−
)
− (zns− −wn

s−)2
]
N l(dθ,ds)

+
∫ τ̃N

t� τ̃N

∫
[0,εN]vNbd

es
[
−Φn

s−(zns− −wn
s−)2 +ΦN(Ỹ1,n

s− + g̃1s−(θ), : : : )(zN,n − vN,n)2(s, X̃•,n
s− , Ỹ

1,n
s− + g̃1s−(θ), : : : )

]
N 0(dθ,ds):

We now take expectations (recalling that (X̃•,n
t0 , Ỹ

•,n
t0 ) � (x,y)). We get

E[eτ̃NΦ
n
τ̃N
(znτ̃N

−wn
τ̃N
)2] � E[etΦn

t (znt −wn
t )2] +E

∫ τ̃N

t� τ̃N

Φn
s

[
2es(zns −wn

s )(∂tzns − ∂twn
s ) + ės(zns −wn

s )2
]
ds

+∑
l∈vNb

E

∫ τ̃N

t� τ̃N

esΦn
s [(φ̃•,n

s [•] + a∗(X̃l,n
s ,wl

s)[•]) ·Δl{(zns −wn
s )2}[•]]ds

+ εNE

∫ τ̃N

t� τ̃N

esE
Sμ̃•,n

s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ]

[
−Φn

s (zns −wn
s )2 +ΦN

(
h
(
Sμ̃•,n

s
, X̃

•,n
s , Ỹ

•,n
s

))
(zN,n −wN,n)2

(
s, X̃

•,n
s ,h

(
Sμ̃•,n

s
, X̃

•,n
, Ỹ

•,n))]}
ds,

{
(5.4)

where we use the notation φ̃•,n
s � (φ̃•,n

s [ j] : j ∈ vdb), μ̃•,n
s � (μ̃•,n

s [ j] : j ∈ vdb) with

μ̃•,n
s [ j] � μN

X̃
•,n
s ,̃Y

•,n
s

[ j], and φ̃•,n
s [ j] :� φ(μ̃•,n

s [ j]):

And

h(k, x, y) :� y1
k[x1]

NμN
x,y[x1]

, : : : ,yN
k[xN]

NμN
x,y[xN]

( )
:

Recalling the notation from (4.23), set rns :� rN,n(s, X̃n
s , Ỹ

n
s ) and

αw,l,n
s [•] :� φ̃•,n

s [•] + a∗(X̃l,n
s ,wl

s)[•], Hw,n
s :�H(X̃n,n

s ,wN,n• (s, X̃•,n
s , Ỹ

•,n
s )),

αz,l,n
s [•] :� φ̃•,n

s [•] + a∗(X̃l,n
s ,zls)[•], Hz,n

s :�H(X̃n,n
s , zN,n• (s, X̃•,n

s , Ỹ
•,n
s )),
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and using Equations (2.12) and (4.23), we obtain

E[eτ̃NΦ
n
τ̃N
(znτ̃N

−wn
τ̃N
)2] � E[etΦn

t (znt −wn
t )2] +E

∫ τ̃N

t� τ̃N

ėsΦn
s (zns −wn

s )2ds

+ 2E

[∫ τ̃N

t� τ̃N

esΦn
s (zns −wn

s )
{∑
l≠n

[αw,l,n
s [•] ·Δlwn

s [•] −αz,l,n
s [•] ·Δlzns [•]]

+ φ̃•,n
s [•] ·Δn(wn

s − zns )[•] +Hw,n
s −Hz,n

s − rns

}
ds

]
+ ∑

l∈vNb
E

[∫ τ̃N

t� τ̃N

esΦn
s {αw,l,n

s [•] ·Δl(zns −wn
s )2[•]}ds

]

+ 2εNE

∫ τ̃N

t� τ̃N

esΦn
sE

Sμ̃•,n
s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ] (z

n
s −wn

s ) × ((wN,n − zN,n)(s, X̃•,n
s ,h(S̃

μ
•,n
s
, X̃

•,n
s , Ỹ

•,n
s )) − (wn

s − zns ))
{ }

ds

[ ]

+ εNE

∫ τ̃N

t� τ̃N

esE
S̃
μ
•,n
s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ]

[
−Φn

s (zns −wn
s )2 +ΦN(h(S̃

μ
•,n
s
, X̃

•,n
s , Ỹ

•,n
s ))(zN,n −wN,n)2(s, X̃•,n

s ,h(S̃
μ
•,n
s
, X̃

•,n
, Ỹ

•,n))
⎧⎪⎪⎪⎨⎪⎪⎪⎩ ]⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎫⎪⎪⎪⎬⎪⎪⎪⎭ds
]

≕ T1 +T2 +T3 +T4 +T5 +T6:

(5.5)

5.1.2. Second Step. We first treat the sum of the last two terms T5 and T6:

T5 + T6 � εNE

[∫ τ̃N

t� τ̃N

esΦn
sE

{
Sμ̃•,n

s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ]

[
(zN,n − wN,n)2(s, X̃•,n

s , h(Sμ̃•,n
s
, X̃

•,n
s , Ỹ

•,n
s ))

− 2(zns − wn
s )(zN,n − wN,n)(s, X̃•,n

s , h(S̃
μ
•,n
s
, X̃

•,n
s , Ỹ

•,n
s )) + (zns − wn

s )2
]}
ds

]

+ εNE

∫ τ̃N

t� τ̃N

esE
S̃
μ
•,n
s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ]

[
ΦN(h(S̃

μ
•,n
s
, X̃

•,n
s , Ỹ

•,n
s )) −Φn

s

]
× (zN,n − wN,n)2(s, X̃•,n

s , h(S̃
μ
•,n
s
, X̃

•,n
s , Ỹ

•,n
s )

⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎫⎪⎪⎪⎬⎪⎪⎪⎭ds

]
:� T5,6

0 + T5,6
1 :

(5.6)
We start with the analysis of T5,6

0 .
We get

T5,6
0 � E

[∫ τ̃N

t� τ̃N

esJns ds

]
with Jns :� εNΦn

sE
S̃
μ
•,n
s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ] × ((zN,n − wN,n)(s,X̃•,n

s ,h(S̃
μ
•,n
s

,X̃
•,n
s , Ỹ

•,n
s )) − (zns − wn

s ))2
]
:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(5.7)

Back to (5.6), we now address the term T5,6
1 . We write

T5,6
1 � E

∫ τ̃N

t� τ̃N

es T5,6
2 (s)ds, with T5,6

2 (s) :� εNE
S̃
μ
•,n
s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ]

[
ΦN(h(S̃

μ
•,n
s
, X̃

•,n
s , Ỹ

•,n
s )) −Φn

s

]
× (zN,n −wN,n)2(s, X̃•,n

s ,h(S̃
μ
•,n
s
, X̃

•,n
s , Ỹ

•,n
s ))

]
:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
We now recall that Φ(y) � N−1∑

l∈[[N]] |yl|ℓ
( )−1

. By the convexity of the mapping x 
→ x−1, it is well-checked that

Φ(h(S̃
μ
•,n
s
, X̃

•,n
, Ỹ

•,n)) −Φ(Ỹ •,n
s ) ≥ −Φ2(Ỹ •,n

s )D Ỹ
•,n
s ,

where

D Ỹ
•,n
s :� 1

N

∑
l∈[[N]]

| Ỹ l,n
s |ℓ Sμ̃•,n

s
[X̃l,n

s ]
Nμ̃•,n

s [X̃l,n
s ]

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
ℓ

− 1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦: (5.8)

From this, we deduce that

T5,6
2 (s) ≥ −εNE

S̃
μ
•,n
s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ] (z

N,n − wN,n)2(s, X̃•,n
s , h(Sμ̃•,n

s
, X̃

•,n
s , Ỹ

•,n
s ))(Φn

s )2D Ỹ
•,n
s

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� −T5,6
2,1(s) − T5,6

2,2(s) + T5,6
2,3(s),
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with

T5,6
2,1(s) :� εNE

Sμ̃•,n
s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ] ((z

N,n − wN,n)(s, X̃•,n
s , h(Sμ̃•,n

s
, X̃

•,n
s , Ỹ

•,n
s )) − (zns − wn

s ))2(Φn
s )2D Ỹ

•,n
s

[ ]
,

T5,6
2,2(s) :� 2εNE

Sμ̃•,n
s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ] ((z

N,n − wN,n)(s, X̃•,n
s , h(Sμ̃•,n

s
, X̃

•,n
s , Ỹ

•,n
s )) − (zns − wn

s ))(zns − wn
s )(Φn

s )2D Ỹ
•,n
s

[ ]

T5,6
2,3(s) :� 3εNE

Sμ̃•,n
s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ] (z

n
s − wn

s )2(Φn
s )2D Ỹ

•,n
s

[ ]
:

We start with the analysis of T5,6
2,3(s).

Denote μ̃•,min
s :�mine∈[[d]]μ̃•,n

s [e]. By the definition of D Ỹ
•,n
, the uniform bounds of zns and wn

s , and the second
part of (4.18), we have

|T5,6
2,3(s)| ≤ 3ε(zns −wn

s )2(Φn
s )2

∑
l∈[[N]]

|Ỹ l,n
s |ℓ

∣∣∣∣∣E
[ S

μ̃•,n
s [̃X

n,n
s ]

Nμ̃•,n
s [X̃n,n

s ]

((
Sμ̃•,n

s
[X̃l,n

s ]
Nμ̃•,n

s [X̃l,n
s ]

)ℓ
− 1

)]∣∣∣∣∣
≤ cN(zns −wn

s )2Φn
s

(
1

Nμ̃•,min
s

+ 1
N3

2−2ε

)
≤ c
μ̃•,min
s

(zns −wn
s )2Φn

s +
1

N1
2−2ε

, (5:9)
for a cwhose value is allowed to vary from line to line as long as it only depends on T, || f ||∞, and || g||∞.

We now turn to the analysis of T5,6
2,1(s). Generally speaking, the strategy is to prove that it is smaller (up to a

small remainder) than a small fraction of Jns in (5.7) (because the latter is positive, it, hence, permit us to absorb
−T5,6

2,1 in the expansion of T5,6
2 ). The proof is as follows: On the event

F :�
{∣∣∣∣∣
(
Sμ̃•,n

s
[X̃l,n

s ]
Nμ̃•,n

s [X̃l,n
s ]

)ℓ
− 1

∣∣∣∣∣ ≤ 1
2
: l ∈ 1, 2, ⋯ ,N{ }

}
,

we have |DỸ
•,n
s | ≤ (Φn

s )−1=2 so that (recalling the definition of Jns in (5.7))

T5,6
2,1(s) ≤

1
2
Jns + cE 1F{

Sμ̃•,n
s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ] (Φ

n
s )2|DỸ

•,n
s |

[ ]
:

Using (4.19) and recalling from (4.20) that P(F{) ≤ CN exp (−cN1−2ε), we deduce that

T5,6
2,1(s) ≤

1
2
Jns +

c
N1=2−2ε : (5.10)

It then remains to tackle T5,6
2,2(s). We use Young’s inequality, Jensen’s inequality, the Cauchy–Schwartz inequality,

and finally (4.19):

T5,6
2,2(s) ≤

1
4
Jn(s) + cNE

Sμ̃•,n
s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ] (z

n
s −wn

s )2(Φn
s )3(DỸ

•,n
s )2

[ ]

� 1
4
Jn(s) + cN(zns −wn

s )2Φn
s × E

Sμ̃•,n
s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ]

∑
l∈[[N]]

1
N |Ỹ l,n

s |ℓ
(Φn

s )−1
∑
i∈[[d]]

1
{̃X

l,n
s �i}

(
Sμ̃•,n

s
[i]

Nμ̃•,n
s [i]

( )ℓ
− 1

)⎧⎪⎪⎨⎪⎪⎩ ⎫⎪⎪⎬⎪⎪⎭
2⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

≤ 1
4
Jn(s) + cN(zns −wn

s )2Φn
s ×

∑
l∈[[N]]

1
N

|Ỹ l,n
s |ℓ

(Φn
s )−1

∑
i∈[[d]]

E
Sμ̃•,n

s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ]

Sμ̃•,n
s
[i]

Nμ̃•,n
s [i]

( )ℓ
− 1

( )2⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ≤ 1

4
Jn(s) + cN(zns −wn

s )2Φn
s

× ∑
i∈[[d]]

E

[
S
μ̃
•,n
s

[̃X
n,n
s ]

Nμ̃•,n
s [̃X

n,n
s ]

( )2]1=2
E

(
S
μ̃
•,n
s

[i]
Nμ̃•,n

s [i]

( )ℓ
− 1

)4]1=2
≤ 1
4
Jn(s) + c

μ̃•,min
s

Φn
s (zns −wn

s )2, (5:11)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

where we indeed apply (4.19) with p � 4 in the penultimate line (noticing that the leading exponent of the last
term therein is 1/2). Moreover, the last inequality follows because Nμ̃•,min ≥ 1 on the event {t ≤ τ̃N}. As a
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consequence, invoking once again (4.19), we have a universal bound for

E
S̃
μ
•,n
s
[X̃n,n

s ]
Nμ̃•,n

s [X̃n,n
s ]

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
2⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
1=2

:

Collecting all the terms (5.9)–(5.11), we finally have

T5,6
1 ≥ − 3

4
E

∫ τ̃N

t� τ̃N

esJns ds − cE
∫ τ̃N

t� τ̃N

esΦn
s

μ̃•,min
s

(zns − wn
s )2ds

[ ]
− c
N1=2−2ε E

∫ τ̃N

t� τ̃N

esds
[ ]

:

Combining with (5.7), we get

T5 + T6 ≥ −cE
∫ τ̃N

t� τ̃N

esΦn
s

μ̃•,min
s

(zns − wn
s )2ds

[ ]
− c
N1=2−2ε E

∫ τ̃N

t� τ̃N

esds
[ ]

:

5.1.3. Third Step. We now simplify the sum of T3 and T4 in (5.5). Simple algebraic manipulations imply that, for
any l≠ n,

2(zns −wn
s ){αw,l,n

s [•] ·Δlwn
s [•] − αz,l,n

s [•] ·Δlzns [•]} + αw,l,n
s [•] ·Δl(zns −wn

s )2[•]
� 2(zns −wn

s ){αw,l,n
s [•] ·Δl(wn

s − zns )[•] + (αw,l,n
s − αz,l,n

s )[•] ·Δlzns [•]}
+ αw,l,n

s [•] ·Δl(zns −wn
s )2[•]

� 2(zns −wn
s )(αw,l,n

s [•] −αz,l,n
s [•]) ·Δlzns [•]

+ αw,l,n
s [•] · [Δl(zns −wn

s )[•] � Δl(zns −wn
s )[•]],

where a � b � (aibi : i ∈ [[d]]) is the element-by-element product between vectors. Similarly,

αw,n,n
s [•] ·Δn(zns −wn

s )2[•] � αw,n,n
s · [Δn(zns −wn

s )[•] � Δn(zns −wn
s )[•]]

+ 2(zns −wn
s )αw,n,n

s [•] · [Δn(zns −wn
s )[•]]

≥ 2(zns −wn
s )αw,n,n

s [•] · [Δn(zns −wn
s )[•]],

where, in the last line, we use the fact that the off-diagonal components of αw,n
s are nonnegative.

Back to (5.5), we obtain

E[eτ̃NΦ
n
τ̃N
(znτ̃N

− wn
τ̃N
)2] ≥ E[etΦn

t (znt − wn
t )2] + E

∫ τ̃N

t� τ̃N

ėsΦn
s (zns − wn

s )2ds

+ 2E

[∫ τ̃N

t� τ̃N

esΦn
s (zns − wn

s )
{∑
l≠n

[(αw,l,n
s [•] − αz,l,n

s [•]) · Δlzns [•]]

+ (αw,n,n
s [•] − φ̃•,n

s [•]) · Δn(zns − wn
s )[•] +Hw,n

s −Hz,n
s − rns

}
ds

]

+∑
l≠n

E

[∫ τ̃N

t� τ̃N

esΦn
sα

w,l,n
s [•] · [Δl(zns − wn

s )[•] � Δl(zns − wn
s )[•]]ds

]

− cE
∫ τ̃N

t� τ̃N

esΦn
s

−̃− > μ•,min
s

(zns − wn
s )2ds

[ ]
− c

1
N1=2−2ε E

∫ τ̃N

t� τ̃N

esds
[ ]

: (5:12)

5.1.4. Fourth Step. We now handle the third expectation on the right-hand side of (5.12). We start with the term
on the second line of (5.12). From (4.27),

Δlzns [j] � ΔlzN,n(s, X̃•,n
s , Ỹ

•,n
s )[j]

� Ỹ
l,n
s

N
djU

(
t,Xn,n

s ,μN

X̃
•,n
s ,̃Y

•,n
s

)
− d

X̃
l,n
s

U
(
s,Xn,n

s ,μN

X̃
•,n
s ,̃Y

•,n
s

)[ ]
+ �N,n,l(s, X̃•,n

s , Ỹ
•,n
s )[j],

Bayraktar et al.: Limits of N-Player Weighted Games
26 Mathematics of Operations Research, Articles in Advance, pp. 1–51, © 2022 INFORMS



with |�N,n,l(s, X̃•,n
s , Ỹ

•,n
s )| ≤ C(Ỹl,n

s )1+γ=N1+γ ≤ C Ỹ
l,n
s =N, the last inequality following from the fact that Ỹ

l,n
s ≤N and

the constant C depending only on the various parameters in the assumption (including κ).
Moreover, by the regularity of U, its gradient is uniformly bounded. Together with the Lipschitz property of

α∗, we obtain that, for l≠ n,∣∣∣(αw,l,n
s [•] − αz,l,n

s [•]) ·Δlzns [•]
∣∣∣ ≤ C

Ỹ
l,n
s

N

∣∣∣(−Δlwn
s [•])+ − (−Δlzns [•])+

∣∣∣,
and then, recalling that

∑
l≠n(Ỹ

l,n
s =N) ≤ 1, we get (by Jensen’s inequality)(∑

l≠n
|(αw,l,n

s [•] − αz,l,n
s [•]) ·Δlzns [•]|

)2

≤ C
∑
l≠n

Ỹ
l,n
s

N
|(−Δlwn

s [•])+ − (−Δlzns [•])+|2

� C
∑
l≠n

∑
i∈[[d]]

[
Ỹ

l,n
s

N

∣∣∣∣∣(−Δlwn
s [i])+ − (−Δlzns [i])+

∣∣∣∣∣
2

1
{(−Δlwn

s [i])+≤ Ỹ
l,n
s =N}

]

+ C
∑
l≠n

∑
i∈[[d]]

[
Ỹ

l,n
s

N

∣∣∣∣∣(−Δlwn
s [i])+ − (−Δlzns [i])+

∣∣∣∣∣
2

1
{(−Δlwn

s [i])+> Ỹ
l,n
s =N}

]

≤ C
∑
l≠n

(Ỹl,n
s )3
N3 +C

∑
l�n

∑
i∈[[d]]

[(−Δlwn
s [i])+ |(−Δlwn

s [i])+ − (−Δlzns [i])+|2],

where, in order to pass from the third to the last line, we use once again the fact that (−Δlzns [i])+ ≤ C Ỹ
l,n
s =N.

Recalling that s < τ̃N, we have ∑
l≠n

(Ỹl,n
s )3
N3 ≤ N1−ε

N

( )2∑
l≠n

Ỹ
l,n
s

N
�N−2ε:

Using in addition the upper bound (−Δlwn
s [i])+ ≤ αw,l,n

s [i] if i≠ X̃
l,n
s , we deduce that(∑

l≠n
|(αw,l,n

s [•] − αz,l,n
s [•]) ·Δlzns [•]|

)2
≤ CN−2ε +C

∑
l≠n

αw,l,n
s [•] · [Δl(zns −wn

s )[•] � Δl(zns −wn
s )[•]]: (5.13)

Hence, by Young’s inequality and because ε � 1=8, we deduce from (5.12) that

E[eτ̃NΦ
n
τ̃N
(znτ̃N

−wn
τ̃N
)2] ≥ E[etΦn

t (znt −wn
t )2] +E

∫ τ̃N

t� τ̃N

ėsΦn
s (zns −wn

s )2ds

+ 2E

[∫ τ̃N

t� τ̃N

esΦn
s (zns −wn

s ){−C(zns −wn
s )

+ (αw,n,n
s [•] − φ̃•,n

s [•]) ·Δn(zns −wn
s )[•] +Hw,n

s −Hz,n
s − rns }ds

]
− cE

∫ τ̃N

t� τ̃N

esΦn
s

μ̃•,min
s

(zns −wn
s )2ds

[ ]
−C

1
N2εE

∫ τ̃N

t� τ̃N

esds
[ ]

: (5:14)

We now turn to the analysis of the third line on the right-hand side of (5.14).
Recalling that φ̃•,n, αw,l,n, zN,n, and wN,n are bounded, we get, by the definition of the Hamiltonian,

|Hw,n
t −Hz,n

t | + |φ̃•,n
s − αw,n,n

s ||Δn(zns −wn
s )|≤ C |Δn(zns −wn

s )| ≤ CΘn
s ,

where

Θn
s :�

∑
j∈[[d]]

|(zN,n −wN,n)(s, (j, X̃•,−n
s ), Ỹn

s )| , (5.15)
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where (j, X̃•,−n
s ) � (X̃1,n

s , : : : , X̃
n−1,n
s , j, X̃

n+1,n
s , : : : ). Finally, from Proposition 4.3 (with ε � 1=8 therein),

|rN,n(s, X̃n
s , Ỹ

n
s )| ≤

C
Nη

:

Using Young’s inequality ab ≤ (a2 + b2)=2 in (5.14) and choosing

es � exp

(∫ t

t0

c
μ̃•,min
s

ds

)
, (5.16)

we obtain

E[eτ̃NΦ
n
τ̃N
(znτ̃N

−wn
τ̃N
)2] ≥ E[etΦn

t (znt −wn
t )2]

−CE
∫ τ̃N

t� τ̃N

esΦn
s (Θn

s )2ds
[ ]

− C
N2εE

∫ τ̃N

t� τ̃N

esds
[ ]

− C
N2η :

(5.17)

Here, it is worth recalling that c in (5.16) only depends on T, || f ||∞, and ||g||∞.
5.1.5. Fifth Step. We now proceed with the analysis of the various terms on the right-hand side of (5.17). We start
with the first term. By (4.13), (4.16), and (4.17) and for κ large enough (we comment more on this requirement
right after the inequality), we observe that7 (using the fact that Φn

τ̃N
≤ 1)

E[eτ̃NΦ
n
τ̃N
(znτ̃N

−wn
τ̃N
)2]

≤ CE[(eτ̃N )4]1=4E[(Φn
τ̃N
)2]1=2P(̃τN < T)1=4

≤ CN−ε=(4d) ∏
i∈[[d]]

(N−ε + μ̃t0 i[ ])−5=(8d)
(
1
N

∑
l∈[[N]]

|yl0|ℓ
)−1=4

+ exp (−cN1−2ε)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
×
[∏
i∈[[d]]

(N−ε + μ̃t0[i])−1=(8d) +
(
1
N

∑
l∈[[N]]

|yl0|ℓ
)1=8]

: (5:18)

Notice that, in order to get an estimate for E[(eτ̃N )4]1=4 (using (4.13)), we must assume that κ is large enough with
respect to c, but this makes sense because the constant c in the definition of es (see (5.16)) depends only on
|| f ||∞, ||g||∞, and T and, hence, does not depend on κ. It also interesting to observe that the polynomial decay in y
in the penultimate line permits to balance the polynomial growth in the last line.

If (N−1∑
l∈[[N]] |yl0|ℓ)−1=4 ≥ exp (−cN1−2ε), then using the fact that (N−1∑

l∈[[N]] |yl0|ℓ)−1=4 is always less than one, we
get that the right-hand side in (5.18) can be bounded by CN−ε=(4d)∏

i∈[[d]](N−ε + μ̃t0[i])−3=(4d), that is,
E[eτ̃N Φ

n
τ̃N
(zτ̃N

n −wn
τ̃N
)2] ≤ CN−ε=(4d) ∏

i∈[[d]]
(N−ε + μ̃t0[i])−3=(4d): (5.19)

If (N−1∑
l∈[[N]] |yl0|ℓ)−1=4 ≤ exp (−cN1−2ε), that is, N−1∑

l∈[[N]] |yl0|ℓ ≥ exp (4cN1−2ε), then τ̃N � t0 with probability one.
But, in the latter case,

E eτ̃NΦ
n
τ̃N
(znτ̃N

−wn
τ̃N
)2

[ ]
≤ CΦn

t0 � C

(
1
N

∑
l∈[[N]]

|yl0|ℓ
)−1

≤ Cexp (−4cN1−2ε),

and obviously (5.19) also holds true. So the latter holds true in any case. Similarly, by (4.13) again and also for κ
large enough as before,

N−2εE

[∫ τ̃N

t� τ̃N

esds

]
≤ CN−2ε ∏

i∈[[d]]
(N−ε + μ̃t0[i])−1=d

≤ CN−ε=(4d) ∏
i∈[[d]]

(N−ε + μ̃t0[i])−3=(4d): (5.20)

To finish, we recall from (5.1) that

θn
t � sup

x,y

[∏
i∈[[d]]

(N−ε + μN
x,y[i])1=dΦN(y)(zN,n − wN,n)2(t, x, y)

]
, t ∈ [0,T], (5.21)
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This allows us to write, using the notation from (5.15),

Φn
s (Θn

s )2 ≤ C
∑
j∈[[d]]

∏
i∈[[d]]

(N−ε + μN
(j,X̃ •,−n

s ),Ỹ •,n
s
[i])−1=dθn

s :

Now, because s < τ̃N, we have, for all i ∈ [[d]],

N−ε +μN
(j,X̃ •,−n

s ),Ỹ •,n
s

i[ ] ≥N−ε +μN
X̃

•,n
s ,Ỹ

•,n
s

i[ ] −Yn,n
t

N
≥ 1
2
(N−ε + μ̃•,n

s i[ ]),

from which we deduce that

E

[∫ τ̃N

t� τ̃N

esΦn
s (Θn

s )2ds
]
≤ CE

[∫ τ̃N

t� τ̃N

θn
s es

∏
i∈[[d]]

(N−ε + μ̃•,N
s [i])−1=dds

]
:

By (4.14), the preceding is less than (again, provided that κ is chosen large enough)

E

[∫ τ̃N

t� τ̃N

esΦn
s (Θn

s )2ds
]
≤ C

∏
i∈[[d]]

(N−ε + μ̃t0[i])−1=d
∫ T

t
θn
s ds: (5.22)

So, taking t � t0 in (5.17), multiplying the whole by
∏

i∈[[d]](N−ε + μ̃t0[i])1=d, and collecting the four bounds (5.17),
(5.19), (5.20) and (5.22), we deduce that there exists an exponent χ > 0 such that, for any initial condition (t0,x,y),

∏
i∈[[d]]

(N−ε + μ̃t0[i])1=dΦ(y)(zN,n −wN,n)2(t0,x,y) ≤ CN−χ +C
∫ T

t0
θn
s ds:

Taking the supremum over x and y, we get θn
t0 on the left-hand side. Because t0 is arbitrary, we can complete the

proof of (2.19) by Gronwall’s lemma. Q.E.D.

5.2. Proof of Theorem 2.2
Now that Theorem 2.1 has been proved, the proof is pretty straightforward. It is based on a standard diffusion
approximation theorem—see for instance Ethier and Kurtz [21, chapter 7, theorem 4.1]—and our plan is, thus, to
check the assumption of this latter statement. Throughout the proof, we make use of the following stopping
time:

σNK :� inf t ∈ 0,T[ ] : min
e∈[[d]]

μN
t e[ ] ≤ 1=K or

1
N

∑
l∈[[d]]

|YN,l
s |ℓ ≥ K

{ }
, inf ∅ � +∞,

for ℓ � 3 and any real K ≥ 0. We denote by YN,l the lth coordinate of YN. A key fact for us is that, by (4.14) and
(4.15) with ι � 0 therein,

lim
K→∞ sup

N≥1
P(σNK ≤ T) � 0:

Note that the initial condition satisfies (2.20) because of the convergence in (2.21) and because yN � (1, : : : , 1). The
result is important in our analysis. It says that we can easily localize the various conditions appearing in the
statement of Ethier and Kurtz [21, chapter 7, theorem 4.1] and just check them up to the stopping time σNK (which
is not so different from the fact that, in the latter statement, all the conditions are localized with respect to the
stopping τrn, using the same notation as therein).

The next step is to provide a semimartingale expansion of (μN
t [i])0≤t≤T for any i ∈ [[d]]. This is here possible by

Itô’s lemma (see, for instance, the proof of Theorem 4.1 or Expansion (5.2)). For convenience, we remove the
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exponent N from most of the notations (for instance, we merely write (X,Y) for (XN,YN)) except when this is
clearly needed (say, for instance, when we take a limit over N). With this convention, we get

dμN
t i[ ] � d

(
1
N

∑
l∈[[N]]

Yl
t1{Xl

t�i}

)
� 1
N

∑
l∈[[N]]

∫
[0,M]d

Yl
t−(1{Xl

t−+f lt−(θ)�i} −1{Xl
t−�i})N

l(dθ,dt)

+ 1
N

∑
l∈[[N]]

∫
[0,εN][[N]]d

glt−(θ)1{Xl
t−�i}N

0(dθ,dt)

� 1
N

∑
l∈[[N]]

∫
[0,M]d

Yl
t−(1{Xl

t−+f lt−(θ)�i} −1{Xl
t−�i})νl(dθ)dt

+ 1
N

∑
l∈[[N]]

∫
[0,M]d

Yl
t−(1{Xl

t−+f lt−(θ)�i} −1{Xl
t−�i})N

l(dθ,dt)

+ 1
N

∑
l∈[[N]]

∫
[0,εN][[N]]d

glt−(θ)1{Xl
t−�i}N

0(dθ,dt)

≕ dBt + dMt + dM0
t ,

whereN
0
,N

1
, ⋯ ,N

N
denote the compensated Poisson measures and where, in the penultimate line, we use the

fact that
∫
[0,εN][[N]]d g

l
t−(θ)dν0(θ) � 0. By (4.7), we know that

dBt � 1
N

∑
l∈[[N]]

∑
j∈[[d]]

Yl
t−(δi,j −1{Xl

t−�i})(φ(μN
t− j
[ ]) + (−Δlwl

t−[j])+)dt

� 1
N

∑
l∈[[N]]

Yl
t− (φ(μN

t− i[ ]) + (−Δlwl
t−[i])+) −

∑
j∈[[d]]

1{Xl
t−�i}(φ(μN

t− j
[ ]) + (−Δlwl

t−[j])+)
[ ]

dt:

As long as t < σK, we have that

Yl
t−
N

≤ 1
N
N1=m

(
1
N

∑
n∈[[N]]

|Yn
t−|m

)1=m
≤ K1=mN−1+1=m: (5.23)

Hence, we get, from (4.28), (4.29), and Theorem 2.1,

Δlwl
t−[j] � Δlzlt−[j] +O(N−χ)

� Uj(t − ,μN
t−) −UXl

t− (t − ,μN
t−) +O(N−χ),

for a possibly new value of χ. Here,O(·) is the standard Landau notation, it being understood that the underlying
constant is deterministic and independent of l, t, and j.

We, thus, end up with

dBt �
∑
k∈[[d]]

μN
t−[k](φ(μN

t−[i]) + (Uk −Uj)+(t,μN
t−))

−∑
j∈[[d]]

μN
t−[i](φ(μN

t−[j]) + (Ui −Uj)+(t,μN
t−))]dt +O(N−χ)dt

≕ b(t,μN
t−)dt +O(N−χ)dt (5:24)

:

We deduce that (we put an exponent N in B in order to emphasize the dependence on N)

sup
t∈[0,T � σK]

∣∣∣∣∣BN
t −

∫ t

0
b(s,μN

s )ds
∣∣∣∣∣

tends to zero in probability as N tends to ∞, which fits Ethier and Kurtz [21, chapter 7, (4.6)]. By the way, notice
that Ethier and Kurtz [21, chapter 7, (4.4)] follows in a straightforward manner.

We now handle the martingale part. By independence of the noisesN 1, ⋯ ,NN, it is easy to see that

lim
N→∞E

[
sup
0≤t≤σK

|Mt|2
]
� 0:
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Then, the compensator of (Mt[i]Mt[j])0≤t≤T, which we denote by (Ai,j
t )0≤t≤T, satisfies

lim
N→∞E sup

0≤t≤σK
|At |

[ ]
� 0:

Next, the compensator of (M0
t [i]M0

t [j])0≤t≤T is given by (A0,i,j
t )0≤t≤T, defined by

dA0,i,j
t � 1

N2

∑
l,n∈[[N]]

∫
[0,εN][[N]]d

glt−(θ)gnt−(θ)1{Xl
t−�i}1{Xn

t−�j}ν
0(dθ)dt

� ε

N

∑
l,n∈[[N]]

Yl
t−Y

n
t−1{Xl

t−�i}1{Xn
t−�j}E

SμN
t−
[i]

NμN
t−[i]

− 1
( ) SμN

t−
[j]

NμN
t−[j]

− 1
( )[ ]( )

dt

� ε(μN
t−[i]δi,j −μN

t−[i]μN
t−[j])dt:

By combining the last two results, we deduce that the compensator of ((Mt +M0
t )[i](Mt +M0

t )[j])0≤t≤T, which we
denote by (Ai,j

t )0≤t≤T, satisfies

lim
N→∞E sup

t∈[0,T�σK]
|Ai,j

t −A
i,j
t−|

]
� 0, lim

N→∞E

[
sup

t∈[0,T�σK]

∣∣∣∣∣Ai,j
t −

∫ t

0
ε(μN

s−[i]δi,j −μN
s−[i]μN

s−[j])ds
∣∣∣∣∣
]
� 0,

[
which are, respectively, Ethier and Kurtz [21, chapter 7, (4.5) and (4.7)]. The last assumption we need to verify is Eth-
ier and Kurtz [21, chapter 7, (4.3)]. Because the process (μN

t )0≤t≤T takes values in the simplex, it suffices to prove that

∀r > 0, lim
N→∞P sup

0≤t≤T�σNK

|μN
t −μN

t−|≥ r

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠ � 0: (5.25)

We may split the jumps into two parts: those that are due to the idiosyncratic noises and those that are due to the
common noise. To make it clear, for any i ∈ [[d]],

|μN
t i[ ] −μN

t− i[ ]| ≤ 1
N

∑
l∈[[N]]

|Yl
t −Yl

t−| +
1
N

∑
l∈[[N]]

Yt− | Xl
t −Xl

t−| :

Because at most one of all the (Xl)l∈[[N]] may jump at a given time, the second term on the right-hand side can be
upper bounded in the following way:

1
N

∑
l∈[[N]]

Yt− |Xl
t −Xl

t−| ≤
d
N
max
l∈[[N]]

Yl
t− ≤ K1=mN−1+1=m,

the last bound following from (5.23).
Therefore, we can just focus on the jumps induced by Y, which is more subtle. The idea is to represent the lat-

ter ones as follows. By (2.6), we may indeed represent the jump times of (Yt)0≤t≤T through the jump times (�n)n≥0
of a Poisson process of intensity εN on the axis [0, +∞) (with �0 � 0). The counting process on [0,T] is denoted
by (Rt �

∑
n≥01[0,t](τn))0≤t≤T, which is a Poisson process of intensity εN. Then, we use the fact that, when the ex-

ponential clock rings (namely, at some time �n), the jump of Y is given by a multinomial distribution of parame-
tersN and (μN

�n−[i])i∈[[d]]. Writing

sup
0≤t≤T�σK

1
N

∑
l∈[[N]]

|Yl
t −Yl

t−| ≤ sup
n∈{1,⋯,RT}

1
N

∑
l∈[[N]]

|Yl
�n
−Yl

�n−| 1{mine∈[[d]] μN
�n−[e]>1=K}

[ ]
,

we deduce that, for any r > 0,

P

(
sup

0≤t≤T�σK

1
N

∑
l∈[[N]]

|Yl
t −Yl

t−| ≥ r

)

≤ P(RT ≥Nr−1) +P

(
sup

n∈{1,⋯, �Nr−1�}

1
N

∑
l∈[[N]]

|Yl
�n
−Yl

�n− | 1{mine∈[[d]]μN
�n−[e]>1=K}

[ ]
≥ r

)

≤ εTr+Nr−1 sup
μ:mine∈[[d]]μ[e]>1=K

P

(
sup
i∈[[d]]

∣∣∣∣Sμ[i]N
−μ i[ ]

∣∣∣∣ ≥ rμ i[ ]
)

≤ εTr+ 2Nr−1exp (−2Nr2K−2),
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the last line following from Hoeffding’s inequality. The preceding bound tends to zero as N tends to ∞ first, and
then r tends to zero, from which we deduce that, for any r > 0, the term on the first line tends to zero as N tends
to∞. We get (5.25), which completes the proof. w

6. Proofs of the Auxiliary Estimates of the Weight Process
In this section, we prove the results stated in Section 4.1.

6.1. Proof of Theorem 4.1
6.1.1. First Step. Recall Itô’s Equation (4.8) together with the notation (4.9). Given - > 0, we apply this formula
to the function v(x,y) � log (-+μN

x,y[i]). We get, for each i ∈ [[d]], letting Λt :� log (-+μt[i]),
dΛt �

∑
l∈[[N]]

∫
[0,M]d

log -+μt− i[ ] + 1
N
Y

l
t− 1{Xl

t−+f
l
t−(θ)�i}

−1{Xl
t−�i}

( )( )
− log (-+μt− i[ ])

[ ]
N l(dθ,dt)

+
∫
[0,εN][[N]]d

[
log

(
-+μt− i[ ] + 1

N

∑
l∈[[N]]

glt−(θ)1{Xl
t−�i}

)
− log (-+μt− i[ ])]N 0(dθ,dt)

� ∑
l∈[[N]]

∫
[0,M]d

log 1+
1
NY

l
t− 1{Xl

t−+f
l
t−(θ)�i}

−1{Xl
t−�i}

[ ]
-+μt−[i]

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠N l(dθ,dt) +

∫
[0,εN][[N]]d

log 1+
1
N
∑

l∈[[N]] glt−(θ)1{Xl
t−�i}

-+μt−[i]

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠N 0(dθ,dt),

and we have

−dΛt �
∑
l∈[[N]]

∫
[0,M]d

log
-+μt−[i]

-+μt− i[ ] + 1
N
Y

l
t− 1{Xl

t−+f
l
t−(θ)�i}

−1{Xl
t−�i}

[ ]
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠N l(dθ,dt)

+
∫
[0,εN][[N]]d

log
-+μt−[i]

-+μt− i[ ] + 1
N

∑
l∈[[N]]glt−(θ)1{Xl

t−�i}

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠N 0(dθ,dt)

� ∑
l∈[[N]]

∫
[0,M]d

log 1−
1
N
Y

l
t− 1{Xl

t−+f
l
t−(θ)�i}

−1{Xl
t−�i}

[ ]
-+μt−[i] + 1

N
Y

l
t− 1{Xl

t−+f
l
t−(θ)�i}

−1{Xl
t−�i}

[ ]
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠N l(dθ,dt)

+
∫
[0,εN][[N]]d

log 1− 1
N

∑
l∈[[N]]

glt−(θ)
1{Xl

t−�i}
-+μt− i[ ] + 1

N

∑
l∈[[N]]glt−(θ)1{Xl

t−�i}

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠N 0(dθ,dt):

This prompts us to let

λt :�
∑
l∈[[N]]

∫
[0,M]d

−
1
N Y

l
t

[
1{Xl

t−+f
l
t(θ)�i}

− 1{Xl
t�i}

]
- + μt− i[ ] + 1

N Y
l
t−
[
1{Xl

t+f
l
t(θ)�i}

− 1{Xl
t�i}

] ν dθ( ) +
∫

[0,εN][[N]]d
−

1
N
∑

l∈[[N]] glt(θ)1{Xl
t�i}

- + μt i[ ] + 1
N
∑

l∈[[N]] glt(θ)1{Xl
t�i}

ν0(dθ),

and as a result, we claim that (Zt � exp{−Λt −
∫ t

0
λsds})0≤t≤T is a supermartingale. This follows from the fact that,

given a tuple of bounded predictable processes ((Flt)0≤t≤T)l�0,⋯,N, the process

Zt� exp
{∑N
l�1

∫ t

0

∫
[0,M]d

log (1+ Flt)N l(dθ,dt) +
∫ t

0

∫
[0,εN][[N]]d

log (1+ F0t )N 0(dθ,dt)

−∑N
l�1

∫ t

0

∫
[0,M]d

Fltν(dθ)dt−
∫ t

0

∫
[0,εN][[N]]d

F0t ν
0(dθ)dt

}
,

is a supermartingale because it solves the SDE

dZt �
∑N
l�1

∫
[0,M]d

Zt−Flt[N l(dθ,dt) − ν(dθ)dt] +
∫
[0,εN][[N]]d

Zt−F0t [N 0(dθ,dt) − ν0(dθ)dt]:

In particular, E[Zt] ≤ (-+μi
0)−1 for any t.
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6.1.2. Second Step. By definition of Λ,

(- + μt� τN
[i])exp

(
−Λt� τN −

∫ t� τN

0
λsds

)
� exp

(∫ t� τN

0
−λsds

)
, (6.1)

and then, using 0 < - < 1 and μτN
[i] ≤ 1, taking expectation and letting t tend to T, we obtain

E exp −
∫ τN

0
λtdt

{ }[ ]
≤ 2
-+μ0[i]

, (6.2)

and thus, it remains to bound −λt from below. By (4.3), we obtain, letting αl
t(j) :� αl(t,X t,Y t)[j],

−λt � 1
N

∑
l∈[[N]]

∑
j∈[[d]]

φ(μt j
[ ]) +αl

t j
[ ][ ] Y

l
t(1{j�i} −1{Xl

t�i}
)

-+μt i[ ] +
1
N
Y

l
t(1{j�i} −1{Xt

l � i})

+ εN
∑

k∈[[N]]d
kX

n
t

Nμt[Xn
t ]

( )ι
MN,μt

k( )
1
N
∑

l∈[[N]]Y
l
t1{Xl

t�i}
1{μt[i]≠0}

ki

Nμt[i]
− 1

( )
-+μt i[ ] +

1
N
∑

l∈[[N]]Y
l
t1{Xl

t�i}
ki

Nμt[i]
− 1

( )
� 1
N

∑
l∈[[N]]

Y
l
t

∑
j∈[[d]]

1{Xl
t�j}

φ(μt[i]) +αl
t[i]

-+μt i[ ] +
1
N
Y

l
t −

1
N
Y

l
t1{j�i}

− 1
N

∑
l∈[[N]]

Y
l
t1{Xl

t�i}
∑
j∈[[d]]

φ(μt[j]) + αl
t[j]

-+μt i[ ] +
1
N
Y

l
t1{j�i} − 1

N
Y

l
t

+ εN1{μ t[i]≠0}E
Sμ t [X

n
t ]

Nμ t[X
n
t ]

( )ι N−1Sμ t
[i] −μt[i]

-+μt[i] +N−1Sμt
[i] −μt[i]

[ ]

� 1
N

∑
l∈[[N]]

Y
l
t

∑
j≠i

1{Xl
t�j}

φ(μt[i]) +αl
t[i]

-+μt i[ ] +
1
N
Y

l
t

−1{Xl
t�i}

φ(μt[j]) + αl
t[j]

-+μt i[ ] −
1
N
Y

l
t

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

+ε1{μt[i]≠0}
∑
j∈[[d]]

1{Xn
t �j}E

Sμ t
[j]

Nμt[j]
( )ι Sμt

[i] −Nμt[i]
-+N−1Sμ t

[i]

[ ]
≕ (I+ II) + III,

(6.3)

with the same convention as before that the ratio Sμt
[j]=(Nμt[j]) is understood as one if μt[j] � 0. Importantly,

note that the denominators in expressions I and II are positive; indeed, on the event {Xl
t � i}, μt[i] −N−1Yl

t �
μt[i] −N−1Yl

t1{Xl
t�i}

�N−1∑
j≠lY

j
t1{Xj

t�i}
, which is nonnegative.

6.1.3. Third Step. We let - �N−ε and consider times t < τN so that μt[i] ≥N−ε and Y
l
t ≤ 1

2N
1−ε for any l ∈ [[N]].

We have

-+μt i[ ] +
1
N
Y

l
t ≤N−ε +μt i[ ] +

1
2
N−ε ≤ 5

2
μt i[ ], -+μt i[ ] −

1
N
Y

l
t ≥ μt i[ ] −

1
2
N−ε ≥ 1

2
μt i[ ],

and thus, using the definition of φ and the bounds 0 ≤ α
i,j
t ≤ 2(T || f ||∞+ || g||∞), we obtain (recall (4.2) for the defi-

nition ofM)

I ≥ 2κ
5

1
μt[i]

1{μt[i]≤δ}
∑
j≠i

μt j
[ ] ≥ 2

5
κ 1− δ( )1{μ t[i]≤δ}

1
μt[i]

,

II ≥ − d− 1( )Mμt i[ ]
2

μt[i]
� −2 d− 1( )M: (6.4)
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As to the jth term in III, we note that, for any l ∈ [[N]], Sμ t
[l] ~ Bin(N,μt[l]), and applying Hoeffding’s inequality,

we get

P |Sμt
l[ ] −Nμt l[ ]| ≥

1
2
Nμt l[ ]

( )
≤ 2exp −N(μt[i])2

2

{ }
≤ 2exp −N1−2ε

2

{ }
: (6.5)

For any j ∈ [[d]], we let

IIIj � εNE
Sμt

[j]
Nμt[j]
( )ι Sμ t

[i] −Nμt[i]
-+N−1Sμt

[i]

[ ]
:

Observing that, whether ι � 0 or ι � 1, it holds that E[(Sμt
[j]=Nμt[j])ι] � 1, we may define the new probability

measure

P
j
:� Sμt

[j]
Nμt[j]
( )ι

·P,

and then, denoting by E
j
the related expectation, we obtain

IIIj � εNE
j Sμ t

[i] −Nμt[i]
-+N−1Sμt

[i]

[ ]

� εNE
j Sμ t

[i] −Nμt[i]
N1−ε + Sμ t

[i] 1{|Sμ t [i]−Nμt[i]|>1=2Nμt[i]}

[ ]
+ εNE

j Sμt
[i] −Nμt[i]

N1−ε + Sμt
[i] 1{|Sμ t [i]−Nμ t[i]|≤1=2Nμ t[i]}

[ ]
: (6:6)

Notice that E[(Sμ t
[j]=Nμt[j])2ι] ≤ 1+ (1−μt[j])=(Nμt[j]) ≤ 1+Nε−1 ≤ 2 (the worst case is ι � 1). In particular, for

any event A ∈ (Ξ,G,P), Pj(A) ≤ ��
2

√
P(A)1=2, and in particular, we have a variant of (6.5) under P

j
(up to a multipli-

cative constant).
Now, the first term in (6.6) can be bounded as follows:

εN

∣∣∣∣∣Ej Sμ t
[i] −Nμt[i]

N1−ε + Sμt
[i] 1{|Sμ t [i]−Nμ t[i]|>1=2Nμ t[i]}

[ ]∣∣∣∣∣
≤ εN

N
N1−ε P

j | Sμ t
i[ ] −Nμt i[ ] |≥ 1=2Nμt i[ ]

( )
≤ 2εN1+εexp −N1−2ε

4

{ }
≤ Cε,

(6.7)

with C as in the statement.

6.1.4. Fourth Step. In order to bound the second term in IIIj, we denote, for x ≥ −Nμt[i],
ψ x( ) � x

(N−ε +μt[i])N + x
:

We note that ψ is increasing and concave and split

εNE
j
[
ψ(Sμt

[i] −Nμt[i])1{|Sμ t [i]−Nμt[i]|≤1=2Nμ t[i]}
]
� εNE

j
[
(ψ(Sμt

[i] −Nμt[i]) + ψ(Nμt[i] − Sμ t
[i]))1{|Sμ t[i]−Nμt[i]|≤1=2Nμt[i]}

]
+ εNE

j
[
− ψ(Nμt[i] − Sμ t

[i])1{|{Sμ t[i]−Nμ t[i]|≤1=2Nμt[i]}
]
≕ (A) + (B):

(6.8)
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Notice that, on the event {| Sμt
i[ ] −Nμt i[ ] |≤ 1

2Nμt i[ ]}, it holds that Nμt i[ ] − Sμ t
i[ ] ≥ − 1

2Nμt i[ ], which makes licit
the composition by ψ. Thus, Jensen’s inequality, under the conditional probability given {|Sμt

i[ ] −Nμt i[ ]|
≤ 1

2Nμt i[ ]}, gives

E
j −ψ Nμt i[ ] − Sμt[i]

( )∣∣∣ |Sμ t
i[ ] −Nμt i[ ]| ≤

1
2
Nμt i[ ]

[ ]
≥ −ψ E

j
Nμt i[ ] − Sμ t

i[ ]
∣∣∣ |Sμt

i[ ] −Nμt i[ ]| ≤
1
2
Nμt i[ ]

[ ]( )

� −ψ
E
j
Nμt i[ ] − Sμ t

i[ ]
( )

1
|Sμ t[i]−Nμt i[ ]| ≤ 1

2
Nμ t i[ ]

{ }⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

P
j |Sμt[i] −Nμt i[ ]| ≤

1
2
Nμt i[ ]

( )
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠:
Now, notice that

E
j
Nμt i[ ] − Sμt

i[ ]
[ ]

� E
Sμ t

[j]
Nμt[j]
( )ι

Nμt i[ ] − Sμ t
i[ ]

( )[ ]
:

If ι � 0, then both terms in the formula are obviously zero. Otherwise, ι � 1, and then, at least for i≠ j,

E
j[Nμt[i] − Sμ t

[i]]
� E

Sμ t
[j]

Nμt[j]
Nμt i[ ] − Sμ t

i[ ]
( )[ ]

� 1
Nμt[j]

E Sμ t
j
[ ]−Nμt j

[ ]( )
Nμt i[ ] − Sμt

i[ ]
( )[ ]

�Nμt[j]μt[i]
Nμt[j]

� μt i[ ]:

Noticing that the first term on the third line is negative if i � j and recalling our variant of (6.5), we get in any
case (whether i � j or not)

E
j
Nμt i[ ] − Sμt

i[ ]
( )

1
|Sμ t[i]−Nμt i[ ]|≤1

2
Nμ t i[ ]

{ }⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� E
j
Nμt i[ ] − Sμt

i[ ]
( )[ ]

− E
j
Nμt i[ ] − Sμ t

i[ ]
( )

1
|Sμ t[i]−Nμt i[ ]|>1

2
Nμt i[ ]

{ }⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

≤ μt i[ ] − E
j
Nμt i[ ] − Sμt

i[ ]
( )

1
|Sμ t[i]−Nμt i[ ]|>1

2
Nμt i[ ]

{ }⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

≤ μt i[ ] + 2NP
j |Sμ t[i] −Nμt i[ ]| >

1
2
Nμt i[ ]

( )
≤ μt i[ ] + 2Nexp −N1−2ε

4

{ }
,

so that

E
j
Nμt i[ ] − Sμt

i[ ]
( )

1
|Sμt [i]−Nμt i[ ]|≤1

2
Nμ t i[ ]

{ }⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

P
j |Sμt[i] −Nμt i[ ]| ≤ 1

2
Nμt i[ ]

( ) ≤
μt i[ ] + 2Nexp − 1

4
N1−2ε

{ }
1 − 2Nexp − 1

4
N1−2ε

{ }
≤ Cμt i[ ] +

C
N2 ,
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at least for N large enough (the underlying rank upon which the preceding bound is true only depending on ε);
by noticing that the left-hand side is upper bounded by N, we can change the constant C accordingly such that
the preceding is always true (even for N small). We deduce that

E
j −ψ Nμt i[ ] − Sμt[i]

( )∣∣∣ |Sμ t
i[ ] −Nμt i[ ]| ≤

1
2
Nμt i[ ]

[ ]
≥ −ψ Cμt i[ ] +

C
N2

( )
:

Now, allowing the constant C to vary from one inequality to another,

ψ Cμt i[ ] +
C
N2

( )
≤ C

μt[i] +N−2

(N−ε + μt[i])N + Cμt[i]
≤ C
N
:

As a result (recall (6.8) for the definition of (A) and (B)),

B( ) � εNE
j −ψ Nμt i[ ] − Sμt

i[ ]
( )

1
|Sμ t[i]−Nμ t i[ ]|≤1

2
Nμ t i[ ]

{ }⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� εNE
j −ψ Nμt i[ ] − Sμt

i[ ]
( )∣∣∣∣∣∣∣∣ Sμ t[i] −Nμt i[ ]

∣∣∣ ≤ 1
2
Nμt i[ ]

{ }[ ]
× P

j
Sμ t[i] −Nμt i[ ] |≤

1
2
Nμt i[ ]

( )
≥ −εN C

N
� −Cε:

The term (A) is instead

A( ) � εNE
Sμt

[i] −Nμt[i]
(N−ε + μt[i])N + Sμ t

[i] −Nμt[i]
+ Nμt[i] − Sμ t

[i]
(N−ε + μt[i])N +Nμt[i] − Sμ[i]

( )
1

|Sμ t i[ ]−Nμt i[ ]|≤1
2
Nμ t i[ ]

{ }⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� εNE − 2(Sμt
[i] −Nμt[i])2

(N−ε + μt[i])2N2 − (Sμt
[i] −Nμt[i])2

1
|Sμ t i[ ]−Nμ t i[ ]|≤1

2
Nμ t i[ ]

{ }⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

≥ −εNE
2(Sμt

[i] −Nμt[i])2
3
4
(μt[i])2N2

1
|Sμ t i[ ]−Nμ t i[ ]|≤1

2
Nμ t i[ ]

{ }⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

≥ −εN 8
3
Nμt[i](1 − μt[i])

N2(μt[i])2
≥ − 8

3
ε

1
μt[i]

≥ − 8
3
ε
1{μ t[i]≤δ}
μt[i]

− ε
8
3δ

,

and so, combining with the lower bound for (B), we obtain from (6.6) and (6.7)

III ≥ −Cε − 8
3
ε
1{μt[i]≤δ}
μt[i]

− ε
8
3δ

≥ −C0 − 8
3
ε
1{μ t[i]≤δ}
μt[i]

,

for a constant C0 as in the statement, using ε < 1.

6.1.5. Conclusion. Putting things together (see (6.3) and (6.4)), we obtain

−λt ≥ 2
5

1 − δ( )κ − 8
3
ε

( )
1{μ t[i]≤δ}
μt[i]

− C1,

for another C1 as in the statement. This inequality, applied in (6.2), gives

E exp
∫ τN

0

(
2
5

1 − δ( )κ − 8
3
ε

{ )
1{μ t[i]≤δ}
μt[i]

dt

[ }]
≤ 2
N−ε + μ0[i]

exp C1T( ):

Therefore (4.11) follows if we choose κ such that

2
5

1 − δ( )κ − ε
8
3
≥ λ,

and then use another value of C.
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In order to prove (4.12), we exploit (6.1) to derive

1
N−ε + μt� τN

[i] exp
∫ t� τN

0

λ

μs[i]
1{μs[i]≤δ}ds − C1T

( )
≤ exp −Λt� τN −

∫ t� τN

0
λsds

( )
:

Taking expectation, we conclude by recalling that the exponential on the right-hand side has expectation
bounded by 1=(N−ε +μ0[i]). Q.E.D.

6.2. Proof of Lemma 4.1
6.2.1. First Step. We start with the first line in (4.18). By standard algebra, we get

E
Sμ[i]
Nμ[i]
( )ℓ

− 1

[ ]
� 1

Nℓμ[i]ℓ E (Sμ[i] −Nμ[i] +Nμ[i])ℓ
[ ]

− 1

� 1

Nℓμ[i]ℓ
∑ℓ
k�1

ℓ

k

( )
E (Sμ[i] −Nμ[i])k
[ ]

(Nμ[i])ℓ−k

� ℓ

2

( )
Nμ[i](1 − μ[i])

(Nμ[i])2 +∑ℓ
k�3

ℓ

k

( )
E[(Sμ[i] −Nμ[i])k]

(Nμ[i])k : (6:9)

Recall Rosenthal’s inequality (see Petrov [33, theorem 2.9]) for independent integrable random variables {Zk}nk�1
with E[Zk] � 0, and for p ≥ 2,

E

∣∣∣∑n
k�1

Zk

∣∣∣p ≤ c(p)
(∑n
k�1

E[|Zk|p] +
(∑n
k�1

E[|Zk|2]
)p=2)

,

where c(p) is a positive constant depending only on p. Applying it to the centered sum Sμ[i] −Nμ[i], we get that,
for each real p ≥ 2,

E[|Sμ[i] −Nμ[i]|p]
≤ CpN[μ[i]p(1−μ[i]) + (1−μ[i])pμ[i]] +CpNp=2μ[i]p=2(1−μ[i])p=2
≤ CpNμ[i] +CpNp=2μ[i]p=2
≤ CpNp=2μ[i]: (6:10)

And, for a constant Cp depending on p, the value may vary from line to line. Then, by combining the last two in-
equalities, we obtain the first line in (4.18).

We now turn to the second line in (4.18). Following the analysis of the first line, we have

E
Sμ[j]
Nμ[j]

Sμ[i]
Nμ[i]
( )ℓ

− 1

{ }[ ]

� 1

Nℓ+1μ[i]ℓμ[j]
∑ℓ
k�1

ℓ

k

( )
E Sμ j

[ ] −Nμ j
[ ]( )

(Sμ[i] −Nμ[i])k
[ ]

(Nμ[i])ℓ−k

+ 1

Nℓμ[i]ℓ
∑ℓ
k�2

ℓ

k

( )
E (Sμ[i] −Nμ[i])k
[ ]

(Nμ[i])ℓ−k:

When k � 1 in the first sum, the expectation therein is given by the correlation matrix of the multinomial distribu-
tion, namely, E[(Sμ[j] −Nμ[j])(Sμ[i] −Nμ[i])] �Nμ[i]δi,j −Nμ[i]μ[j]; when k � 2 in the second sum, the expecta-

tion therein is given by E[(Sμ[i] −Nμ[i])2] �Nμ[i](1−μ[i]). As for the other terms (whatever the sum), we may
just invoke the Cauchy–Schwarz inequality and then (6.10) in order to bound the corresponding expectation. As
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a result, we can find a constant C only depending on ℓ such that∣∣∣∣∣E Sμ[j]
Nμ[j]

Sμ[i]
Nμ[i]
( )ℓ

− 1

{ }[ ]∣∣∣∣∣
≤ ℓ

Nμ[j] +
ℓ(ℓ− 1)
2Nμ[i] +

C

Nℓ+1μ[i]ℓμ[j]
∑ℓ
k�2

N(k+1)=2(μ[i])1=2(μ[j])1=2(Nμ[i])ℓ−k

+ C

Nℓμ[i]ℓ
∑ℓ
k�3

Nk=2μ i[ ](Nμ[i])ℓ−k

≤ ℓ(ℓ+ 1)
2Nmine∈[[d]]μ[e] +C

∑ℓ
k�2

1

N(k+1)=2(μ[i])k−1=2(μ[j])1=2 +C
∑ℓ
k�3

1

Nk=2(Nμ[i])k−1

≤ ℓ(ℓ+ 1)
2Nmine∈[[d]]μ[e] +C

∑ℓ+1
k�3

1

Nk=2mine∈[[d]]μ[e]k−1
,

which fits the announced inequality.

6.2.2. Second Step. We now prove (4.19). Following (6.9), we have∣∣∣∣ Sμ[i]
Nμ[i]
( )ℓ − 1

∣∣∣∣ � 1

Nℓμ[i]ℓ |(Sμ[i] −Nμ[i] +Nμ[i])ℓ −Nℓμ[i]ℓ |

≤ C
∑ℓ
k�1

|Sμ[i] −Nμ[i]|k(Nμ[i])−k: (6:11)

By the third line in (6.10), we get

E
∣∣∣ Sμ[i]
Nμ[i]
( )ℓ − 1

∣∣∣p[ ]1=p
≤ C

∑ℓ
k�1

(Nμ[i] +Nkp=2μ[i]kp=2)1=p(Nμ[i])−k

≤ C

[
(Nμ[i])1=p∑ℓ

k�1
(Nμ[i])−k +∑ℓ

k�1
(Nμ[i])−k=2

]
,

which completes the proof because p ≥ 2.
It now remains to address Inequality (4.20). With η > 0 as in the statement and with C as in (6.11), choose η′ �

min(1,η=(ℓC)) and deduce that |(Sμ[i]=Nμ[i])ℓ − 1| ≤ η, on the event E � { |Sμ[i]=Nμ[i] − 1| ≤ η′}: Now, Hoeffd-
ing’s inequality says that P(E{) ≤ 2exp (−2Nμ[i]2(η′)2), which completes the proof. w

6.3. Proof of Proposition 4.1
For a given λ ≥ 1, consider the exponential

Et :� exp λ

∫ t

0

∑
i∈[[d]]

1{μs[i]≠0}
μs[i]

ds

{ }
, t ∈ 0,T[ ]:

Applying Itô’s formula to (E−1
t�τN

∑
l∈[[N]] |Yl

t�τN
|2ℓ)0≤t≤T (recall, for instance, (4.7)) and taking expectation, we obtain

d
dt
E
[
E−1
t�τN

∑
l∈[[N]]

|Yl
t�τN

|2ℓ
]
+E 1{t<τN}E

−1
t

∑
i∈[[d]]

λ

μt[i]
∑
l∈[[N]]

|Yl
t|2ℓ

[ ]

≤ εNE 1{t<τN}E
−1
t

∑
l∈[[N]]

|Yl
t|2ℓ

∑
i∈[[d]]

1{Xl
t�i}

× ∑
j∈[[d]]

1{Xn
t �j}

∣∣∣∣∣E Sμ t
[j]

Nμt[j]
( )ι Sμt

[i]
Nμt[i]
( )2ℓ

− 1

( ){ }∣∣∣∣∣
]
:

[ (6.12)

We first handle the expectation E in the right-hand side. The key point is to notice that it can be estimated by the
first line in (4.18) when ι � 0 and by the second line in (4.18) when ι � 1.
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In any case, we have∣∣∣∣E Sμ t [j]
Nμ t[j]
( )ι Sμ t [i]

Nμt[i]
( )2ℓ − 1
( ){ }∣∣∣∣≤ ℓ(2ℓ + 1)

Nmine∈[[d]]μ[e] + Cℓ

∑2ℓ+1
k�3

1

Nk=2mine∈[[d]]μt[e]k−1

≤ ∑
e∈[[d]]

ℓ(2ℓ + 1)
Nμ[e] + Cℓ

∑2ℓ+1
k�3

1

Nk=2mine∈[[d]]μt[e]k−1
,

for a constant Cℓ only depending on ℓ (and the value of which is allowed to vary from line to line). Integrating
(6.12) from zero to t, we have (allowing Cℓ to depend on d)

E E−1
t�τN

∑
l∈[[N]]

|Yl
t�τN

|2ℓ
]
+λE

∫ t�τN

0
E−1
s

∑
i∈[[d]]

1
μs[i]

∑
l∈[[N]]

|Yl
s|2ℓds

[[ ]

≤ ∑
l∈[[N]]

|yl0|2ℓ + εℓ 2ℓ+ 1( )E
∫ t�τN

0
E−1
s

∑
i∈[[d]]

1
μs[i]

∑
l∈[[N]]

|Yl
s|2ℓds

[ ]

+ εCℓE

∫ t�τN

0
E−1
s

∑2ℓ+1
k�3

1

Nk=2(mine∈[[d]]μs[e])k−1
∑
l∈[[N]]

|Yl
s|2ℓds

]
,

[
which implies, if λ ≥ εℓ(2ℓ+ 1),

E

[
E−1
t�τN

∑
l∈[[N]]

|Yl
t�τN

|2ℓ
]
≤ ∑

l∈[[N]]
|yl0|2ℓ + εCℓ

∑2ℓ+1
k�3

Nε(k−1)

Nk=2 E

[∫ t

0
E−1
s�τN

∑
l∈[[N]]

|Yl
s�τN

|2ℓds
]
:

Hence, if ε < 1=4, Gronwall’s inequality yields

E

[
E−1
t�τN

∑
l∈[[N]]

|Yl
t�τN

|2ℓ
]
≤ C

∑
l∈[[N]]

|yl0|2ℓ,

for a constant C as in the statement and whose value may vary from line to line. Now, by the Cauchy–Schwarz
inequality,

E
1
N

∑
l∈[[N]]

|Yl
t�τN

|ℓ
[ ]

≤ E E−1
t�τN

1
N

∑
l∈[[N]]

|Yl
t�τN

|ℓ
( )2⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

1=2

E[Et�τN ]1=2

≤ E E−1
t�τN

1
N

∑
l∈[[N]]

|Yl
t�τN

|2ℓ
)]1=2

E[Et�τN ]1=2 ≤ C
1
N

∑
l∈[[N]]

|yl0|2ℓ
( )1=2

E[Et�τN ]1=2:
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

We invoke (4.13) (assuming throughout that κ is large enough) in order to bound the last term on the right-hand
side. We easily get (4.15). Combining (4.14) with (4.15), we get

E

[∏
i∈[[d]]

(N−ε + μt� τN
[i])−1=d + 1

N

∑
l∈[[N]]

|Yl
t� τN

|ℓ
]

≤ C
∏
i∈[[d]]

(N−ε + μ0 i[ ])−1=d + C
1
N

∑
l∈[[N]]

|yl0|2ℓ
( )1=2 ∏

i∈[[d]]
(N−ε + μ0 i[ ])−1=(2d): (6:13)

Choosing t � T and invoking the definition of τN in (4.10) (together with the right continuity of the trajectories),
we get

E

(∏
i∈[[d]]

(N−ε +μτN
[i])−1=d + 1

N

∑
l∈[[N]]

|Yl
τN
|ℓ
)
1{τN<T}

[ ]
≥ P τN < T( )min

1
2
Nε=d,

1
2ℓ

Nℓ−1−ℓε
{ }

,

where we use the fact that, for any i ∈ [[d]], N−ε +μτN
[i] ≤ 2. Notice that, if ℓ ≥ 3 and ε < 1=4, ℓ− 1− ℓε ≥

3=2− 1 ≥ 1=2 ≥ ε, we obtain (4.16).
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6.4. Proof of Proposition 4.2
6.4.1. First Step. We start with a similar computation to (6.12).

d
dt
E E−1

t� τN

( ∑
l∈[[N]]

|Yl
t� τN

|ℓ
)−1⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + E 1{t<τN}E

−1
t

∑
i∈[[d]]

λ

μt[i]

( ∑
l∈[[N]]

|Yl
t|ℓ
)−1⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� εN
∑
j∈[[d]]

E 1{t<τN}E
−1
t 1{Xn

t �j}E
Sμ t

[j]
Nμt[j]
( )ι ∑

i∈[[d]]

∑
l∈[[N]]

|Yl
t|ℓ1{Xl

t�i}
Sμ t

[i]
Nμt[i]
( )ℓ)−1

−
( ∑
l∈[[N]]

|Yl
t|ℓ
)−1]}]⎛⎜⎜⎜⎜⎜⎜⎜⎝⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣⎧⎪⎪⎨⎪⎪⎩⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

� −εN∑
j∈[[d]]

E 1{t<τN}E
−1
t 1{Xn

t �j}E
Sμt

[j]
Nμt[j]
( )ι( ∑

l∈[[N]]
|Yl

t|ℓ +DYt

)−1( ∑
l∈[[N]]

|Yl
t|ℓ
)−1

DYt

}]
,

⎧⎪⎪⎨⎪⎪⎩⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ (6.14)

with

DYt :� 1
N

∑
i∈[[d]]

∑
l∈[[N]]

|Yl
t|ℓ1{Xl

t�i}
Sμt

[i]
Nμt[i]
( )ℓ

− 1

[ ]
:

Then,

E
Sμ t

[j]
Nμt[j]
( )ι( ∑

l∈[[N]]
|Yl

t|ℓ +NDYt

)−1( ∑
l∈[[N]]

|Yl
t|ℓ
)−1

NDYt

⎧⎪⎪⎨⎪⎪⎩ ⎫⎪⎪⎬⎪⎪⎭
� E

Sμ t
[j]

Nμt[j]
( )ι( ∑

l∈[[N]]
|Yl

t|ℓ
)−2

NDYt

⎧⎪⎪⎨⎪⎪⎩ ⎫⎪⎪⎬⎪⎪⎭ − E
Sμ t

[j]
Nμt[j]
( )ι( ∑

l∈[[N]]
|Yl

t|ℓ +NDYt

)−1( ∑
l∈[[N]]

|Yl
t|ℓ
)−2

(NDYt)2
⎧⎪⎪⎨⎪⎪⎩ ⎫⎪⎪⎬⎪⎪⎭: (6:15)

By the second line in (4.18) and because μt[i] ≥N−ε for any i ∈ [[d]] and t < τN, we notice that, for any i ∈ [[d]],∣∣∣∣∣E Sμ t
[j]

Nμt[j]
( )ι( ∑

l∈[[N]]
|Yl

t|ℓ
)−2

NDYt

⎧⎪⎪⎨⎪⎪⎩ ⎫⎪⎪⎬⎪⎪⎭
∣∣∣∣∣ �

( ∑
l∈[[N]]

|Yl
t|ℓ
)−2∣∣∣∣∣E Sμ t

[j]
Nμt[j]
( )ι

NDYt

{ }∣∣∣∣∣ ≤ C

( ∑
l∈[[N]]

|Yl
t|ℓ
)−1

1
Nmine∈[[d]]μt[e]

+ 1
N3=2−2ε

( )
,

(6.16)

for a constant C only depending on ℓ and the value of which may vary from line to line.

6.4.2. Second Step. We now split the expectation E{⋯} on the last line of (6.15) according to the two events E :�
∩i∈[[d]]{|Sμt[i]=N −μt[i]| ≤ ημt[i]} and E{ �⋃

i∈[[d]]{|Sμ t[i]=N −μt[i]| > ημt[i]} for some parameter η > 0 whose value
is chosen right after.

On the event E, we have |Sμt[i]=(Nμt[i]) − 1| ≤ η, and we can choose η small enough such that 1=2 ≤
(1− η)ℓ ≤ 1− η ≤ 1+ η ≤ (1+ η)ℓ ≤ 3=2, from which we deduce that, on E,

NDYt ≥ −1
2

∑
l∈[[N]]

|Yl
t|ℓ:

So, together with Jensen’s inequality,

E
Sμ t

[j]
Nμt[j]
( )ι( ∑

l∈[[N]]
|Yl

t|ℓ +NDYt

)−1( ∑
l∈[[N]]

|Yl
t|ℓ
)−2

(NDYt)21E

{ }

≤ CE
{( ∑

l∈[[N]]
|Yl

t|ℓ
)−3

(NDYt)2
}

� C

( ∑
l∈[[N]]

|Yl
t|ℓ
)−1

E
∑
l∈[[N]]

|Yl
t|ℓ∑

k∈[[N]] |Yk
t |ℓ

∑
i∈[[d]]

1{Xl
t�i}

Sμ t
[i]

Nμt[i]
( )ℓ

− 1

[ ]( )2⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

≤ C

( ∑
l∈[[N]]

|Yl
t|ℓ
)−1 ∑

l∈[[N]]

|Yl
t|ℓ∑

k∈[[N]] |Yk
t |ℓ

∑
i∈[[d]]

1{Xl
t�i}

E
Sμ t

[i]
Nμt[i]
( )ℓ

− 1

( )2⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ≤ C

( ∑
l∈[[N]]

|Yl
t|ℓ
)−1

1
Nmine∈[[d]]μt[e]

, (6:17)

the proof of the last line following from (4.19) with p � 2 and from the fact that Nmine∈[[d]]μt[e] ≥ 1 for t < τN.
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6.4.3. Third Step. We now proceed on the complementary event E{. We observe that

1
N

∑
l∈[[N]]

|Yl
t|ℓ ≥

1
N

∑
l∈[[N]]

Y
l
t

)ℓ
� 1,

⎛⎜⎜⎜⎜⎜⎜⎜⎝
and the same lower bound holds true for 1

N
∑

l∈[[N]] |Yl
t|ℓ +DYt because the global weight is preserved by the dy-

namics; see Section 2.2.1. Then,

E
Sμ t

[j]
Nμt[j]
( )ι( ∑

l∈[[N]]
|Yl

t|ℓ +NDYt

)−1( ∑
l∈[[N]]

|Yl
t|ℓ
)−2

(NDYt)21E{

⎧⎪⎪⎨⎪⎪⎩ ⎫⎪⎪⎬⎪⎪⎭
≤ CN−1E

Sμt
[j]

Nμt[j]
( )ι( ∑

l∈[[N]]
|Yl

t|ℓ
)−2

(NDYt)21E{

}
:

⎧⎪⎪⎨⎪⎪⎩
We then use the fact that t < τN, which implies that 1=minj∈[[d]]μt[j] ≤Nε and maxl∈[[N]]Y

l
t ≤N1−ε. This implies that

|NDYt| ≤ (1+Nℓε)∑l∈[[N]] |Yl
t|ℓ, from which we get

E
Sμt

[j]
Nμt[j]
( )ι( ∑

l∈[[N]]
|Yl

t|ℓ +NDYt

)−1( ∑
l∈[[N]]

|Yl
t|ℓ
)−2

(NDYt)21E{

⎧⎪⎪⎨⎪⎪⎩ ⎫⎪⎪⎬⎪⎪⎭ ≤ CN(2ℓ+1)ε−1P E{
( )

: (6.18)

By Hoeffding’s inequality as in the proof of Lemma 4.1, we can find a constant c > 0 (depending on η) so that
P(E{) ≤ Cexp (−2N(mini∈[[d]]μt[i])2) ≤ Cexp (−2N1−2ε).

6.4.4. Conclusion. By combining (6.14) and (6.16)–(6.18) (multiplying the former by N), we end up with

d
dt
E E−1

t� τN

(
1
N

∑
l∈[[N]]

|Yl
t� τN

|ℓ
)−1⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + λE 1{t<τN}E

−1
t

∑
i∈[[d]]

1
μt[i]

1
N

∑
l∈[[N]]

|Yl
t|ℓ

([ )−1⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≤ CεE 1{t<τN}E

−1
t

(
1
N

∑
l∈[[N]]

|Yl
t|ℓ
)−1

1
mine∈[[d]]μt[e]

+ 1
N(1−ε)=2

( )⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + Cexp −N1−2ε( )
:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Notice that, because ε < 1=4, we have 1=N(1−ε)=2 ≤ 1=N1=3 ≤ 1=Nε ≤ 1=mine∈[[d]]μt[e] (recalling that t is here less
than τN). Hence, by choosing λ large enough with respect to C (which is indeed possible because C only depends
on m), we deduce that

E E−1
t�τN

(
1
N

∑
l∈[[N]]

|Yl
t�τN

|ℓ
)−1⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ≤ 1

N

∑
l∈[[N]]

|yl0|ℓ
( )−1

+Cexp −cN1−2ε( )
:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
It now remains to insert (4.11)–(4.13) (κ being implicitly taken large enough), from which we get

E
1
N

∑
l∈[[N]]

|Yl
t�τN

|ℓ
( )−1⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

≤ E E−1
t�τN

1
N

∑
l∈[[N]]

|Yl
t�τN

|ℓ
( )−2⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

1=2

E[Et�τN ]1=2

≤ E E−1
t�τN

1
N

∑
l∈[[N]]

|Yl
t�τN

|ℓ
( )−1⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

1=2

E[Et]1=2

≤ C
1
N

∑
l∈[[N]]

|yl0|ℓ
( )−1=2

+ exp −cN1−2ε( )⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦∏i∈[[d]](N−ε + μ0 i[ ])−1=(2d),

where, in the second line, we used the (already proved) fact that N−1∑
l∈[[N]] |Yl

t|ℓ ≥ 1. Q.E.D.

7. Proofs of the Estimates Connecting the Nash System with the Master Equation
This section is devoted to the proofs of the various lemmas that enter the demonstration of Proposition 4.3. We
recall that, U being defined as an element of C1+γ

′=2,2+γ′
, we just know that

�����
pjpk

√
d2i,jU

i is bounded and γ′-Hölder
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continuous in space (for the Wright–Fisher distance) for each i, j,k ∈ [[d]]. By the way, we recall that γ′-Hölder
continuity in space for the Wright–Fisher distance implies γ′=2-Hölder continuity in space for the standard
Euclidean distance. We use the latter property quite often in the section. We refer if needed to the monograph
Epstein and Mazzeo [20] for a complete review on all these facts

7.1. Proof of Lemma 4.2
Throughout the proof, we fix t ∈ [0,T] and (x,y) ∈ T N. This permits us to let μ � μN

x,y, μ
j � μN

x,y[j], and Sj � Sμ[j].
Also, fixing l ∈ [[N]], we may denote xl by i, namely, i :� xl. Then, notice that

uN,l t,x,y1
SμN

x,y[x1]
NμN

x,y[x1]
, : : : ,yN

SμN
x,y[xN]

NμN
x,y[xN]

( )
� yl

Si

Nμi U
i t,

S
N

( )
,

where, on the right-hand side, we identify the probability measure μN
x,z for z being given by zl �

ylSμN
x,y[xl]=(NμN

x,y[xl])with S/N, which is made licit by Identity (2.7) (which guarantees that μN
x,z is indeed a proba-

bility measure). We expand by Taylor’s formula in the form

Ui t,
S
N

( )
�Ui t,μ

( )+ ∑
j∈[[d]]

djUi t,μ
( ) Sj

N
−μj

( )
+ ∑

j, k∈[[d]]

(
Sj

N
−μj

)
Sk

N
−μk

( )∫ 1

0
(1− r)d2j,kUi t,μ+ r

S
N
−μ

( )( )
dr,

and then, adding and subtracting d2j,kU
i(t,μ) inside the integral, we obtain

1
yl
NE uN,l t,x,y1

SμN
x,y[x1]

NμN
x,y[x1]

, : : : ,yN
SμN

x,y[xN]
NμN

x,y[xN]

( )
− uN,l t, x, y

( )[ ]

�NE
Si

Nμi Ui t,
S
N

( )
−Ui μ

( )( )[ ]
�NE

Si

Nμi

∑
j∈[[d]]

djUi t,μ
( ) Sj

N
−μj

( )[ ]

+ 1
2
NE

Si

Nμi

∑
j,k∈[[d]]

Sj

N
−μj

( )
Sk

N
−μk

( )
d2j,kU

i t,μ
( )[ ]

+NE
Si

Nμi

∑
j, k∈[[d]]

Sj

N
−μj

( )
Sk

N
−μk

( )∫ 1

0
(1− r) d2j,kUi t,μ+ r

S
N
−μ

( )( )
− d2j,kU

i t,μ
( )[ ]

dr
{ }[ ]

≕ I+ II+RN,l:

The first term becomes

I � N
∑
j∈[[d]]

E
Si −Nμi

Nμi djUi t,μ
( ) Sj

N
− μj

( )
+ djUi t,μ

( ) Sj
N

− μj
( )[ ]

� N
∑
j∈[[d]]

μiδj,i − μiμj

Nμi djUi t,μ
( ) + 0

� ∑
j∈[[d]]

(δj,i − μj)djUi(t,μ),

whereas the second term is

II � N
2

∑
j, k∈[[d]]

d2j,kU
i t,μ
( )

E
Sj

N
− μj

( )
Sk

N
− μk

( )[ ]
+ N
2Nμi

∑
j, k∈[[d]]

d2j,kU
i t,μ
( )

E (Si −Nμi) S
j

N
− μj

( )
Sk

N
− μk

( )[ ]
� 1
2

∑
j, k∈[[d]]

(μjδj,k − μjμk)d2j,kUi t,μ
( ) +O

1
N

( )
,
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where in the latter term we use the property of the multinomial distribution

E Si −Nμi

( )
Sj −Nμj( )

Sk −Nμk
( )[ ]

�
N(2(μi)3 − 3(μi)2 + μi) if i � j � k
Nμiμj(2μi − 1) if i � k ≠ j
2Nμiμjμk if i ≠ j ≠ k,

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
which is of order N.

It remains to estimate the rest RN,l, which is of the form RN,l � ∑
j,k∈[[d]]Rj,k (we feel better removing the super-

scripts N, l in the notation). Thus, in the following, we fix j and k and we estimate | Rj,k |. We use several times
Rosenthal’s inequality; see (6.10): for any real p ≥ 2 and any i ∈ [[d]], it yields

E[| Si −Nμi|p] ≤Np=2μi: (7.1)

In order to use the properties of [C1+γ′=2,2+γ′
WF ([0,T] × Sd−1)]d, we multiply and divide the integrand in Rj,k by

Qj,k(r) :�
�������������������������������������������������
(μj + r(Sj=N −μj))(μk + r(Sk=N −μk))

√
,

which is not zero because (x,y) ∈ T N so that we obtain

Rj,k �NE

[
Si

Nμi

Sj

N
−μj

( )
Sk

N
−μk

( )∫ 1

0

(1− r)
Qj,k(r) Qj,k r( )d2j,kUi t,μ+ r

S
N
−μ

( )( )
− ������

μjμk
√

d2j,kU
i t,μ
( )(

−(Qj,k(r) −
������
μjμk

√ )d2j,kUi(t,μ))dr
]

≕ R1
j,k +R2

j,k:

The denominator is bounded by Qj,k(r) ≥ (1− r) ������
μjμk

√
, and thus, applying the Hölder and Rosenthal inequalities,

we get

|R1
j,k | ≤ CNE

Si

Nμi

∣∣∣∣∣SjN −μj

∣∣∣∣∣
∣∣∣∣∣SkN −μk

∣∣∣∣∣
∫ 1

0

r������
μjμk

√ ∑
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∣∣∣∣∣SeN −μe

∣∣∣∣∣
γ′
2

dr
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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∣∣∣∣∣
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( ∏
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������
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N
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2 −ε 1+γ′
6

( ) + C

N
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Nη

,

for ε ∈ (0, 1=4) and for η > 0, depending on ε and γ′.
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The term R2
j,k, using

������
μjμk

√ |d2j,kUi(μ)| ≤ C, is bounded as
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j,k | ≤NE
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Nμi
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∣∣∣∣∣
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Sj

N
−μj

( )( )
μk + r

Sk

N
−μk

( )( )
−μjμk

∣∣∣∣∣
√√

|d2j,kUi μ
( )| dr⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≤ CN
μjμk E

Si

Nμi

∣∣∣∣∣SjN −μj

∣∣∣∣∣
∣∣∣∣∣SkN −μk

∣∣∣∣∣
∫ 1

0

�����������������������������������∣∣∣∣∣r Sj

N
−μj

( )
μk + r

Sk

N
−μk

( )
μj

∣∣∣∣∣
√√

dr
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ CN
μjμk E

Si

Nμi

∣∣∣∣∣SjN −μj

∣∣∣∣∣
∣∣∣∣∣SkN −μk

∣∣∣∣∣
∫ 1

0
r

���������������������∣∣∣∣∣SjN −μj

∣∣∣∣∣
∣∣∣∣∣SkN −μk

∣∣∣∣∣
√√

dr
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≕ (A) + (B):

To estimate (A), we bound the term with r(Sj=N −μj)μk inside the square root; the other term is analogous. We have

CN
μjμk E

Si

Nμi

∣∣∣∣∣SjN −μj

∣∣∣∣∣
∣∣∣∣∣SkN −μk

∣∣∣∣∣
∣∣∣∣∣SjN −μj

∣∣∣∣∣
1
2 ����

μk
√⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≤ CN

μj
����
μk

√
Nμi

E
∣∣∣Si −Nμi

∣∣∣∣∣∣∣∣SjN −μj

∣∣∣∣∣
3
2
∣∣∣∣∣SkN −μk

∣∣∣∣∣⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + CN

μj
����
μk

√ E

∣∣∣∣∣SjN −μj

∣∣∣∣∣
3
2
∣∣∣∣∣SkN −μk

∣∣∣∣∣⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� C

μiμj
����
μk

√
N5

2

E |Si −Nμi ||Sj −Nμj|32 | Sk −Nμk |
[ ]

+ C

μj
����
μk

√
N3

2

E |Sj −Nμj|32 |Sk −Nμk |
[ ]

≤ C

μiμj
����
μk

√
N5

2

E |Si −Nμi|3
[ ]

E |Sj −Nμj|92
[ ]

E |Sk −Nμk|3
[ ]( )1

3 + C

μj
����
μk

√
N3

2

(
E |Sj −Nμj|3
[ ]

E |Sk −Nμk|2
])1

2

≤ C

μiμj
����
μk

√
N5

2

N
7
4(μiμjμk)13 + C

μj
����
μk

√
N3

2

N
5
4

������
μjμk

√
� C

N3
4(μiμj)23(μk)16

+ C

N1
4(μj)12

≤ C

N3
4−3

2ε
+ C

N1
4−1

2ε
≤ C
Nη

,

for ε ∈ (0, 1=4) and for a possibly new value of η. Then, (A) ≤ C=Nη. The term (B) is estimated in the same way:

B( ) ≤ CN
μjμk E

Si

Nμi

∣∣∣∣SjN −μj
∣∣∣∣32∣∣∣∣SkN −μk

∣∣∣∣32
[ ]

≤ CN
NμiμjμkN3 E |Si −Nμi ||Sj −Nμj|32 |Sk −Nμk|32

[ ]
+ CN
μjμkN3 E |Sj −Nμj|32 |Sk −Nμk|32

[ ]
≤ C
μiμjμkN3N

2(μiμjμk)13 + C
μjμkN2N

3
2(μjμk)12 ≤ C

N1−2ε +
C

N1
2−ε

≤ C
Nη

,

which concludes the proof.

7.2. Proofs of Lemmas 4.3–4.5

Proof of Lemma 4.3. We just prove (4.27); the proof of (4.28) is similar. As in the proof of Lemma 4.2, we fix t ∈
[0,T] and (x,y) ∈ [[d]]N × Y. We then let μ � μN

x,y, and fixing l,n ∈ [[N]] with m≠ l, we denote xl by i and xm by k,
namely, i :� xl and k � xm.

We then have the following expansion:

1
yl
ΔmuN,l t, x, y

( )
j
[ ] � Ui t,μ + ym

N
(
δj − δk

)( )
−Ui t,μ

( )
�
∫ 1

0

ym

N
djU t,μ + s

ym

N
(
δj − δk

)( )
− dkU t,μ + s

ym

N
(
δj − δk

)( )[ ]
ds

� ym

N
djUi t,μ

( ) − dkUi t,μ
( )[ ]

+
∫ 1

0

ym

N
djUi t,μ + s

ym

N
(
δj − δk

)( )
− djUi t,μ

( ) − dkUi μ + s
ym

N
(
δj − δk

)( )
+ dkUi t,μ

( )[ ]
ds,

and the last two lines may be written in the form of a rest �N,l,m(t, x, y)[j]. Because DUi is γ′-Hölder continuous
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(for the Wright–Fisher distance), this remainder is bounded by

|�N,l,m t, x, y
( )

j
[ ]| ≤ C

(ym)1+γ′=2

N1+γ′=2 ,

which completes the proof.

Proof of Lemma 4.4. We first address the second term in the top line of (4.30), namely, the term containing a∗. As
in the proofs of the previous two statements, we fix t ∈ [0,T], (x,y) ∈ T N and l ∈ [[N]], and we let μ � μN

x,y and
i � xl.

By the definition of a∗ (see (2.11)), we have

1
yl
∑
m≠l

a∗ xm,
1
ym

uN,m
•

( )
·ΔmuN,l •[ ] �∑

m≠l

∑
j∈[[d]]

1
ym

(−ΔmuN,m[j])+ 1
yl
ΔmuN,l j

[ ]
,

and then, by Lemma 4.3,

1
yl
∑
m≠l

a∗ xm,
1
ym

uN,m
•

( )
·ΔmuN,l •[ ]

�∑
m≠l

∑
j∈[[d]]

[
Uxm −Uj( )

t,μ
( )− ym

N
djUxm − dxmUxm
( )

t,μ
( )− �N,m,m t, x, y

( )
j
[ ]( )

+

× ym

N
djUi − dxmUi
( )

t,μ
( )+ �N,l,m t, x, y

( )
j
[ ]( )]

�∑
m≠l

∑
j, k∈[[d]]

1{xm�k} Uk −Uj( )
t, μ
( )− ym

N
djUk − dkUk
( )

t, μ
( )− �N,m,m t, x, y

( )
j
[ ]( )

+

ym

N
djUi − dkUi
( )

t,μ
( )+ �N,l,m t, x, y

( )
j
[ ]( )[ ]

:

Then,

1
yl
∑
m≠l

a∗ xm,
1
ym

uN,m
•

( )
· ΔmuN,l •[ ]

� ∑
m≠l

∑
j, k∈[[d]]

1{xm�k}((Uk −Uj)(t, μ))+ y
m

N
djUi − dkUi
( )

t,μ
( )

+∑
m≠l

∑
j, k∈[[d]]

[1{xm�k} Uk −Uj( )
t, μ
( ) − ym

N
djUk − dkUk
( )

t, μ
( ) − �N,m,m t, x, y

( )
j
[ ]( )

+
�N,l,m(t, x, y)[j]]

+∑
m≠l

∑
j, k∈[[d]]

1{xn�k} Uk −Uj( )
t, μ
( ) − ym

N
djUk − dkUk
( )

t, μ
( ) − �N,m,m t, x, y

( )
j
[ ]( )

+
− ((Uk −Uj)(t, μ))+

[ ]
ym

N
djUi − dkUi
( )

t,μ
( )

:� ∑
k, j∈[[d]]

μk((Uk −Uj)(t, μ))+(djUi − dkUi)(t,μ) + R1 + R2:

Using the boundedness of U and DU, the first remainder is bounded by

|R1 | ≤ C
∑

m∈[[N]]
sup
j∈[[d]]

|�N,l,m t, x, y
( )

j
[ ]| + C

∑
m∈[[N]]

ym

N
sup
j∈[[d]]

|�N,l,m t, x, y
( )

j
[ ]| +C

∑
m∈[[N]]

sup
j∈[[d]]

|(�N,m,m�N,l,m)(t, x, y)[j]|

≤ C
∑

m∈[[N]]

(ym)1+γ′=2

N1+γ′=2 +C
∑

m∈[[N]]

(ym)2+γ′=2

N2+γ′=2 +C
∑

m∈[[N]]

(ym)2+2γ′=2

N2+2γ′=2 ,

whereas the second remainder is bounded by

|R2 | ≤ C
∑

m∈[[N]]

(
ym

N
+ sup

j∈[[d]]

∣∣∣�N,m,m t, x, y
( )

j
[ ]∣∣∣)ym

N
≤ C

∑
m∈[[N]]

(ym)2
N2 +C

∑
m∈[[N]]

(ym)2+γ′=2

N2+γ′=2 :

Finally, because ym ≤N, we deduce that |R1 | + |R2 | is less than C∑
m∈[[N]](ym)1+γ

′=2=N1+γ′=2. By definition of T N in
(4.22), we then recall that maxm∈[[N]]ym ≤N1−ε, which yields∑

m∈[[N]]

(ym)1+γ′=2

N1+γ′=2 ≤N−γ′ε=2 ∑
m∈[[N]]

ym

N
�N−γ′ε=2, (7.2)
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where we use in the last line the fact that ∑
m∈[[N]]y

m �N. This shows that the second term on the top line of (4.30)
satisfies the bound (4.31).

The first term on the top line of (4.30) is handled in the same way, using the additional expansion (4.28) to treat
the case when m (the index in the sum) is equal to l. w

Proof of Lemma 4.5. Applying (2.11) and (4.28), we obtain (denote μN
x,y � μ and xl � i)

H xl,
1
yl
uN,l
•

( )
� −1

2

∑
j∈[[d]]

(
− 1
yl
ΔluN,l t, x, y

( )
j
[ ])2

+

� −1
2

∑
j∈[[d]]

(
Ui −Uj( )

t,μ
( )− yl

N
djUi − diUi
( )

t,μ
( )− �N,l,l t, x, y

( )
j
[ ])2

+
� −1

2

∑
j∈[[d]]

( Ui −Uj( )
t,μ
( ))2+ + rN,l

3 :

The first term is the Hamiltonian H(i,U(t,μ)). Using (4.29) together with the fact that U and DU are bounded and
that yl ≤N, we can estimate the remainder by

|rN,l
3 | ≤ C

∑
j∈[[d]]

(
1+ yl

N
+
∣∣∣�N,l,l t, x, y

( )
j
[ ]∣∣∣) yl

N
+
∣∣∣�N,l,l t, x, y

( )
j
[ ]∣∣∣( )

≤ C
yl

N
+C

yl

N

( )1+γ′=2

≤ C
yl

N
,

which completes the proof. w

8. Further Prospects.
It is fair to say that, despite our long analysis, we have left open several quite important questions. This is mostly
our deliberate choice because we want to keep the paper of a reasonable length.

As we already alluded to in Section 2.4, a first point would be to compare the particle system driven by the
equilibrium feedback law ΔwN,n by the same particle system but driven by the feedback strategy ΔzN,n.

Another problem would be to prove propagation of chaos. Notice indeed that our convergence result Theorem
2.2 does not permit us to prove asymptotic conditional independence of the particles. The usual argument to do
so is based on a standard result of Sznitman [34, proposition 2.2], but it does not apply here because the weights
are not equal to 1=N but to (Yl

t=N)l∈[[N]]. In order to prove that, asymptotically, the particles just interact through
the common noise, a possible approach would consist in showing that the distance between (μN

t )0≤t≤T and
(E[μN

t |N 0])0≤t≤T tends to zero. In order to do so, we may think of comparing (μN
t )0≤t≤T and (μ̂N

t )0≤t≤T, the latter
being obtained by considering the same system as (4.4), driven by the same common noise but by independent

copies N̂
1
, ⋯ , N̂

N
of the Poisson measures N 1, ⋯ ,NN. Alternatively, we might think of a more direct coupling

argument; we refer, for instance, to Kurtz and Xiong [26] or to Carmona and Delarue [10, chapter 2] for such a
proof of propagation of chaos for diffusive particle systems subjected to a common noise. In this regard, we
could use the representation of the MFG equilibrium in the form Pi

t � E[Yt1{Xt�i} | FW
t ], where Xt is the state of a

tagged player within the population and W is the common noise in (2.1); we refer to Bayraktar et al. [3] for more
details on this representation. Still, this would obviously raise subtle questions about a suitable coupling between
the Brownian noiseW and the Poisson measuresN 0.

Finally, we may think of estimating the weak error in the convergence in law proved in Theorem 2.2, at least
for the one-dimensional marginals. It seems that, in order to do so, we can adapt Proposition 4.3, choosing, in-
stead of U itself, the solution Z of the equation

∂tZ + ∑
j, k∈[[d]]

pk φ pj
( )

+ (Uk −Uj)+
[ ]

(∂pjZ − ∂pkZ) +
ε2

2

∑
j, k∈[[d]]

(pjδjk − pjpk)∂2pjpkZ � 0,Z T, p
( ) � h p

( )
, (8.1)

for p ∈ P([[d]]) and for a terminal boundary condition h. Provided h is smooth enough, we know from Epstein
and Mazzeo [20, theorem 10.0.2] that the preceding equation has a classic solution. Then, following the proof of
Proposition 4.3, we can show that the function (t, x, y) 
→ Z(t,μN

x,y) is nearly harmonic for the generator of

(XN,YN) (which we merely denoted by (X,Y) in (4.4) with ι � 0 therein). The fact that the latter mapping is nearly
harmonic makes it possible to prove (by Itô’s expansion) that Z(0,μN

x,y) and E[h(μN
XN

T ,Y
N
T
)] get closer as N tends to

∞, whenever (XN,YN) starts from (x,y) at time 0. This strategy is reported within the more standard context of
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McKean–Vlasov equations in Carmona and Delarue [9, section 5.7.4] and, in a more systematic manner, in the re-
cent contribution Chassagneux et al. [15].

Additionally, one can also construct an asymptotic equilibrium in the N-player game using the master equation;
we refer, for instance, to Carmona and Delarue [10, section 6.1.2] for more on this approach in the more standard dif-
fusive setting. Specifically, under the conditions in Theorems 2.1 and 2.2, for any sequence of initial conditions
{(xN , yN) � ((xN,l)l∈[[N]] ,(1,: : : ,1))}N satisfying (2.21), the feedback strategy vector â∗ � (α̂∗,1, : : : , α̂∗,N) given by

α̂
∗,l(t, x, y)[j] � a∗(xl, zN,l• (t, x, y))[j] :� (zN,l(t, x, y) − zN,l(t,(j, x−l), y))+

� (−ΔlzN,l(t, x, y)[j])+, (8:2)
for l ∈ [[N]] such that j≠ xl, is expected to define an asymptotic Nash equilibrium in Markov feedback form for
the N-player game. That means that, for any player l ∈ [[N]] and any sequence of feedback controls {βN,l}N≥l, one
should have

liminf
N→∞ JN,l(t, x, y,βl, â∗,−l) ≥ limsup

N→∞
JN,l(t, x, y, â∗),

where JN,l(t, x, y,a) denotes the cost when the process (XN,YN) starts at time t with (XN
t ,Y

N
t ) � (xN,yN) (we here

put a superscript N in order to emphasize the dependence on N). Moreover, letting μ̂N � (μ̂N
t )0≤t≤T be empirical

distribution under â∗, (μ̂N
t )0≤t≤T is expected to converge in the weak sense on D([0,T];Rd) equipped with the J1

Skorokhod topology to the solution (Pt)0≤t≤T of the SDE (2.4). Notice that, differently from the analysis carried
out in the rest of the paper, this forces us to address the asymptotic behavior of the (conditional) mass of a

“deviating player” (X̃N,l
, Ỹ

N,l). The latter reads (QN,l
t [i] :� E[ỸN,l

t 1{X̃N,l
t �i} |N

0])0≤t≤T; a peculiarity of it is that, simi-

lar to the process (Qt)0≤t≤T in (2.1), it might not take values in the simplex.
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Appendix. Nash Equilibria of the N-Player Game

A.1. Proof of Proposition 2.2
A.1.1. Value of vN,l When yl50. We first prove that vN,l(t, x, y) � 0 when yl � 0. To do so, given a∗ as in (2.13) and (2.14),
we call (X,Y) the dynamics related to the strategy vector (0,a∗,−l) and starting at time t from (Xt,Yt) � (x,y). By a direct ap-
plication of Dynkin’s formula to (vN,l(s,Xs , Ys))t≤s≤T, using in addition the fact that the process Yl remains equal to zero
whenever starting from zero, we get that vN,l(t, x, y) � 0 when yl � 0.

A.1.2. Verification Argument. Let β(t, x, y) be another feedback control, and then (X,Y) now denote the dynamics re-
lated to the strategy vector (β,α∗,−l) (still starting at time t from (Xt,Yt) � (x,y)). Fix l ∈ [[N]]. By definition of the Hamilto-
nian and from the fact that vN,l(s,x,y) is zero if yl � 0, the Nash system gives

d
dt
vN,l s,x,y

( )+ ∑
m∈[[N]]

φ μN
x,y •[ ]

( )
·ΔmvN,l •[ ] +∑

m≠l
α∗,m(s,x,y) ·ΔmvN,l[•] + β(s,x,y) ·ΔlvN,l

+ εNE vN,l s,x,y1
SμN

x,y [x1]
NμN

x,y[x1]
, : : : ,yN

SμN
x,y [xN]

NμN
x,y[xN]

( )
− vN,l s,x,y

( )[ ]
� 1
2

∑
j≠xl

yl
∣∣α∗,l s,x,y

( )
j
[ ]∣∣2 +1{yl�0}β s,x,y

( ) ·ΔlvN,l •[ ] − ylf xl,μN
x,y

( )
≥ 1
2

∑
j≠xl

yl
∣∣α∗,l s,x,y

( )
j
[ ]∣∣2 −1{yl�0}β s,x,y

( ) · (−ΔlvN,l)+ •[ ] − ylf xl,μN
x,y

( )
� 1
2

∑
j≠xl

yl
∣∣α∗,l s,x,y

( )
j
[ ]∣∣2 − ylβ s,x,y

( ) ·α∗,l s,x,y
( )− ylf xl,μN

x,y

( )
� 1
2

∑
j≠xl

yl
∣∣α∗,l s,x,y

( )
j
[ ]− β s,x,y

( )
j
[ ]∣∣2 − 1

2

∑
j≠xl

yl
∣∣β s,x,y
( )

j
[ ]∣∣2 − ylf xl,μN

x,y

( )
,
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for any s,x,y. Applying Dynkin’s formula, and the preceding inequality, we obtain

vN,l t, x, y
( ) � E vN,l T,XT,YT( ) −

∫ T

t

(
d
dt
vN,l s,Xs,Ys( )

[
+∑
m≠l

α∗,m(s,Xs,Ys) ·ΔmvN,l(s,Xs,Ys) + β(s,Xs,Ys) ·ΔlvN,l(s,Xs,Ys)

+ εNE

[
vN,l s,Xs,Y1

s

SμN
s
[X1

s ]
NμN

s [X1
s ]
, : : : ,YN

s

SμN
s
[XN

s ]
NμN

s [XN
s ]

( )
− vN,l s,Xs,Ys( )

])
ds

]

≤ E

[
Yl
Tg(Xl

T,μ
N
T ) +

∫ T

t
Yl
s(ℓ(Xl

s,β(s,Xs,Ys)) + f (Xl
s,μ

N
s ))ds

]

−1
2
E

∫ T

t
Yl
s

∑
j≠Xl

s

∣∣α∗,l s,Xs,Ys( ) j[ ]− β s,Xs,Ys( ) j[ ]∣∣2ds⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

which shows that vN,l(t, x, y) ≤ Jl(t, x, y,β,a∗,−l) (the latter being defined as the cost to l when the system is driven by
[β,a∗,−l] and starts from (x,y) at time t). Replacing β by α∗,l, we obtain vN,l(t, x, y) � Jl(t, x, y,a). w

A.2. Proof of Insensitivity and Uniqueness of the Nash Equilibrium
We now prove the claims of Proposition 2.3 that we left aside in Section 3. It remains to prove the fact that the equilib-
rium is uniquely determined (in the sense of (2.17)) and satisfies the insensitivity property (2.16). In fact, we prove both
at the same time.

In order to proceed, we assume that we are given a strategy, say â, that defines a bounded equilibrium in Markov
feedback form.

A.2.1. First Step. Fix a player l and then identify α̂
l with the best response of the cost functional (2.10) when all the feed-

back functions except the lth one are fixed. In order to do so, we may first solve the equation (which is directly inspired
from (3.2))

d
dt
ŵl + ∑

m∈[[N]]
φ μN

x,y •[ ]
( )

·Δmŵl •[ ] +∑
m≠l

α̂
m t, x, y
( ) ·Δmŵl

+H(xl, ŵl
•) + f (xl,μN

x,y) + εNE
SμN

x,y
[xl]

NμN
x,y[xl]

ŵl t,x,y1
SμN

x,y
[x1]

NμN
x,y[x1]

, : : : ,yN
SμN

x,y
[xN]

NμN
x,y[xN]

( )
− ŵl t, x, y

( )( )[ ]
� 0,

with the terminal boundary condition

ŵl(T,x,y) � g(xl,μN
x,y): (A.1)

Notice that we solve one equation only (and not a system). We then let v̂l(t, x, y) :� ylŵl(t, x, y).
Very much in the spirit of the proof of Proposition 2.2 in Section A.1 (with (X,Y) denoting the same dynamics for

some strategy vector (β, α̂−l) except that â is now given as some equilibrium), we get that

v̂l t, x, y
( )+ 1

2
E

∫ T

t
Yl
s

∑
j≠Xl

s

|a∗ Xl
s, ŵ

l
• s,Xs,Ys( )) j[ ]− β s,Xs,Ys( ) j[ ]|2ds] ≤ Jl t, x, y,β, â−l( )

,
(⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

from which we deduce that α̂
l(t, x, y) � a∗(xl, ŵl

•(t, x, y)) whenever yl > 0. This prompts us to introduce the notation
Yl � {y ∈ Y : yl > 0}.

Following the proof of Proposition 3.1, we notice that

sup
t∈[0,T]

max
x∈[[d]]N

sup
y∈Y

∣∣ŵl(t, x, y)∣∣ < ∞:

A.2.2. Second Step. Inspired by the proof of Proposition 3.1, we are to regard (ŵl)l∈[[N]] as the fixed point of some map-
ping Φ̂. However, for reasons that are made clear subsequently, we construct the mapping Φ̂ in a slightly different manner
than the function Φ in the proof Proposition 3.1. In order to proceed, we introduce a smooth bounded cutoff function ϑ
from R into itself with the property that

ϑ(ŵl(t, x, y)) � ŵl(t, x, y), t ∈ [0,T], x ∈ [[d]]N, y ∈ Y:

Noticing from the first step that α̂l(t, x, y) ·Δmŵl always writes in the form

α̂
l(t, x, y) ·Δmŵl[•] � (α̂l(t, x, y)1{yl�0} + a∗(xl, ŵl(t, x, y))1{yl>0}) ·Δmŵl[•],
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we, hence, define Φ̂ as the mapping that sends an input (wl)l∈[[N]] onto the solution (w̃l)l∈[[N]] of the system

d
dt
w̃l + ∑

m∈[[N]]
φ μN

x,y •[ ]
( )

·Δmw̃l •[ ] +H xl,ϑ(w̃l)•
( )

+ f xl,μN
x,y

( )
+∑
m≠l

(α̂m(t, x, y)1{ym�0} + a∗(xm,ϑ(wm)•)1{ym>0}) ·Δmϑ(wl)[•]

+ εNE
SμN

x,y
[xl]

NμN
x,y[xl]

wl t,x,y1
SμN

x,y
[x1]

NμN
x,y[x1]

, : : : ,yN
SμN

x,y
[xN]

NμN
x,y[xN]

( )
−wl t, x, y

( )( )[ ]
� 0, (A:2)

with the obvious notation that ϑ(wl)• denotes the vector in Rd given by (ϑ(wl)(t, x, y)[j] � ϑ(wl)(t, (j, x−l), y))j∈[[d]]. In other
words, (wl)l∈[[N]] can be approximated by iterating the function Φ̂.

We then consider an input (wl)l∈[[N]] with the property that, for any l,n ∈ [[N]], any y ∈ Y such that yl > 0 and yn � 0, and
any (t,x) ∈ [0,T] × [[d]]N,

Δnwl(t, x, y)[j] � 0, j ∈ [[d]], (A.3)

or, equivalently, for any x ∈ [[d]]N,
wl(t, x, y) � wl(t, (j,x−n),y), j ∈ [[d]]:

We, hence, check what the last three terms in (A.2) become, whenever computed at such a point y ∈ Y with yl > 0 and
yn � 0, form some l,n ∈ [[N]]. The first point is to notice that, for any x,x′ ∈ [[d]]N with x−n � x′,−n,

μN
x,y �

1
N

∑N
m�1

ymδxm � 1
N

∑
m≠n

ymδxm � μN
x′ ,y,

which shows that

f (xl,μN
x,y) � f (xl,μN

x′ ,y): (A.4)

As for the term on the second line of (A.2), we have that Δmϑ(wl(t, x, y))[•] � 0 for any m such that ym � 0, and then,∑
m≠l

(α̂m(t, x, y)1{ym�0} + a∗(xm,ϑ(wm(t, x, y))•)1{ym>0}) ·Δmϑ(wl(t, x, y))[•]
�∑

m≠l
(a∗(xm,ϑ(wm(t, x, y))•)1{ym>0}) ·Δmϑ(wl(t, x, y))[•]:

By assumption, we have that ϑ(wm(t, x, y))• � ϑ(wm(t,x′ ,y))• whenever ym > 0 (it suffices to replace l by m in (A.3)). By the
same argument, Δmϑ(wl(t, x, y))[•] � Δmϑ(wl(t,x′,y))[•]. Therefore,

∑
m≠l

(
α̂
m(t, x, y)1{ym�0} + a∗(xm,ϑ(wm(t, x, y))•)1{ym>0}

)
·Δmϑ(wl(t, x, y))[•]

�∑
m≠l

(
α̂
m(t,x′,y)1{ym�0} + a∗(xm,ϑ(wm(t,x′ ,y))•)1{ym>0}

)
·Δmϑ(wl(t,x′,y))[•]: (A.5)

We then proceed in a similar manner with the last term in (A.2). Importantly, we recall that, in the expectation therein,
the ratio SμN

x,y [xl]=(NμN
x,y[xl]) is understood as one when μN

x,y[xl] � 0. In particular, as long as yl itself cannot be zero, we al-

ways have that ylSμN
x,y [xl]=(NμN

x,y[xl]) > 0. Hence,

wl t,x,y1
SμN

x,y [x1]
NμN

x,y[x1]
, : : : ,yN

SμN
x,y [xN]

NμN
x,y[xN]

( )
� wl t,x′,y1

SμN
x′,y [x′,1]

NμN
x′ ,y[x′,1]

, : : : ,yN
SμN

x′,y [xN]
NμN

x′,y[x′,N]

( )
,

from which we deduce that

εNE
SμN

x,y [xl]
NμN

x,y[xl]
wl t,x,y1

SμN
x,y [x1]

NμN
x,y[x1]

, : : : ,yN
SμN

x,y [xN]
NμN

x,y[xN]

( )
−wl t, x, y

( )( )[ ]

� εNE
SμN

x′ ,y
[x′,l]

NμN
x′ ,y[x′,l]

wl t,x′,y1
SμN

x′,y [x′,1]
NμN

x′,y[x′,1]
, : : : ,yN

SμN
x′,y [xN]

NμN
x′ ,y[x′,N]

( )
−wl t,x′,y

( )( )⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦: (A.6)

Collecting (A.4)–(A.6), we deduce that, for any l,n ∈ [[N]] and y ∈ Y with yl > 0 and yn � 0, the last three terms in (A.2) are
the same when evaluated at (t, x, y) and (t,x′,y) with x−n � x′,−n. We finally observe that, for l,n ∈ [[N]] and for (x,y) ∈
[[d]]N × Y fixed with yl > 0 and yn � 0, (A.2) may be regarded as an ordinary differential equation with w̃l(·,x,y) as a
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unique solution. Thus, w̃l(·,x,y) � w̃l(·,x′,y). Put differently, w̃l satisfies (A.3), which shows that (A.3) is stable by Φ̂.
Therefore, the fixed point ŵ of Φ̂ also satisfies (A.3) (for any l ∈ [[N]]).

A.2.3. Third Step. We eventually identify (ŵl)l∈[[N]] with the solution (wN,l)l∈[[N]] given by Proposition 3.1. The proof
mostly follows from the argument developed in the previous step. Indeed, we now know that both solutions can be approxi-
mated by iterating the mapping Φ̂ associated with (A.2) with the special feature that all the inputs therein are required to
satisfy (A.3).

The analysis achieved in the second step says that, in order to compute w̃l at tuples (t, x, y) ∈ [0,T] × [[d]]N × Yl, the
precise values of α̂n(t, x, y) at indices n for which yn � 0 do not matter and, moreover, only the knowledge of each input
wm at points (t, x, y) ∈ [0,T] × [[d]]N × Ym, for m ∈ [[N]], does matter. As a result, for any l ∈ [[N]], the approximating se-
quences (as given by the iteration of the mapping Φ̂ defined through the system (A.2)) of the two solutions ŵl and wN,l

coincide at any point (t, x, y) ∈ [0,T] × [[d]]N × Yl. Therefore,

ŵl(t, x, y) � wN,l(t, x, y), (t, x, y) ∈ [0,T] × [[d]]N × Yl,

which completes the proof.

Endnotes
1 The interested reader may have a look at Delarue [17] for another construction of a finite state MFG with common noise.
2 Here, the upper bound for ε is arbitrary and could be replaced by any other finite positive real.
3 Notice that, in the following formula, we should write αl(t,Xt,Yt)[•]; for convenience, we remove the bullet •.
4 In fact, there are subtle questions here because the parameter ε in κ0 only comes through κ0 itself and does not show up explicitly in our
own computations. In other words, the construction of κ0 follows from constraints that are not the same as those used to define κ0.
5 Certainly, we could prove a form of uniqueness of this equilibrium, but it would be rather useless for us. For this reason, we feel better not
to address it.
6 We here use the letter n to denote the generic label of a player in the population, whereas we have used l so far. This is to stay consistent
with the notations introduced in Section 3.2, which is used systematically in the sequel of this section.
7 Note that, even in case τ̃N � t0 (meaning that the initial condition is outside the domain underpinning the definition of τ̃N in (5.3)), the
bound from (4.16) still holds, which implies (5.18) in this case.
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[27] Lacker D (2016) A general characterization of the mean field limit for stochastic differential games. Probab. Theory Related Fields 165(3–4):

581–648.
[28] Lacker D (2017) Limit theory for controlled McKean-Vlasov dynamics. SIAM J. Control Optim. 55(3):1641–1672.
[29] Lacker D (2020) On the convergence of closed-loop Nash equilibria to the mean field game limit. Ann. Appl. Probab. 30(4):1693–1761.
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