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Abstract
We explicitly determine the defining relations of all quantum symmetric pair coideal subalgebras of quantised
enveloping algebras of Kac–Moody type. Our methods are based on star products on noncommutative N-graded
algebras. The resulting defining relations are expressed in terms of continuous q-Hermite polynomials and a new
family of deformed Chebyshev polynomials.
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1. Introduction

1.1. Background

Let 𝔤 be a symmetrisable Kac–Moody algebra and 𝜃 : 𝔤 → 𝔤 an involutive Lie algebra automorphism.
In the theory of quantum symmetric pairs, one considers quantum group analogues of the fixed Lie
subalgebra 𝔤𝜃 = {𝑥 ∈ 𝔤 | 𝜃 (𝑥) = 𝑥}. The main objects of investigation are certain subalgebras Bc
of the quantised enveloping algebra 𝑈𝑞 (𝔤) which specialise to 𝑈

(
𝔤𝜃
)

in a suitable limit 𝑞 → 1. The
subalgebras Bc satisfy the (right) coideal property 𝛥(Bc) ⊂ Bc ⊗𝑈𝑞 (𝔤), where 𝛥 denotes the coproduct
of 𝑈𝑞 (𝔤), and we refer to them as quantum symmetric pair coideal subalgebras.

For 𝔤 of finite type, a comprehensive theory of quantum symmetric pairs was developed by G. Letzter
in [Let99]. This theory was extended to the Kac–Moody case in [Kol14] for involutive automorphisms
of the second kind of 𝔤. Such involutions are determined by Satake diagrams (𝑋, 𝜏), where X is a subset
of the nodes I of the underlying Dynkin diagram and 𝜏 : 𝐼 → 𝐼 is an involutive diagram automorphism.
The subset 𝑋 ⊂ 𝐼 has to be of finite type, and the pair (𝑋, 𝜏) has to satisfy the compatibility conditions
given in [Kol14, Definition 2.3]. It was observed by V. Regelskis and B. Vlaar in [RV20] that these
conditions can be slightly weakened and that the theory extends to a setting of generalised Satake
diagrams (𝑋, 𝜏) – see Section 2.3.

The theory of quantum symmetric pairs has been evolving rapidly over the past decade. In [BW18],
H. Bao and W. Wang initiated a program to extend Lusztig’s theory of canonical bases to the setting
of quantum symmetric pairs. This program fed into a general construction of a universal K-matrix in
[BK19], which is the quantum symmetric pair analogue of the universal R-matrix for quantum groups.
A centrepiece in both constructions was a notion of bar involution for quantum symmetric pairs, which
appeared independently in [ES18] and [BW18]. These developments led to a flurry of activity aiming
to extend many quantum group related constructions to the setting of quantum symmetric pairs.

1.2. The problem

One of the outstanding problems in the theory of quantum symmetric pairs is to give an explicit,
conceptual and simple description of the algebraBc in terms of generators and relations for all generalised
Satake diagrams (𝑋, 𝜏). In the present paper we solve this problem completely. To describe previous
work and to formulate our results, we recall the definition of the quantum symmetric pair coideal
subalgebra Bc in terms of the pair (𝑋, 𝜏).

Let 𝑈 = 𝑈𝑞 (𝔤′) be the quantised enveloping algebra of the derived Lie algebra 𝔤′ = [𝔤, 𝔤] with
standard generators 𝐸𝑖 , 𝐹𝑖 , 𝐾

±1
𝑖 for 𝑖 ∈ 𝐼, defined over the field K = 𝑘 (𝑞) of rational functions in an

indeterminate q. Let M𝑋 ⊂ 𝑈 be the subalgebra generated by 𝐸𝑖 , 𝐹𝑖 , 𝐾
±1
𝑖 for 𝑖 ∈ 𝑋 and let 𝑈0

Θ be
the subalgebra generated by 𝐾 𝑗 , 𝐾𝑖𝐾

−1
𝜏 (𝑖) for 𝑗 ∈ 𝑋, 𝑖 ∈ 𝐼 \ 𝑋 . Let W be the Weyl group of 𝔤 and let
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𝑤𝑋 be the longest element in the parabolic subgroup of W for the subset X. We write 𝑇𝑤𝑋 to denote
the corresponding Lusztig automorphism. By construction, 𝑈0

Θ is the group algebra of the subgroup
𝑄Θ = {𝛽 ∈ 𝑄 | 𝛽 = −𝑤𝑋𝜏(𝛽)} of the root lattice Q. Let 𝐾𝛽 for 𝛽 ∈ 𝑄Θ be the corresponding basis
element of 𝑈0

Θ. For each 𝑖 ∈ 𝐼 \ 𝑋 , define

𝐵𝑖 = 𝐹𝑖 − 𝑐𝑖𝑇𝑤𝑋

(
𝐸𝜏 (𝑖)
)
𝐾−1
𝑖 , (1.1)

where 𝑐𝑖 ∈ K∗. For a good theory, we need to assume that the parameters c = (𝑐𝑖)𝑖∈𝐼 \𝑋 belong to the set

C =
{
c = (𝑐𝑖)𝑖∈𝐼\𝑋 ∈ (K×)𝐼\𝑋 | 𝑐𝑖 = 𝑐𝜏 (𝑖) if

(
𝛼𝑖 , 𝑤𝑋

(
𝛼𝜏 (𝑖)
) )

= 0
}
. (1.2)

By definition, the quantum symmetric pair coideal subalgebra Bc for c = (𝑐𝑖)𝑖∈𝐼\𝑋 ∈ C is the subalgebra
of U generated by M𝑋 , 𝑈0

Θ and the elements 𝐵𝑖 given by equation (1.1). For 𝑗 ∈ 𝑋 we also write
𝐵 𝑗 = 𝐹𝑗 .

The algebra Bc has a filtration F defined by a degree function given by

deg(𝐵𝑖) = 1 for 𝑖 ∈ 𝐼 \ 𝑋,

deg(ℎ) = 0 for ℎ ∈ M𝑋𝑈
0
Θ.

(1.3)

For 𝑖, 𝑗 ∈ 𝐼, let 𝑆𝑖 𝑗 (𝑥, 𝑦) ∈ K[𝑥, 𝑦] be the quantum Serre polynomial given by equation (2.1). Let(
𝑎𝑖 𝑗
)
𝑖, 𝑗∈𝐼 be the generalised Cartan matrix of 𝔤. By definition, one has 𝑆𝑖 𝑗

(
𝐵𝑖 , 𝐵 𝑗
)
∈ Fdeg(𝑖, 𝑗) (Bc),

where

deg(𝑖, 𝑗) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
2 − 𝑎𝑖 𝑗 if 𝑖, 𝑗 ∈ 𝐼 \ 𝑋,

1 − 𝑎𝑖 𝑗 if 𝑖 ∈ 𝐼 \ 𝑋, 𝑗 ∈ 𝑋,

1 if 𝑖 ∈ 𝑋, 𝑗 ∈ 𝐼 \ 𝑋,

0 if 𝑖, 𝑗 ∈ 𝑋.

A finer analysis implies that there exist elements𝐶𝑖 𝑗 (c) ∈ Fdeg(𝑖, 𝑗)−1(Bc) such that 𝑆𝑖 𝑗
(
𝐵𝑖 , 𝐵 𝑗
)
= 𝐶𝑖 𝑗 (c)

for all 𝑖, 𝑗 ∈ 𝐼. Let M+
𝑋 denote the subalgebra of U generated by all 𝐸 𝑗 for 𝑗 ∈ 𝑋 . The following theorem

was proved in [Let02] for 𝔤 of finite type and was extended to the Kac–Moody case in [Kol14]:

Theorem 1.1 ([Let02, Theorem 7.4], [Kol14, Theorem 7.1]). Let c ∈ C. The algebra Bc is generated
over M+

𝑋𝑈
0
Θ by the elements 𝐵𝑖 for 𝑖 ∈ 𝐼 subject to the following relations:

𝐾𝛽𝐵𝑖 = 𝑞−(𝛽,𝛼𝑖)𝐵𝑖𝐾𝛽 for all 𝛽 ∈ 𝑄Θ, 𝑖 ∈ 𝐼,

𝐸𝑖𝐵 𝑗 − 𝐵 𝑗𝐸𝑖 = 𝛿𝑖 𝑗
𝐾𝑖 − 𝐾−1

𝑖

𝑞𝑖 − 𝑞−1
𝑖

for all 𝑖 ∈ 𝑋, 𝑗 ∈ 𝐼,

𝑆𝑖 𝑗
(
𝐵𝑖 , 𝐵 𝑗
)
= 𝐶𝑖 𝑗 (c) for all 𝑖, 𝑗 ∈ 𝐼, 𝑖 ≠ 𝑗 . (1.4)

We call the relations (1.4) the quantum Serre relations for Bc. In order to obtain defining relations
for Bc, it remains to determine these quantum Serre relations explicitly.

1.3. Previous results

It follows from [Kol14, Lemma 5.11, Theorem 7.3] that 𝐶𝑖 𝑗 (c) = 0 if 𝑖 ∈ 𝑋 or 𝜏(𝑖) ∉ {𝑖, 𝑗}. Hence it
remains to determine the relations (1.4) explicitly in the following three cases:

(I) 𝜏(𝑖) = 𝑖 and 𝑖, 𝑗 ∈ 𝐼 \ 𝑋 .
(II) 𝜏(𝑖) = 𝑖 and 𝑖 ∈ 𝐼 \ 𝑋 , 𝑗 ∈ 𝑋 .

(III) 𝜏(𝑖) = 𝑗 and 𝑖, 𝑗 ∈ 𝐼 \ 𝑋 .

https://www.cambridge.org/core/terms. https://doi.org/10.1017/fms.2021.61
Downloaded from https://www.cambridge.org/core. IP address: 74.104.145.188, on 05 Oct 2021 at 12:47:45, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/fms.2021.61
https://www.cambridge.org/core


4 Stefan Kolb and Milen Yakimov

For all Satake diagrams of finite type, the relations (1.4) were determined explicitly in [Let03, Theorem
7.1] by a subtle method involving the coproduct 𝛥 of U. Letzter’s method was extended to the Kac–
Moody case in [Kol14, Section 7] and was used to determine the relations (1.4) in the case



𝑎𝑖 𝑗 

 ≤ 2.
A general formula for 𝐶𝑖 𝑗 (c) in case (III) was obtained in [BK15, Theorem 3.6], again using Letzter’s
coproduct method. In [BK15, Theorem 3.9] it was observed that cases (I) and (II) should allow a uniform
treatment, but explicit formulas were still elusive for



𝑎𝑖 𝑗 

 > 3.
Following [CLW20], we call a quantum symmetric pair quasi-split if 𝑋 = ∅. Case (II) does not appear

in the quasi-split setting. Explicit formulas for the quantum Serre relations (1.4) in the quasi-split case
(I) were given in [CLW20] in terms of so-called 𝚤divided powers for Bc. The methods in [CLW20] are
calculational but do not involve Letzter’s coproduct method.

Using Letzter’s coproduct method, H. de Clercq was able to derive expressions for the quantum Serre
relations (1.4) in general. Cases (I) and (II) are treated in [dC19, Theorems 3.13, 3.19] by combinatorially
involved and unwieldy formulas. Nonetheless, in case (I), de Clercq was able to use her formulas to
extend the quantum Serre relations from [CLW20] from the quasi-split case to the case of general pairs
(𝑋, 𝜏) [dC19, Theorem 4.7]. This extension of results was also performed in [CLW21] in a more general
setting of higher Serre relations. A conceptual and compact expression for the quantum Serre relations
in case (II), however, remained to be found.

In a new approach [CKY21], W. R. Casper and the present authors also found explicit, conceptual
formulas for the quantum Serre relations (1.4) in the quasi-split case. The resulting relations are
expressed in terms of continuous q-Hermite polynomials. The formulas are obtained using the star
product interpretation of quantum symmetric pairs from [KY20]. Continuous q-Hermite polynomials
differ from the 𝚤divided powers in [CLW20], but the resulting descriptions of the quantum Serre relations
bear many similarities. The method in [CKY21] involves minimal calculations.

In the present paper we further develop the star product interpretation of quantum symmetric pairs to
give a conceptual and uniform treatment of the quantum Serre relations (1.4) in all three cases (I), (II)
and (III) for arbitrary generalised Satake diagrams. This, in particular, settles the hardest and subtlest
case, (II). We give a complete description of the defining relations of Bc by closed formulas, which is
independent of any of the previous approaches and is based on minimal calculations with star products.

1.4. Statement of results

To formulate our results, we need three families of M+
𝑋 -valued orthogonal polynomials. For 𝑖 ∈ 𝐼 \ 𝑋

define

Z𝑖 = 𝑞𝑖𝑐𝑖𝜕
𝑅
𝜏 (𝑖)
(
𝑇𝑤𝑋

(
𝐸𝜏 (𝑖)
) )

, (1.5)

where 𝜕𝑅
𝜏 (𝑖) is the Lusztig–Kashiwara skew derivation for U (see Section 2.1). The element Z𝑖 belongs

to M+
𝑋 and hence commutes with 𝐵ℓ for all ℓ ∈ 𝐼 \ 𝑋 .

A) The rescaled univariate q-Hermite polynomials 𝑤𝑚
(
𝑥; 𝑞2

𝑖

)
∈ M+

𝑋 [𝑥] are defined for 𝑚 ∈ N by
the initial conditions 𝑤0

(
𝑥; 𝑞2

𝑖

)
= 1, 𝑤1

(
𝑥; 𝑞2

𝑖

)
= 𝑥 and the recursion

𝑤𝑚+1

(
𝑥; 𝑞2

𝑖

)
= 𝑥𝑤𝑚

(
𝑥; 𝑞2

𝑖

)
−

1 − 𝑞2𝑚
𝑖(

𝑞𝑖 − 𝑞−1
𝑖

)2Z𝑖𝑤𝑚−1

(
𝑥; 𝑞2

𝑖

)
.

The polynomials 𝑤𝑚
(
𝑥; 𝑞2

𝑖

)
are rescaled versions of the univariate continuous q-Hermite polynomials

defined, for example, in [KLS10, 14.26] (see Sections 4.1 and 5.1 for details).
B) The rescaled bivariate continuous q-Hermite polynomials 𝑤𝑚,𝑛 (𝑥, 𝑦; 𝑞2

𝑖 , 𝑞
𝑎𝑖 𝑗
𝑖 ) ∈ M+

𝑋 [𝑥, 𝑦] for
𝑚, 𝑛 ∈ N are defined by the initial condition 𝑤0,𝑛 (𝑥, 𝑦; 𝑞2

𝑖 , 𝑞
𝑎𝑖 𝑗
𝑖 ) = 𝑤𝑛 (𝑦; 𝑞2

𝑖 ) for all 𝑛 ∈ N and the
recursion
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𝑥𝑤𝑚,𝑛

(
𝑥, 𝑦; 𝑞2

𝑖 , 𝑞
𝑎𝑖 𝑗
𝑖

)
= 𝑤𝑚+1,𝑛

(
𝑥, 𝑦; 𝑞2

𝑖 , 𝑞
𝑎𝑖 𝑗
𝑖

)
+

1 − 𝑞2𝑚
𝑖(

𝑞𝑖 − 𝑞−1
𝑖

)2Z𝑖𝑤𝑚−1,𝑛

(
𝑥, 𝑦; 𝑞2

𝑖 , 𝑞
𝑎𝑖 𝑗
𝑖

)
+

𝑞2𝑚
𝑖

(
1 − 𝑞2𝑛

𝑖

)(
𝑞𝑖 − 𝑞−1

𝑖

)2 𝑞
𝑎𝑖 𝑗
𝑖 Z𝑖𝑤𝑚,𝑛−1

(
𝑥, 𝑦; 𝑞2

𝑖 , 𝑞
𝑎𝑖 𝑗
𝑖

)
.

The polynomials 𝑤𝑚,𝑛

(
𝑥, 𝑦; 𝑞2

𝑖 , 𝑞
𝑎𝑖 𝑗
𝑖

)
are rescaled versions of the bivariate continuous q-Hermite poly-

nomials 𝐻𝑚,𝑛 (𝑥, 𝑦; 𝑞, 𝑟), which were first introduced and studied in [CKY21] (see Sections 4.1 and 5.1
for details).

C) The rescaled deformed Chebyshev polynomials 𝑢𝑛

(
𝑥; 𝑞2

𝑖 , 𝑞
2𝑎𝑖 𝑗
𝑖

)
∈ M+

𝑋 [𝑥] are defined for 𝑛 ∈ N

by 𝑢0

(
𝑥; 𝑞2

𝑖 , 𝑞
2𝑎𝑖 𝑗
𝑖

)
= 1, 𝑢1

(
𝑥; 𝑞2

𝑖 , 𝑞
2𝑎𝑖 𝑗
𝑖

)
= 𝑥 and the recursion

𝑢𝑛+1

(
𝑥; 𝑞2

𝑖 , 𝑞
2𝑎𝑖 𝑗
𝑖

)
= 𝑥𝑢𝑛

(
𝑥; 𝑞2

𝑖 , 𝑞
2𝑎𝑖 𝑗
𝑖

)
−

𝑞
−2𝑎𝑖 𝑗
𝑖 − 𝑞2(𝑛+1)

𝑖(
1 − 𝑞2(𝑛+1)

𝑖

) (
𝑞𝑖 − 𝑞−1

𝑖

)2Z𝑖𝑢𝑛−1

(
𝑥; 𝑞2

𝑖 , 𝑞
2𝑎𝑖 𝑗
𝑖

)
.

The polynomials 𝑢𝑛

(
𝑥; 𝑞2

𝑖 , 𝑞
2𝑎𝑖 𝑗
𝑖

)
are obtained by rescaling from a family of univariate orthogonal

polynomials 𝐶𝑛 (𝑥; 𝑞, 𝑟) ∈ K[𝑥] for 𝑛 ∈ N, 𝑟 ∈ K, which we call deformed Chebyshev polynomials
of the second kind. The polynomials 𝐶𝑛 (𝑥; 𝑞, 𝑟) are defined by the initial conditions 𝐶0 (𝑥; 𝑞, 𝑟) = 1,
𝐶1 (𝑥; 𝑞, 𝑟) = 2𝑥 and the recursion

𝐶𝑛+1 (𝑥; 𝑞, 𝑟) = 2𝑥𝐶𝑛 (𝑥; 𝑞, 𝑟) − 𝑟−1 − 𝑞𝑛+1

1 − 𝑞𝑛+1 𝐶𝑛−1 (𝑥; 𝑞, 𝑟).

In the case 𝑟 = 1, we recover the classical Chebyshev polynomials of the second kind. We investigate this
new sequence of orthogonal polynomials in Section 4.5, obtaining two generating functions for them.
The first is

∞∑
𝑛=0

𝐶𝑛 (𝑥; 𝑞, 𝑟) 𝑠𝑛

1 − 𝑞𝑛+2 =
1

1 − 2𝑥𝑠 + 𝑟−1𝑠2 3𝜙2

(
𝑞, 𝑥1𝑠, 𝑥2𝑠
𝑞𝑎1𝑠, 𝑞𝑎2𝑠

; 𝑞, 𝑞2
)
,

where 𝑥1,2 and 𝑎1,2 are the roots of the polynomials

1 − 2𝑥𝑠 + 𝑠2 = (1 − 𝑥1𝑠) (1 − 𝑥2𝑠), 1 − 2𝑥𝑠 + 𝑟−1𝑠2 = (1 − 𝑎1𝑠) (1 − 𝑎2𝑠),

and 3𝜙2 is the basic hypergeometric function [KLS10, 1.10]. The second generating function in Propo-
sition 4.8 displays the connection to classical Chebyshev polynomials of the second kind.

These three families of rescaled orthogonal polynomials provide the main ingredients to write down
the defining relations (1.4) in cases (I) and (II). For any K-algebra A, any noncommutative polynomial
𝑤(𝑥, 𝑦) =

∑
𝑠,𝑡 𝜆𝑠𝑡𝑥

𝑠𝑦𝑡 ∈ 𝐴[𝑥, 𝑦] and any 𝑎1, 𝑎2, 𝑎3 ∈ 𝐴, we write

𝑎3 � 𝑤(𝑎1, 𝑎2) =
∑
𝑠,𝑡

𝑎𝑠1𝑎3𝑎
𝑡
2𝜆𝑠𝑡 . (1.6)

Note that the coefficients 𝜆𝑠𝑡 ∈ 𝐴 are written at the very right side in equation (1.6), which will be
crucial in case (II). With these notations we are able to formulate the main result of this paper:

Theorem 1.2. For any symmetrisable Kac–Moody algebra 𝔤, generalised Satake diagram (𝑋, 𝜏) and
c ∈ C, the relations (1.4) in Theorem 1.1 are given as follows:
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Cases (I) and (II): If 𝑖 ∈ 𝐼 \ 𝑋 with 𝜏(𝑖) = 𝑖 and 𝑗 ∈ 𝐼 with 𝑗 ≠ 𝑖, then

1−𝑎𝑖 𝑗∑
𝑛=0

(−1)𝑛
[
1 − 𝑎𝑖 𝑗

𝑛

]
𝑞𝑖

𝐵 𝑗 � 𝑤1−𝑎𝑖 𝑗−𝑛,𝑛
(
𝐵𝑖 , 𝐵𝑖; 𝑞2

𝑖 , 𝑞
𝑎𝑖 𝑗
𝑖

)
= 𝛿 𝑗∈𝑋

����
𝑞
−𝑎𝑖 𝑗 (𝑎𝑖 𝑗+1)
𝑖

(
𝑞2
𝑖 ; 𝑞

2
𝑖

)
−𝑎𝑖 𝑗(

𝑞𝑖 − 𝑞−1
𝑖

)2 (
𝑞 𝑗 − 𝑞−1

𝑗

) 𝜕𝑅𝑗 (Z𝑖)𝐾 𝑗𝑢−𝑎𝑖 𝑗−1

(
𝐵𝑖; 𝑞2

𝑖 , 𝑞
2𝑎𝑖 𝑗
𝑖

)

−
𝑞
𝑎𝑖 𝑗 (𝑎𝑖 𝑗+1)
𝑖

(
𝑞−2
𝑖 ; 𝑞−2

𝑖

)
−𝑎𝑖 𝑗(

𝑞𝑖 − 𝑞−1
𝑖

)2 (
𝑞 𝑗 − 𝑞−1

𝑗

) 𝐾−1
𝑗 𝜕𝐿𝑗 (Z𝑖)𝑢−𝑎𝑖 𝑗−1

(
𝐵𝑖; 𝑞−2

𝑖 , 𝑞
−2𝑎𝑖 𝑗
𝑖

)���� . (1.7)

Case (III): If 𝑖, 𝑗 ∈ 𝐼 \ 𝑋 and 𝜏(𝑖) = 𝑗 ≠ 𝑖, then

𝑆𝑖 𝑗
(
𝐵𝑖 , 𝐵 𝑗
)
=

𝑞
𝑎𝑖 𝑗−2
𝑖

(
𝑞2
𝑖 ; 𝑞

2
𝑖

)
1−𝑎𝑖 𝑗(

𝑞𝑖 − 𝑞−1
𝑖

)2 𝐵
−𝑎𝑖 𝑗
𝑖 𝐾 𝑗𝐾

−1
𝑖 Z𝑖 +

(
𝑞−2
𝑖 ; 𝑞−2

𝑖

)
1−𝑎𝑖 𝑗(

𝑞𝑖 − 𝑞−1
𝑖

)2 𝐵
−𝑎𝑖 𝑗
𝑖 𝐾𝑖𝐾

−1
𝑗 Z 𝑗 .

In all other cases, the relation (1.4) is given by 𝑆𝑖 𝑗
(
𝐵𝑖 , 𝐵 𝑗
)
= 0.

By the definition of the rescaled bivariate continuous q-Hermite polynomials in B) above we have
𝑤𝑚,𝑛 (𝑥, 𝑦) = 𝑥𝑚𝑦𝑛+ lower order terms in M+

𝑋 [𝑥, 𝑦]. Hence the left-hand side of equation (1.7) takes
the form of 𝑆𝑖 𝑗

(
𝐵𝑖 , 𝐵 𝑗
)
+ lower order terms in Fdeg(𝑖, 𝑗)−1 (Bc). These lower order terms are concisely

encoded by the rescaled bivariate continuous q-Hermite polynomials.
We will show in Proposition 4.4 that the left-hand side of equation (1.7) can be expressed in terms

of rescaled univariate continuous q-Hermite polynomials as

1−𝑎𝑖 𝑗∑
𝑛=0

(−1)𝑛
[
1 − 𝑎𝑖 𝑗

𝑛

]
𝑞𝑖

𝑤1−𝑎𝑖 𝑗−𝑛
(
𝐵𝑖; 𝑞2

𝑖

)
𝐵 𝑗𝑤𝑛

(
𝐵𝑖; 𝑞−2

𝑖

)
.

However, this expression has to be interpreted with care. In case (II), following convention (1.6), all
powers of Z𝑖 for 𝑤1−𝑎𝑖 𝑗−𝑛

(
𝐵𝑖; 𝑞2

𝑖

)
have to be written to the right side of the factor 𝐵 𝑗 . This subtlety is

not relevant in case (I), as then Z𝑖 and 𝐵 𝑗 commute.
As mentioned before, the formula in case (III) already appeared in [BK15, Theorem 3.6], but we

give an independent proof using star products.

1.5. Methods

Recall the filtrationF ofBc defined by equation (1.3). The associated graded algebra gr(Bc) is isomorphic
to the partial parabolic subalgebra

A = K
〈
𝐹𝑖 , 𝐸 𝑗 , 𝐾𝛽 | 𝑖 ∈ 𝐼, 𝑗 ∈ 𝑋, 𝛽 ∈ 𝑄Θ〉 ⊂ 𝑈.

We lift the isomorphism gr(Bc) � A to an explicitK-linear isomorphism 𝜓 : Bc → A, which we call the
Letzter map, as a similar map appeared in [Let19]. We use the Letzter map to push forward the algebra
structure of Bc to a new algebra structure (A, ∗) on the vector space A. The algebra structure (A, ∗) is a
star product on the N-graded algebra A in the sense of [KY20, Definition 5.1]. This means in particular
that the algebra (A, ∗) has the same generating set as A and that its defining relations are those of A
re-expressed in terms of the star product ∗. To obtain the quantum Serre relations (1.4) for Bc, it hence
suffices to rewrite the quantum Serre relations 𝑆𝑖 𝑗

(
𝐹𝑖 , 𝐹𝑗
)
= 0 for A in terms of the star product on A.
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To describe the star product onA, we use Radford’s biproduct decomposition [Rad85] for the negative
parabolic subalgebra of U, to obtain a tensor product decomposition

A � H ⊗ R𝑋 . (1.8)

Here H = F0(B) = A0, and R𝑋 is a subalgebra of coinvariants which is generated in degree 1. The star
product on A is uniquely determined by the maps

𝜇𝐿𝑓 (𝑢) = 𝑓 ∗ 𝑢 − 𝑓 𝑢 for 𝑓 ∈ (R𝑋 )1 = R𝑋 ∩A1, 𝑢 ∈ R𝑋 . (1.9)

These maps can be expressed in terms of twisted Lusztig–Kashiwara skew derivations 𝜕𝐿/𝑅𝑖,𝑋 = 𝑇𝑤𝑋 ◦
𝜕𝐿/𝑅𝑖 ◦ 𝑇−1

𝑤𝑋
. In cases (I) and (II), inductive arguments based on the maps (1.9) show that

𝐹𝑚𝑖 𝐹𝑗𝐹
𝑛
𝑖 = 𝐹𝑗 � 𝑤𝑚,𝑛

(
𝐹𝑖 ∗, 𝐹𝑖; 𝑞2

𝑖 , 𝑞
𝑎𝑖 𝑗
𝑖

)
+ 𝛿 𝑗∈𝑋

(
𝜕𝑅𝑗 (Z𝑖)𝐾 𝑗 𝜌𝑚,𝑛 (𝐹𝑖)∗ + 𝐾−1

𝑗 𝜕𝐿𝑗 (Z𝑖)𝜎𝑚,𝑛 (𝐹𝑖)∗
)

(1.10)

for some polynomials 𝜌𝑚,𝑛 (𝑥), 𝜎𝑚,𝑛 (𝑥) ∈ M+
𝑋 [𝑥] (see Proposition 5.3 and Lemma 5.5). The symbol ∗

appearing on the right hand side of this equation indicates that all polynomials are evaluated in (A, ∗),
see Section 5.1 for the precise notation. To obtain formula (1.7), we thus need to determine the quantum
Serre combination

1−𝑎𝑖 𝑗∑
𝑛=0

(−1)𝑛
[
1 − 𝑎𝑖 𝑗

𝑛

]
𝑞𝑖

𝜌1−𝑎𝑖 𝑗−𝑛 (𝐹𝑖)∗, (1.11)

and similarly for 𝜎𝑚,𝑛. The inductive argument from Lemma 5.5 provides recursive formulas for 𝜌𝑚,𝑛 (𝑥)
and 𝜎𝑚,𝑛 (𝑥). Using a generalisation of the bar involution for Bc, which was implicit in [AV20] and was
made explicit in [Kol21], we show that it suffices to consider the quantum Serre combination (1.11). In
Section 5.6 we determine formula (1.11) using a generating function approach which naturally leads to
the deformed Chebyshev polynomials of the second kind.

1.6. Organisation of the paper

In Section 2 we fix notation and present background material on quantum groups and quantum symmetric
pairs. In particular, in Sections 2.2 and 2.3 we recall how Radford’s biproduct leads to the tensor product
decomposition (1.8). Moreover, we define the Letzter map in Section 2.5 and recall the generalised bar
involution in Section 2.6.

Section 3 develops the star product on the partial parabolic subalgebraA. After recalling the definition
of a star product in Section 3.1, we determine the maps 𝜇𝐿𝑓 for (A, ∗) in Section 3.2. In Section 3.3 we
then determine the values of the twisted skew derivations 𝜕𝐿/𝑅𝑖,𝑋 , which will be needed later to derive
equation (1.10).

In Section 4 we discuss the three families of orthogonal polynomials given before in A), B) and
C). We first recall the univariate and bivariate continuous q-Hermite polynomials and list essential
properties of their rescaled versions in Section 4.1. In Section 4.3 we show how the quantum Serre
combination of 𝑤𝑚,𝑛

(
𝑥, 𝑦; 𝑞2

𝑖 , 𝑞
2𝑎𝑖 𝑗
𝑖

)
can be expressed in terms of 𝑤𝑚

(
𝑥; 𝑞2

𝑖

)
and 𝑤𝑚

(
𝑥; 𝑞−2

𝑖

)
. In

Section 4.5 we introduce the deformed Chebyshev polynomials of the second kind and determine two
generating functions for them.

The final section contains the proof of Theorem 1.2. In Section 5.3 we derive equation (1.7) in case
(I). In Section 5.4 we derive equation (1.10) in the subtle case (II). The quantum Serre combination
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(1.11) is determined in Section 5.6. This allows us to prove formula (1.7) also in case (II). Finally,
Section 5.8 contains the proof in case (III) of Theorem 1.2.

2. Quantum symmetric pairs and partial parabolic subalgebras

In this introductory section we expand on the notation given in Section 1.2 and recall some standard
constructions for quantised enveloping algebras, in particular the decomposition of a quantised standard
parabolic as a Radford biproduct [Rad85]. We then recall that quantum symmetric pair coideal subal-
gebras Bc have a filtration such that the associated graded algebra is isomorphic to a large subalgebra
A of a quantised standard parabolic. This isomorphism can be lifted to a filtered linear isomorphism
𝜓 : Bc → A, which we call the Letzter map. This map provides the interpretation of Bc as a star product
deformation of A in Section 3.

2.1. The setting

Let 𝔤 be a symmetrisable Kac–Moody algebra with generalised Cartan matrix
(
𝑎𝑖 𝑗
)
𝑖, 𝑗∈𝐼 , where I is a

finite set. Let {𝑑𝑖 | 𝑖 ∈ 𝐼} be a set of relatively prime positive integers such that the matrix
(
𝑑𝑖𝑎𝑖 𝑗
)

is
symmetric. Let Π = {𝛼𝑖 | 𝑖 ∈ 𝐼} be the set of simple roots for 𝔤 and let 𝑄 = ZΠ be the root lattice.
Consider the symmetric bilinear form (·, ·) : 𝑄 ×𝑄 → Z defined by

(
𝛼𝑖 , 𝛼 𝑗
)
= 𝑑𝑖𝑎𝑖 𝑗 for all 𝑖, 𝑗 ∈ 𝐼. Let

W be the corresponding Weyl group with simple reflections 𝑠𝑖 for 𝑖 ∈ 𝐼. Let 𝔤′ = [𝔤, 𝔤] be the derived
subalgebra of 𝔤.

Throughout the paper, we fix a field k of characteristic 0 and set K = 𝑘 (𝑞). The quantised enveloping
algebra 𝑈 = 𝑈𝑞 (𝔤′) is the K-algebra with generators 𝐸𝑖 , 𝐹𝑖 , 𝐾

±1
𝑖 for 𝑖 ∈ 𝐼 and defining relations given

in [Lus94, 3.1]. In particular, the generators 𝐸𝑖 , 𝐹𝑖 satisfy the quantum Serre relations

𝑆𝑖 𝑗
(
𝐸𝑖 , 𝐸 𝑗

)
= 0 = 𝑆𝑖 𝑗

(
𝐹𝑖 , 𝐹𝑗
)

for all 𝑖, 𝑗 ∈ 𝐼, where

𝑆𝑖 𝑗 (𝑥, 𝑦) =
1−𝑎𝑖 𝑗∑
ℓ=0

(−1)ℓ
[
1 − 𝑎𝑖 𝑗

ℓ

]
𝑞𝑖

𝑥1−𝑎𝑖 𝑗−ℓ 𝑦𝑥ℓ ∈ K[𝑥, 𝑦], (2.1)

with 𝑞𝑖 = 𝑞𝑑𝑖 denoting the quantum Serre polynomial [Lus94, Corollary 33.1.5]. The algebra U is a
Hopf algebra with coproduct 𝛥 given by

𝛥(𝐸𝑖)=𝐸𝑖 ⊗ 1 + 𝐾𝑖 ⊗ 𝐸𝑖 , 𝛥(𝐹𝑖)=𝐹𝑖 ⊗ 𝐾−1
𝑖 + 1 ⊗ 𝐹𝑖 , 𝛥(𝐾𝑖)=𝐾𝑖 ⊗ 𝐾𝑖 , (2.2)

for all 𝑖 ∈ 𝐼. For 𝛽 =
∑
𝑖∈𝐼 𝑛𝑖𝛼𝑖 ∈ 𝑄, write 𝐾𝛽 =

∏
𝑖∈𝐼 𝐾

𝑛𝑖
𝑖 .

We write N = {0, 1, 2, . . . } and let 𝑄+ = NΠ be the positive cone in the root lattice. For any 𝜇 ∈ 𝑄+

we let 𝑈+
𝜇 = span

K

{
𝐸𝑖1 · · · 𝐸𝑖ℓ |

∑ℓ
𝑗=1 𝛼𝑖 𝑗 = 𝜇

}
be the corresponding root space, where span

K
denotes

the K-linear span. Moreover, define 𝑈−
−𝜇 = 𝜔

(
𝑈+
𝜇

)
, where 𝜔 : 𝑈 → 𝑈 is the algebra automorphism

given in [Lus94, 3.1.3]. We will use the Lusztig–Kashiwara skew derivations 𝜕𝑅𝑖 , 𝜕𝐿𝑖 : 𝑈± → 𝑈± for
𝑖 ∈ 𝐼, which are uniquely determined by

𝐸𝑖𝑦 − 𝑦𝐸𝑖 =
𝐾𝑖𝜕

𝐿
𝑖 (𝑦) − 𝜕𝑅𝑖 (𝑦)𝐾−1

𝑖

𝑞𝑖 − 𝑞−1
𝑖

, (2.3)

𝐹𝑖𝑥 − 𝑥𝐹𝑖 =
𝐾−1
𝑖 𝜕𝐿𝑖 (𝑥) − 𝜕𝑅𝑖 (𝑥)𝐾𝑖

𝑞𝑖 − 𝑞−1
𝑖

, (2.4)
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for 𝑥 ∈ 𝑈+ and 𝑦 ∈ 𝑈− [Lus94, Proposition 3.1.6]. The skew derivations 𝜕𝐿𝑖 and 𝜕𝑅𝑖 satisfy the relations

𝜕𝐿𝑖 ( 𝑓 𝑔) = 𝜕𝐿𝑖 ( 𝑓 )𝑔 + 𝑞 (𝛼𝑖 ,𝜇) 𝑓 𝜕𝐿𝑖 (𝑔), (2.5)

𝜕𝑅𝑖 ( 𝑓 𝑔) = 𝑞 (𝛼𝑖 ,𝜈)𝜕𝑅𝑖 ( 𝑓 )𝑔 + 𝑓 𝜕𝑅𝑖 (𝑔), (2.6)

for all 𝑓 ∈ 𝑈−
−𝜇, 𝑔 ∈ 𝑈−

−𝜈 and for all 𝑓 ∈ 𝑈+
𝜇, 𝑔 ∈ 𝑈+

𝜈 .
For any 𝑖 ∈ 𝐼, let 𝑇𝑖 : 𝑈 → 𝑈 be the algebra automorphism denoted by 𝑇 ′′

𝑖,1 in [Lus94, 37.1]. The
skew derivations 𝜕𝐿𝑖 and 𝜕𝑅𝑖 detect elements in the intersection 𝑈±∩𝑇𝑖 (𝑈±). More precisely, for 𝑥 ∈ 𝑈+

and 𝑦 ∈ 𝑈− we have the following equivalences [Lus94, 38.1.6, 37.2.4]:

𝑥 ∈ 𝑇−1
𝑖 (𝑈+) ⇐⇒ 𝜕𝐿𝑖 (𝑥) = 0, (2.7)

𝑥 ∈ 𝑇𝑖 (𝑈+) ⇐⇒ 𝜕𝑅𝑖 (𝑥) = 0, (2.8)
𝑦 ∈ 𝑇−1

𝑖 (𝑈−) ⇐⇒ 𝜕𝐿𝑖 (𝑦) = 0, (2.9)
𝑦 ∈ 𝑇𝑖 (𝑈−) ⇐⇒ 𝜕𝑅𝑖 (𝑦) = 0, (2.10)

Given a subset 𝑋 ⊆ 𝐼, denote

𝑄𝑋 =
∑
𝑗∈𝑋
Z𝛼 𝑗 and 𝑄+

𝑋 =
∑
𝑗∈𝑋
N𝛼 𝑗 .

We write M𝑋 to denote the subalgebra of U generated by
{
𝐸 𝑗 , 𝐹𝑗 , 𝐾

±1
𝑗 | 𝑗 ∈ 𝑋

}
, and M+

𝑋 and M−
𝑋

for the subalgebras generated by
{
𝐸 𝑗 | 𝑗 ∈ 𝑋

}
and
{
𝐹𝑗 | 𝑗 ∈ 𝑋

}
, respectively. We write 𝐺+

𝑋 and 𝐺−
𝑋 to

denote the subalgebras of U generated by
{
𝐸 𝑗𝐾

−1
𝑗 | 𝑗 ∈ 𝑋

}
and
{
𝐹𝑗𝐾 𝑗 | 𝑗 ∈ 𝑋

}
, respectively. Moreover,

we write 𝐺± for 𝐺±
𝐼 .

2.2. Parabolic subalgebras

Let 𝑋 ⊆ 𝐼 be a subset of finite type. The parabolic subalgebra

P𝑋 = K
〈
𝐹𝑖 , 𝐸 𝑗 , 𝐾

±1
𝑖 | 𝑖 ∈ 𝐼, 𝑗 ∈ 𝑋

〉
is a Hopf subalgebra of U, and the corresponding Levi factor

L𝑋 = K
〈
𝐹𝑗 , 𝐸 𝑗 , 𝐾

±1
𝑖 | 𝑖 ∈ 𝐼, 𝑗 ∈ 𝑋

〉
is a Hopf subalgebra of P𝑋 . The parabolic subalgebra and the Levi factor have respective triangular
decompositions

P𝑋 �M+
𝑋 ⊗ 𝑈0 ⊗ 𝑈− and L𝑋 �M+

𝑋 ⊗ 𝑈0 ⊗ M−
𝑋 . (2.11)

There is a surjective Hopf algebra homomorphism 𝜋𝑋 : P𝑋 → L𝑋 defined by

𝜋𝑋 |L𝑋 = idL𝑋 and 𝜋𝑋 (𝐹𝑖) = 0 for all 𝑖 ∈ 𝐼 \ 𝑋.

The structure of Hopf algebras with a projection onto a Hopf subalgebra was investigated in detail by
D. Radford in [Rad85]. In the following we recall some of his results in our setting. All the material in
this section is known to experts, but we include some proofs for the convenience of the reader.

Consider the left coaction of L𝑋 on P𝑋 given by

𝛥L𝑋 = (𝜋𝑋 ⊗ id) ◦ 𝛥 : P𝑋 → L𝑋 ⊗ P𝑋
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and define a subalgebra R𝑋 ⊂ P𝑋 by

R𝑋 = L𝑋P𝑋 = {𝑎 ∈ P𝑋 | 𝛥L𝑋 (𝑎) = 1 ⊗ 𝑎}.

The algebra R𝑋 is a right L𝑋 -module algebra under the right adjoint action given by ad𝑟 (ℎ) (𝑎) =
𝑆
(
ℎ (1)
)
𝑎ℎ (2) for all 𝑎 ∈ R𝑋 , ℎ ∈ L𝑋 . Hence we can form the smash product L𝑋 ⊗ R𝑋 , which is an

associative algebra with the multiplication

(ℎ ⊗ 𝑎) (ℎ′ ⊗ 𝑎′) = ℎℎ′(1) ⊗ ad𝑟
(
ℎ′(2)

)
(𝑎)𝑎′.

The following theorem is obtained by translating [Rad85, Theorem 3(d)] from left to right:

Theorem 2.1. The multiplication map L𝑋 ⊗ R𝑋 → P𝑋 is an isomorphism of algebras.

Remark 2.2. The statement of [Rad85, Theorem 3] goes beyond Theorem 2.1. The algebra R𝑋 is a
Hopf algebra in the category of right Yetter–Drinfeld modules over L𝑋 . One can thus form Radford’s
biproduct L𝑋 ×R𝑋 (also known as the bosonisation [Maj94]), which is a Hopf algebra that coincides
with the smash product L𝑋 ⊗ R𝑋 as an algebra. By [Rad85, Theorem 3(d)], the multiplication map
L𝑋 × R𝑋 → P𝑋 is an isomorphism of Hopf algebras. We will only need the algebra structure on
L𝑋 ⊗ R𝑋 .

Formula (2.2) for the coproduct of 𝐹𝑖 implies that 𝐹𝑖 ∈ R𝑋 for all 𝑖 ∈ 𝐼 \ 𝑋 . Moreover, as R𝑋 is
invariant under the right adjoint action of L𝑋 , we obtain ad𝑟 (L𝑋 ) (𝐹𝑖) ⊆ R𝑋 for all 𝑖 ∈ 𝐼 \ 𝑋 .

Corollary 2.3. The algebra R𝑋 is generated by the subspaces ad𝑟 (L𝑋 ) (𝐹𝑖) for all 𝑖 ∈ 𝐼 \ 𝑋 .

Proof. Let 𝑉𝑋 ⊂ P𝑋 be the subalgebra generated by the subspaces ad𝑟 (L𝑋 ) (𝐹𝑖) for all 𝑖 ∈ 𝐼 \ 𝑋 . As
observed already, we have 𝑉𝑋 ⊆ R𝑋 . The subalgebra of P𝑋 generated by 𝑉𝑋 and L𝑋 coincides with
P𝑋 . Hence the formula 𝑎ℎ = ℎ (1)ad𝑟

(
ℎ (2)
)
(𝑎) for 𝑎 ∈ 𝑉𝑋 , ℎ ∈ L𝑋 implies that the multiplication map

L𝑋 ⊗ 𝑉𝑋 → P𝑋 is surjective. Now the inclusion 𝑉𝑋 ⊆ R𝑋 and Theorem 2.1 imply that 𝑉𝑋 = R𝑋 . �

For all 𝑗 ∈ 𝑋 , 𝑖 ∈ 𝐼 \ 𝑋 one has ad𝑟
(
𝐸 𝑗
)
(𝐹𝑖) = −𝐾−1

𝑗

[
𝐸 𝑗 , 𝐹𝑖
]
= 0. Hence by the triangular

decomposition (2.11) for L𝑋 we get ad𝑟 (L𝑋 ) (𝐹𝑖) = ad𝑟
(
M−

𝑋

)
(𝐹𝑖) ⊂ 𝑈−. By Theorem 2.1, Corollary

2.3 and the triangular decompositions (2.11), we get that the multiplication map

M−
𝑋 ⊗ R𝑋 → 𝑈− (2.12)

is an isomorphism of algebras.
We can also describe the subalgebra R𝑋 ⊂ 𝑈− in terms of the Lusztig automorphisms:

Lemma 2.4. We have

R𝑋 =
{
𝑎 ∈ 𝑈− | 𝑇−1

𝑗 (𝑎) ∈ 𝑈− for all 𝑗 ∈ 𝑋
}
=
⋂
𝑗∈𝑋

(
𝑈− ∩ 𝑇𝑗 (𝑈−)

)
.

Proof. Let 𝑗 ∈ 𝑋 . We first show that 𝑇−1
𝑗 (R𝑋 ) ⊂ 𝑈−. By Corollary 2.3 it suffices to show that

𝑇−1
𝑗

(
ad𝑟
(
M−

𝑋

)
(𝐹𝑖)
)
⊂ 𝑈− for any 𝑖 ∈ 𝐼 \ 𝑋 . We have 𝑇−1

𝑗 (𝐹𝑖) ∈ 𝑈−. Now we proceed by induction.
Assume that 𝑢 ∈ R𝑋 satisfies 𝑇−1

𝑗 (𝑢) ∈ 𝑈− and let ℓ ∈ 𝑋 . Then we get

𝑇−1
𝑗 (ad𝑟 (𝐹ℓ) (𝑢)) = 𝑇−1

𝑗

(
−𝐹ℓ𝐾ℓ𝑢𝐾

−1
ℓ + 𝑢𝐹ℓ

)
,

which by the induction hypothesis lies in 𝑈− if ℓ ≠ 𝑗 . In the case ℓ = 𝑗 , this formula becomes

𝑇−1
𝑗 (ad𝑟 (𝐹ℓ ) (𝑢)) =

[
𝑇−1
ℓ (𝑢), 𝐸ℓ

]
𝐾ℓ

(2.9)
=

1
𝑞ℓ − 𝑞−1

ℓ

𝜕𝑅ℓ

(
𝑇−1
ℓ (𝑢)
)
∈ 𝑈−.
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This implies that 𝑇−1
𝑗

(
ad𝑟
(
M−

𝑋

)
(𝐹𝑖)
)
⊆ 𝑈−, as required.

Conversely, assume that 𝑢 ∈ 𝑈− satisfies 𝑇−1
𝑗 (𝑢) ∈ 𝑈− for all 𝑗 ∈ 𝑋 . We want to show that 𝑢 ∈ R𝑋 .

For any 𝑗 ∈ 𝑋 the decomposition (2.12) implies that the multiplication map

K
[
𝐹𝑗
]
⊗
(
M−

𝑋 ∩ 𝑇𝑗
(
M−

𝑋

) )
⊗ R𝑋 → 𝑈− (2.13)

is a linear isomorphism. Write 𝑢 =
∑
𝑚 ℎ𝑚 ⊗ 𝑣𝑚 with linearly independent ℎ𝑚 ∈ M−

𝑋 � K
[
𝐹𝑗
]
⊗(

M−
𝑋 ∩ 𝑇𝑗

(
M−

𝑋

) )
and 𝑣𝑚 ∈ R𝑋 . Then the relations 𝑇−1

𝑗 (𝑢) ∈ 𝑈− and 𝑇−1
𝑗 (𝑣𝑚) ∈ 𝑈− imply that

ℎ𝑚 ∈
(
M−

𝑋 ∩ 𝑇𝑗
(
M−

𝑋

) )
. By [Lus94, Lemma 1.2.15] we have⋂

𝑗∈𝑋

(
M−

𝑋 ∩ 𝑇𝑗
(
M−

𝑋

) ) (2.10)
=
{
𝑦 ∈ M−

𝑋 | 𝜕𝑅𝑗 (𝑦) = 0 for all 𝑗 ∈ 𝑋
}
= K.

Hence all ℎ𝑚 are scalars, which implies that 𝑢 ∈ R𝑋 . �

Remark 2.5. In formula (2.13) we used the decomposition M−
𝑋 � K

[
𝐹𝑗
]
⊗
(
M−

𝑋 ∩ 𝑇𝑗
(
M−

𝑋

) )
, which

holds by the Poincaré–Birkhoff–Witt theorem for the finite type quantum enveloping algebra M𝑋 . By
Lemma 2.4 and the decomposition (2.12) in the case where |𝑋 | = 1, we now have the same decomposition

𝑈− � K[𝐹𝑖] ⊗ (𝑈− ∩ 𝑇𝑖 (𝑈−)) (2.14)

for any 𝑖 ∈ 𝐼 also in infinite type.

To rewrite the statement of Lemma 2.4 we note the following fact:

Lemma 2.6. Let 𝑤 ∈ 𝑊 be an element with reduced expression 𝑤 = 𝑠𝑖1 𝑠𝑖2 · · · 𝑠𝑖𝑚 . Then the following
relations hold:

𝑈− ∩ 𝑇𝑤 (𝑈−) = 𝑈− ∩ 𝑇𝑖1 (𝑈−) ∩ 𝑇𝑖1𝑇𝑖2 (𝑈−) ∩ · · · ∩ 𝑇𝑤 (𝑈−) , (2.15)

𝑈− ∩ 𝑇−1
𝑤 (𝑈−) = 𝑈− ∩ 𝑇−1

𝑖𝑚
(𝑈−) ∩ 𝑇−1

𝑖𝑚
𝑇−1
𝑖𝑚−1

(𝑈−) ∩ · · · ∩ 𝑇−1
𝑤 (𝑈−) . (2.16)

Proof. It suffices to prove equation (2.16), as equation (2.15) then follows by application of 𝑇𝑤 . We
prove equation (2.16) by induction on the length 𝑙 (𝑤) = 𝑚 of w. For 𝑚 = 1 there is nothing to show.
Now assume that 𝑤 = 𝑠𝑖𝑤

′, where 𝑙 (𝑤) = 𝑙 (𝑤′) + 1. Then 𝑇𝑤 = 𝑇𝑖𝑇
′
𝑤 , and formula (2.14) gives us

𝑇−1
𝑤 (𝑈−) = 𝑇−1

𝑤′𝑇−1
𝑖 (K[𝐹𝑖] ⊗ (𝑈− ∩ 𝑇𝑖 (𝑈−)))

= 𝑇−1
𝑤′

(
K[𝐸𝑖𝐾𝑖] ⊗

(
𝑇−1
𝑖 (𝑈−) ∩𝑈−

))
= K
[
𝑇−1
𝑤′ (𝐸𝑖𝐾𝑖)

]
⊗
(
𝑇−1
𝑤 (𝑈−) ∩ 𝑇−1

𝑤′ (𝑈−)
)
.

By [Lus94, Proposition 40.2.1] we have 𝑇−1
𝑤′ (𝐸𝑖) ∈ 𝑈+, and hence the triangular decomposition 𝑈+ ⊗

𝑈0 ⊗ 𝑈− � 𝑈 implies that

𝑈− ∩ 𝑇−1
𝑤 (𝑈−) = 𝑈− ∩ 𝑇−1

𝑤 (𝑈−) ∩ 𝑇−1
𝑤′ (𝑈−) .

Now equation (2.16) follows by the induction hypothesis. �

Let 𝑤𝑋 denote the longest element in the finite parabolic subgroup 𝑊𝑋 of the Weyl group W. There
is a diagram automorphism 𝜏𝑋 : 𝑋 → 𝑋 such that 𝑤𝑋

(
𝛼 𝑗
)
= −𝛼𝜏𝑋 ( 𝑗) for all 𝑗 ∈ 𝑋 .
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Corollary 2.7. We have R𝑋 = 𝑈− ∩ 𝑇𝑤𝑋 (𝑈−).

Proof. For any 𝑗 ∈ 𝑋 , we can write 𝑤𝑋 = 𝑠 𝑗𝑤
′ for some 𝑤′ ∈ 𝑊𝑋 with 𝑙 (𝑤′) = 𝑙 (𝑤𝑋 ) − 1. Hence

equation (2.15) and Lemma 2.4 imply that

𝑈− ∩ 𝑇𝑤𝑋 (𝑈−) ⊆
⋂
𝑗∈𝑋

(
𝑈− ∩ 𝑇𝑗 (𝑈−)

)
= R𝑋 .

The converse inclusion is verified similarly to the first part of the proof of Lemma 2.4. Again it suffices
to show that ad𝑟

(
M−

𝑋

)
(𝐹𝑖) ⊆ 𝑈− ∩𝑇𝑤𝑋 (𝑈−) for all 𝑖 ∈ 𝐼 \ 𝑋 . By [Lus94, Proposition 40.2.1] we have

𝑇−1
𝑤𝑋

(𝐹𝑖) ∈ 𝑈−, and hence 𝐹𝑖 ∈ 𝑈− ∩ 𝑇𝑤𝑋 (𝑈−). If 𝑢 ∈ 𝑈− ∩ 𝑇𝑤𝑋 (𝑈−) and ℓ ∈ 𝑋 , then

𝑇−1
𝑤𝑋

(ad𝑟 (𝐹ℓ ) (𝑢)) =
[
𝑇−1
𝑤𝑋

(𝑢), 𝐸𝜏𝑋 (ℓ)
]
𝐾𝜏𝑋 (ℓ)

(2.9)
=

1
𝑞ℓ − 𝑞−1

ℓ

𝜕𝑅𝜏𝑋 (ℓ)

(
𝑇−1
𝑤𝑋

(𝑢)
)
∈ 𝑈−.

This implies inductively that 𝑇−1
𝑤𝑋

(
ad𝑟
(
M−

𝑋

)
(𝐹𝑖)
)
⊂ 𝑈− and completes the proof of the corollary. �

2.3. Partial parabolic subalgebras

Consider a subset of finite type 𝑋 ⊆ 𝐼 and a map 𝜏 : 𝐼 → 𝐼 which is an involutive diagram automorphism
such that 𝜏(𝑋) = 𝑋 and 𝑤𝑋

(
𝛼 𝑗
)
= −𝛼𝜏 ( 𝑗) for all 𝑗 ∈ 𝑋 . Following [RV20], we call a pair (𝑋, 𝜏) with

these properties a compatible decoration. The mapΘ = −𝑤𝑋 ◦𝜏 : 𝑄 → 𝑄 is an involutive automorphism
of the root lattice. Define 𝑄Θ = {𝛽 ∈ 𝑄 | Θ(𝛽) = 𝛽} and 𝑈0

Θ = K
〈
𝐾𝛽 | 𝛽 ∈ 𝑄Θ

〉
. As 𝑄Θ is generated

by the elements of the set
{
𝛼𝑖 − 𝛼𝜏 (𝑖) , 𝛼 𝑗 | 𝑖 ∈ 𝐼 \ 𝑋, 𝑗 ∈ 𝑋

}
, we see that

𝑈0
Θ = K

〈
𝐾±1
𝑗 , 𝐾𝑖𝐾

−1
𝜏 (𝑖) | 𝑗 ∈ 𝑋, 𝑖 ∈ 𝐼

〉
.

Consider the subalgebra A = A(𝑋, 𝜏) ⊂ 𝑈 defined by

A = K
〈
𝐹𝑖 , 𝐸 𝑗 , 𝐾𝛽 | 𝑖 ∈ 𝐼, 𝑗 ∈ 𝑋,Θ(𝛽) = 𝛽

〉
.

We call A the partial parabolic subalgebra corresponding to the pair (𝑋, 𝜏). By definition, A is
contained in the standard parabolic subalgebra P𝑋 , with the only difference being that A ∩𝑈0 = 𝑈0

Θ is
not the whole torus. In particular, A has the triangular decomposition

A �M+
𝑋 ⊗ 𝑈0

Θ ⊗ 𝑈−. (2.17)

Additionally, consider the subalgebra H = H(𝑋, 𝜏) ⊂ 𝑈 defined by

H = K
〈
𝐸 𝑗 , 𝐹𝑗 , 𝐾𝛽 | 𝑗 ∈ 𝑋,Θ(𝛽) = 𝛽

〉
= M𝑋𝑈

0
Θ.

We call H the partial Levi factor corresponding to the generalised Satake diagram (𝑋, 𝜏). The partial
Levi factor H has a triangular decomposition

H �M+
𝑋 ⊗ 𝑈0

Θ ⊗ M−
𝑋 . (2.18)

The partial parabolic subalgebra A is not a subbialgebra of U. However, the partial Levi factor H
is a Hopf subalgebra of U. Comparison of the triangular decompositions (2.17) and (2.18) with the
decomposition (2.12) implies that the multiplication map

H ⊗ R𝑋 → A

is an isomorphism.
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2.4. Quantum symmetric pairs

Let (𝑋, 𝜏) be a generalised Satake diagram. Following [RV20], this means that (𝑋, 𝜏) is a compatible
decoration, as described at the beginning of Section 2.3, and additionally that for 𝑖 ∈ 𝐼 \ 𝑋 and 𝑗 ∈ 𝑋
the implication

𝜏(𝑖) = 𝑖 and 𝑎 𝑗𝑖 = −1 =⇒ Θ(𝛼𝑖) ≠ −𝛼𝑖 − 𝛼 𝑗 (2.19)

holds. The condition (2.19) is weaker than condition (3) in [Kol14, Definition 2.3]. As explained
in [RV20, Section 4.1], the results of [Kol14] remain valid in this more general setting. Following
[Kol14] we recall the definition of the quantum symmetric pair coideal subalgebra corresponding to the
generalised Satake diagram (𝑋, 𝜏). Recall the set of parameters C defined by equation (1.2). For any
c = (𝑐𝑖)𝑖∈𝐼 \𝑋 ∈ C, let Bc denote the subalgebra of U generated by the partial Levi factor H and the
elements

𝐵𝑖 = 𝐹𝑖 − 𝑐𝑖𝑇𝑤𝑋

(
𝐸𝜏 (𝑖)
)
𝐾−1
𝑖 for all 𝑖 ∈ 𝐼 \ 𝑋. (2.20)

Remark 2.8. In [Kol14], quantum symmetric pairs depend on a second family of parameters s =
(𝑠𝑖)𝑖∈𝐼 \𝑋 in a certain subset S ⊂ K𝐼 \𝑋 . The corresponding coideal subalgebras are then denoted by
Bc,s. By [Kol14, Theorem 7.1], for any s ∈ S the algebra Bc,s is isomorphic to Bc. As we only aim to
establish defining relations for Bc,s, it suffices to consider the case where s = (0, 0, . . . , 0).

Recall that the algebra Bc has a natural N-filtration F∗ defined via the degree function (1.3). Hence
F𝑛 (Bc) is the K-linear span of all monomials in the generators of Bc, where each monomial contains at
most n factors 𝐵𝑖 , with 𝑖 ∈ 𝐼 \ 𝑋 . Let gr(Bc) be the associated graded algebra. It follows from [Kol14,
Theorem 7.1] that there exists a surjective algebra homomorphism

𝜑 : A → gr(Bc) (2.21)

given by 𝜑(𝐹𝑖) = 𝐵𝑖 for all 𝑖 ∈ 𝐼 \𝑋 and 𝜑(ℎ) = ℎ for all ℎ ∈ H. Moreover, the triangular decomposition
(2.17) for A and [Kol14, Proposition 6.2] imply that 𝜑 is an isomorphism.

The partial parabolic subalgebra A is N-graded via the degree function given by

deg(𝐹𝑖) = 1 for all 𝑖 ∈ 𝐼 \ 𝑋,

deg(ℎ) = 0 for all ℎ ∈ H.

With this grading, the map 𝜑 in formula (2.21) is an isomorphism of graded algebras. For any 𝑛 ∈ N we
let A𝑛 denote the n-th graded component of A and we write A<𝑛 =

⊕𝑛−1
𝑚=0 A𝑚.

2.5. The Letzter map

Let 𝑈poly denote the subalgebra of U generated by A and the elements 𝐸𝑖 = 𝐸𝑖𝐾
−1
𝑖 , 𝐾−1

𝑖 for all 𝑖 ∈ 𝐼 \ 𝑋 .
Observe that Bc ⊂ 𝑈poly, as 𝑇𝑤𝑋

(
𝐸𝜏 (𝑖)
)
𝐾−1
𝑖 ∈ A𝐸𝜏 (𝑖)A. Let 𝐼𝜏 be a set of representatives of 𝜏-orbits

in 𝐼 \ 𝑋 . In analogy to the definition of 𝑉𝑋 in the proof of Corollary 2.3, let 𝑉+
𝑋 ⊂ P𝑋 be the subalgebra

generated by the subspaces ad𝑟 (L𝑋 )
(
𝐸𝑖

)
= ad𝑟
(
M+

𝑋

) (
𝐸𝑖

)
for 𝑖 ∈ 𝐼 \𝑋 . The triangular decomposition

𝑈 � 𝑈− ⊗ 𝑈0 ⊗ 𝐺+ � A ⊗ K
[
𝐾±1
𝑖 | 𝑖 ∈ 𝐼𝜏

]
⊗ 𝑉+

𝑋

implies that there is a direct sum decomposition of vector spaces

𝑈poly � A ⊕ 𝑈polyspanK
{
𝐸𝑖 , 𝐾

−1
𝑖 | 𝑖 ∈ 𝐼 \ 𝑋

}
H. (2.22)
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Let

𝜓 : 𝑈poly → A (2.23)

denote the K-linear projection with respect to the direct sum decomposition (2.22).

Remark 2.9. For 𝔤 of finite type, the map 𝜓 is the restriction to𝑈poly of a projection mapP : 𝑈𝑞 (𝔤) → A
given in [Let19, (4.9)]. The restriction to 𝑈poly has the advantage that the kernel of 𝜓 is a left ideal in
𝑈poly. This will be relevant in the proof of Lemma 2.11.

As Bc is a subalgebra of 𝑈poly, we can restrict the map 𝜓 to Bc. We call the map 𝜓 : Bc → A the
Letzter map. The algebra Bc is filtered by the filtration F∗ given in Section 2.4. The algebra A is graded
and hence also filtered. By construction, the Letzter map 𝜓 : Bc → A is a linear map of filtered vector
spaces. Let

gr(𝜓) : gr(Bc) → gr(A) � A

be the associated graded map, and recall the isomorphism 𝜑 from formula (2.21). The composition
gr(𝜓) ◦ 𝜑 : A → A is H-linear and satisfies

gr(𝜓) ◦ 𝜑
(
𝐹𝑖1 · · · 𝐹𝑖ℓ

)
= 𝐹𝑖1 · · · 𝐹𝑖ℓ

for all 𝑖1, . . . , 𝑖ℓ ∈ 𝐼. Hence gr(𝜓) ◦ 𝜑 = idA. This implies that gr(𝜓) = 𝜑−1 is a linear isomorphism.
This proves the following lemma which is also contained in [Let19, Corollary 4.4] for 𝔤 of finite type:

Lemma 2.10. The Letzter map 𝜓 : Bc → A is a linear isomorphism.

We collect some additional properties of the Letzter map:

Lemma 2.11. The Letzter map 𝜓 : Bc → A has the following properties:

(1) 𝜓(𝑎𝑏) = 𝜓(𝑎𝜓(𝑏)) for all 𝑎, 𝑏 ∈ Bc.
(2) 𝜓(ℎ1𝑏ℎ2) = ℎ1𝜓(𝑏)ℎ2 for all 𝑏 ∈ Bc, ℎ1, ℎ2 ∈ H.
(3) 𝜓(𝑇𝑖 (𝑏)) = 𝑇𝑖 (𝜓(𝑏)) for all 𝑖 ∈ 𝑋 .
(4) 𝜓(𝑎𝑏) − 𝜓(𝑎)𝜓(𝑏) ∈ A<𝑚+𝑛 for all 𝑎 ∈ F𝑚 (Bc), 𝑏 ∈ F𝑛 (Bc).

Proof. The kernel of the projection map (2.23) is a left ideal in 𝑈poly. Hence the kernel of the Letzter
map is a left ideal in Bc. This implies statement (1). Similarly, statement (2) follows from the fact that
the decomposition (2.22) is a sum of H-bimodules. And statement (3) holds because both summands
in the decomposition (2.22) are invariant under 𝑇𝑖 for 𝑖 ∈ 𝑋 .

Recall from the discussion before Lemma 2.10 that the Letzter map 𝜓 : Bc → A is a linear
isomorphism of filtered vector spaces, and that the associated graded map gr(𝜓) : gr(Bc) → A is an
algebra isomorphism. This implies statement (4). �

2.6. An antilinear isomorphism of quantum symmetric pair coideals

Let : 𝑈 → 𝑈, 𝑢 ↦→ 𝑢, be the Lusztig bar involution defined in [Lus94, 3.1.12]. Denote by 𝜌𝑋 and 𝜌∨𝑋
the half sum of positive roots and of coroots, respectively, for the root system corresponding to 𝑋 ⊆ 𝐼.
For any c = (𝑐𝑖)𝑖∈𝐼 \𝑋 ∈ K𝐼\𝑋 , define c′ =

(
𝑐′𝑖
)
∈ K𝐼\𝑋 by

𝑐′𝑖 = (−1)2𝛼𝑖 (𝜌∨𝑋)𝑞 (𝛼𝑖 ,Θ(𝛼𝑖)−2𝜌𝑋 )𝑐𝜏 (𝑖) (2.24)

for all 𝑖 ∈ 𝐼 \ 𝑋 . Note that c ∈ C if and only if c′ ∈ C. In the following we will compare the quantum
symmetric pair coideal subalgebrasBc andBc′ . To indicate the parameters, we write 𝐵′

𝑖 for the generators
(2.20) of Bc′ for 𝑖 ∈ 𝐼 \ 𝑋 .
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In [AV20, Theorem 7.4], Appel and Vlaar considered an extended version of the quasi K-matrix
constructed in [BK19]. Using this extended version of the quasi K-matrix, one obtains the following
theorem, a proof of which in our notation can be found in [Kol21, Corollary 4.1]:

Theorem 2.12. For any c ∈ C there exists a k-algebra isomorphism Φ : Bc → Bc′ such that

Φ|H = |H and Φ(𝐵𝑖) = 𝐵′
𝑖 for all 𝑖 ∈ 𝐼 \ 𝑋.

In particular, we have Φ(𝑞) = 𝑞−1 and Φ(𝐾𝛽) = 𝐾−𝛽 for all 𝛽 ∈ 𝑄Θ.

3. The star product on the partial parabolic subalgebra

In this section we recall the general notion of a star product on an N-graded algebra A. We then recall
the fact that Bc can be viewed as a star product deformation of the partial parabolic subalgebra A. To
describe this star product, we need to know the action of certain twisted skew derivations 𝜕𝐿𝑖,𝑋 on R𝑋 .
In Lemmas 3.4, 3.5, 3.6 and 3.7 we calculate the required values of 𝜕𝐿𝑖,𝑋 explicitly.

3.1. Star products

We will extensively use the notion of star product algebras and their properties from [KY20]. For an
N-graded K-algebra 𝐴 =

⊕
𝑗∈N 𝐴 𝑗 and 𝑚 ∈ N, denote 𝐴<𝑚 =

⊕𝑚−1
𝑗=0 𝐴 𝑗 and 𝐴≤𝑚 =

⊕𝑚
𝑗=0 𝐴 𝑗 .

Definition 3.1. Assume that 𝐴 =
⊕

𝑗∈N 𝐴 𝑗 is an N-graded K-algebra. A star product on A is an
associative bilinear operation ∗ : 𝐴 × 𝐴 → 𝐴 such that

𝑎 ∗ 𝑏 − 𝑎𝑏 ∈ 𝐴<𝑚+𝑛 for all 𝑎 ∈ 𝐴𝑚, 𝑏 ∈ 𝐴𝑛.

A star product ∗ on A is called 0-equivariant if

𝑎 ∗ ℎ = 𝑎ℎ and ℎ ∗ 𝑎 = ℎ𝑎 for all ℎ ∈ 𝐴0, 𝑎 ∈ 𝐴.

In this setting, (𝐴, ∗) is a filtered algebra with F𝑚(𝐴) := 𝐴≤𝑚 and

gr(𝐴, ∗) � 𝐴.

If A is generated in degrees 0 and 1, then (𝐴, ∗) is generated by F1(𝐴) and we have the following
properties [KY20, Lemma 5.2.(ii)]:

Lemma 3.2. Let A be an N-graded K-algebra generated in degrees 0 and 1.

(i) Every 0-equivariant star product on A is uniquely determined by the K-linear map 𝜇𝐿 : 𝐴1 →
EndK (𝐴),

𝜇𝐿𝑓 (𝑎) = 𝑓 ∗ 𝑎 − 𝑓 𝑎 for all 𝑓 ∈ 𝐴1, 𝑎 ∈ 𝐴.

(ii) If U is a graded subalgebra of A such that 𝐴0𝑈 = 𝑈𝐴0 = 𝐴, then every 0-equivariant star product
on A is uniquely determined by the K-linear map 𝜇𝐿 : 𝑈1 → HomK (𝑈, 𝐴),

𝜇𝐿𝑓 (𝑢) = 𝑓 ∗ 𝑢 − 𝑓 𝑢 for all 𝑓 ∈ 𝑈1, 𝑢 ∈ 𝑈.

3.2. The pullback of the algebra structure on Bc

We can use the Letzter map 𝜓 : Bc → A to define a new algebra structure ∗ on A by

𝑎 ∗ 𝑏 = 𝜓(𝜓−1 (𝑎)𝜓−1 (𝑏)) for all 𝑎, 𝑏 ∈ A.
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By Lemma 2.11(4) the binary operation ∗ defines a star product on A, and by Lemma 2.11(2) this star
product is 0-equivariant. Hence Lemma 3.2 implies that the star product ∗ on A is uniquely determined
by the family of maps 𝜇𝐿𝑓 ∈ HomK (R𝑋 ,A) for all 𝑓 ∈ (R𝑋 )1 = R𝑋 ∩A1 defined by

𝜇𝐿𝑓 (𝑢) = 𝑓 ∗ 𝑢 − 𝑓 𝑢 for all 𝑢 ∈ R𝑋 .

As 𝜇𝐿ad𝑟 (ℎ) ( 𝑓 )
(𝑢) = 𝑆

(
ℎ (1)
)
𝜇𝐿𝑓
(
ℎ (2)𝑢
)

for all 𝑓 ∈ (R𝑋 )1, ℎ ∈ H and 𝑢 ∈ R𝑋 , the 0-equivariant star
product ∗ on A is uniquely determined by the maps 𝜇𝐿𝐹𝑖 for 𝑖 ∈ 𝐼 \ 𝑋 . In the following lemma, we
determine these maps:

Lemma 3.3. For all 𝑖 ∈ 𝐼 \ 𝑋 and all 𝑢 ∈ R𝑋 , we have

𝐹𝑖 ∗ 𝑢 = 𝐹𝑖𝑢 − 𝑐𝑖
𝑞−(𝛼𝑖 ,Θ(𝛼𝑖))

𝑞𝑖 − 𝑞−1
𝑖

𝐾−𝛼𝑖−Θ(𝛼𝑖)𝑇𝑤𝑋 ◦ 𝜕𝐿𝜏 (𝑖) ◦ 𝑇−1
𝑤𝑋

(𝑢). (3.1)

Proof. Write 𝑢 = 𝜓(𝑏) for some 𝑏 ∈ Bc. Using Lemma 2.11(1) and (3), we calculate

𝐹𝑖 ∗ 𝑢 = 𝜓(𝐵𝑖𝑏)

= 𝜓
((

𝐹𝑖 − 𝑐𝑖𝑇𝑤𝑋

(
𝐸𝜏 (𝑖)
)
𝐾−1
𝑖

)
𝜓(𝑏)
)

= 𝐹𝑖𝑢 − 𝑐𝑖𝑞
−(𝛼𝑖 ,Θ(𝛼𝑖))𝜓

(
𝐾−1
𝑖

[
𝑇𝑤𝑋

(
𝐸𝜏 (𝑖)
)
, 𝑢
] )

= 𝐹𝑖𝑢 − 𝑐𝑖𝑞
−(𝛼𝑖 ,Θ(𝛼𝑖))𝑇𝑤𝑋

(
𝜓
(
𝐾−1
𝑤𝑋 (𝛼𝑖)

[
𝐸𝜏 (𝑖) , 𝑇

−1
𝑤𝑋

(𝑢)
] ))

.

Using equation (2.3) and the definition of the projection 𝜓, we obtain

𝐹𝑖 ∗ 𝑢 = 𝐹𝑖𝑢 − 𝑐𝑖
𝑞−(𝛼𝑖 ,Θ(𝛼𝑖))

𝑞𝑖 − 𝑞−1
𝑖

𝑇𝑤𝑋

(
𝐾−1
𝑤𝑋 (𝛼𝑖)𝐾𝜏 (𝑖)𝜕

𝐿
𝜏 (𝑖)

(
𝑇−1
𝑤𝑋

(𝑢)
))

= 𝐹𝑖𝑢 − 𝑐𝑖
𝑞−(𝛼𝑖 ,Θ(𝛼𝑖))

𝑞𝑖 − 𝑞−1
𝑖

𝐾−𝛼𝑖−Θ(𝛼𝑖)𝑇𝑤𝑋

(
𝜕𝐿𝜏 (𝑖)

(
𝑇−1
𝑤𝑋

(𝑢)
))

,

which gives the desired formula. �

3.3. Twisted skew derivations

Recall Corollary 2.7 and the subalgebra 𝐺+
𝑋 defined in Section 2.1. The decomposition (2.12)

implies that 𝑇𝑤𝑋 : 𝑈− → 𝐺+
𝑋 ⊗ R𝑋 is an algebra isomorphism. To shorten notation, define twisted

skew derivations 𝜕𝐿𝑖,𝑋 , 𝜕
𝑅
𝑖,𝑋 : 𝐺+

𝑋 ⊗ R𝑋 → 𝐺+
𝑋 ⊗ R𝑋 by

𝜕𝐿𝑖,𝑋 = 𝑇𝑤𝑋 ◦ 𝜕𝐿𝑖 ◦ 𝑇−1
𝑤𝑋

, 𝜕𝑅𝑖,𝑋 = 𝑇𝑤𝑋 ◦ 𝜕𝑅𝑖 ◦ 𝑇−1
𝑤𝑋

,

for all 𝑖 ∈ 𝐼. The skew derivation properties (2.5) and (2.6) of 𝜕𝐿𝑖 and 𝜕𝑅𝑖 imply

𝜕𝐿𝑖,𝑋 ( 𝑓 𝑔) = 𝜕𝐿𝑖,𝑋 ( 𝑓 )𝑔 + 𝑞 (𝑤𝑋 (𝛼𝑖) ,𝜇) 𝑓 𝜕𝐿𝑖,𝑋 (𝑔) (3.2)

𝜕𝑅𝑖,𝑋 ( 𝑓 𝑔) = 𝑞 (𝑤𝑋 (𝛼𝑖) ,𝜈)𝜕𝑅𝑖,𝑋 ( 𝑓 )𝑔 + 𝑓 𝜕𝑅𝑖,𝑋 (𝑔) (3.3)

for all 𝑓 ∈
(
𝐺+
𝑋 ⊗ R𝑋

)
−𝜇, 𝑔 ∈

(
𝐺+
𝑋 ⊗ R𝑋

)
−𝜈 . To understand the star product better, we need to know

the action of the twisted skew derivation 𝜕𝐿𝑖,𝑋 on the elements of R𝑋 .
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Lemma 3.4. For any 𝑖 ∈ 𝐼 \ 𝑋 we have

𝜕𝐿𝑖,𝑋 (𝐹𝑖) = 𝑞 (𝛼𝑖 ,𝛼𝑖−𝑤𝑋 (𝛼𝑖))𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝜕
𝑅
𝑖

(
𝑇𝑤𝑋 (𝐸𝑖)

)
. (3.4)

Proof. We apply 𝑇−1
𝑤𝑋

to equation (2.4) for 𝑥 = 𝑇𝑤𝑋 (𝐸𝑖) and compare with equation (2.3) to obtain

𝑇−1
𝑤𝑋

(
𝜕𝑅𝑖
(
𝑇𝑤𝑋 (𝐸𝑖)

)
𝐾𝑖
)
− 𝑇−1

𝑤𝑋

(
𝐾−1
𝑖 𝜕𝐿𝑖
(
𝑇𝑤𝑋 (𝐸𝑖)

) )
𝑞𝑖 − 𝑞−1

𝑖

=
[
𝐸𝑖 , 𝑇

−1
𝑤𝑋

(𝐹𝑖)
]
=

𝐾𝑖𝜕
𝐿
𝑖

(
𝑇−1
𝑤𝑋

(𝐹𝑖)
)
− 𝜕𝑅𝑖
(
𝑇−1
𝑤𝑋

(𝐹𝑖)
)
𝐾−1
𝑖

𝑞𝑖 − 𝑞−1
𝑖

.

Comparing the summands involving 𝐾𝑖 , we obtain

𝑇−1
𝑤𝑋

(
𝜕𝑅𝑖
(
𝑇𝑤𝑋 (𝐸𝑖)

)
𝐾𝑖

)
= 𝐾𝑖𝜕

𝐿
𝑖

(
𝑇−1
𝑤𝑋

(𝐹𝑖)
)

and hence

𝑇𝑤𝑋

(
𝜕𝐿𝑖

(
𝑇−1
𝑤𝑋

(𝐹𝑖)
))

= 𝐾−1
𝑤𝑋 (𝛼𝑖)𝜕

𝑅
𝑖

(
𝑇𝑤𝑋 (𝐸𝑖)

)
𝐾𝑖

= 𝑞 (𝛼𝑖 ,𝛼𝑖−𝑤𝑋 (𝛼𝑖))𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝜕
𝑅
𝑖

(
𝑇𝑤𝑋 (𝐸𝑖)

)
,

which confirms the statement of the lemma. �

For simplicity, define

𝑍𝑖 = 𝜕𝑅𝑖
(
𝑇𝑤𝑋 (𝐸𝑖)

)
∈ 𝑈+

𝑤𝑋 (𝛼𝑖)−𝛼𝑖 for any 𝑖 ∈ 𝐼 \ 𝑋.

As 𝑤𝑋 (𝛼𝑖) − 𝛼𝑖 ∈ 𝑄+
𝑋 , we get 𝑍𝑖 ∈ M+

𝑋 and hence we have[
𝑍𝑖 , 𝐹𝑗
]
= 0 for all 𝑖, 𝑗 ∈ 𝐼 \ 𝑋. (3.5)

Recall the nonsymmetric quantum integer (𝑛)𝑝 defined by (𝑛)𝑝 =
∑𝑛−1
𝑗=0 𝑝 𝑗 for any 𝑛 ∈ N, 𝑝 ∈ K.

Lemma 3.5. For any 𝑖 ∈ 𝐼 \ 𝑋 and 𝑛 ∈ N, we have

𝜕𝐿𝑖,𝑋
(
𝐹𝑛𝑖
)
= 𝑞 (𝛼𝑖 ,𝛼𝑖−𝑤𝑋 (𝛼𝑖)) (𝑛)𝑞2

𝑖
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖𝐹

𝑛−1
𝑖 . (3.6)

Proof. For 𝑛 = 1, equation (3.6) holds by Lemma 3.4. We proceed by induction on n. For 𝑛 > 1 we
calculate

𝜕𝐿𝑖,𝑋
(
𝐹𝑛𝑖
) (3.2)

= 𝜕𝐿𝑖,𝑋 (𝐹𝑖)𝐹
𝑛−1
𝑖 + 𝑞 (𝑤𝑋 (𝛼𝑖) ,𝛼𝑖)𝐹𝑖𝜕

𝐿
𝑖,𝑋

(
𝐹𝑛−1
𝑖

)
(3.4)
= 𝑞 (𝛼𝑖 ,𝛼𝑖−𝑤𝑋 (𝛼𝑖))𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖𝐹

𝑛−1
𝑖 + 𝐹𝑖𝑞

(𝛼𝑖 ,𝛼𝑖 ) (𝑛 − 1)𝑞2
𝑖
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖𝐹

𝑛−2
𝑖

= 𝑞 (𝛼𝑖 ,𝛼𝑖−𝑤𝑋 (𝛼𝑖)) (𝑛)𝑞2
𝑖
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖𝐹

𝑛−1
𝑖 ,

where we also used the fact that 𝑍𝑖 and 𝐹𝑖 commute by equation (3.5). �

We will need similar relations for ad𝑟
(
𝐹𝑗
) (

𝐹𝑛𝑖
)
, which lies in R𝑋 for 𝑗 ∈ 𝑋 .

Lemma 3.6. For any 𝑢 ∈ R𝑋 , 𝑗 ∈ 𝑋 and 𝑖 ∈ 𝐼 \ 𝑋 , we have

𝜕𝐿𝑖,𝑋
(
ad𝑟
(
𝐹𝑗
)
(𝑢)
)
= − 1

𝑞 𝑗 − 𝑞−1
𝑗

𝜕𝑅𝜏 ( 𝑗) ,𝑋 ◦ 𝜕𝐿𝑖,𝑋 (𝑢). (3.7)
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Proof. For 𝑢 ∈ (R𝑋 )−𝜇 and 𝑗 ∈ 𝑋 we calculate

𝑇−1
𝑤𝑋

(
ad𝑟
(
𝐹𝑗
)
(𝑢)
)

= 𝑇−1
𝑤𝑋

(
𝑢𝐹𝑗 − 𝑞−(𝛼𝑗 ,𝜇)𝐹𝑗𝑢

)
= −𝑇−1

𝑤𝑋
(𝑢)𝐸𝜏 ( 𝑗)𝐾𝜏 ( 𝑗) + 𝑞−(𝛼𝑗 ,𝜇)𝐸𝜏 ( 𝑗)𝐾𝜏 ( 𝑗)𝑇−1

𝑤𝑋
(𝑢)

=
[
𝐸𝜏 ( 𝑗) , 𝑇

−1
𝑤𝑋

(𝑢)
]
𝐾𝜏 ( 𝑗)

(2.9)
= − 1

𝑞 𝑗 − 𝑞−1
𝑗

𝜕𝑅𝜏 ( 𝑗) ◦ 𝑇−1
𝑤𝑋

(𝑢). (3.8)

Hence we obtain

𝜕𝐿𝑖,𝑋
(
ad𝑟
(
𝐹𝑗
)
(𝑢)
)
= − 1

𝑞 𝑗 − 𝑞−1
𝑗

𝑇𝑤𝑋 ◦ 𝜕𝐿𝑖 ◦ 𝜕𝑅𝜏 ( 𝑗) ◦ 𝑇−1
𝑤𝑋

(𝑢)

= − 1
𝑞 𝑗 − 𝑞−1

𝑗

𝑇𝑤𝑋 ◦ 𝜕𝑅𝜏 ( 𝑗) ◦ 𝜕𝐿𝑖 ◦ 𝑇−1
𝑤𝑋

(𝑢)

= − 1
𝑞 𝑗 − 𝑞−1

𝑗

𝜕𝑅𝜏 ( 𝑗) ,𝑋 ◦ 𝜕𝐿𝑖,𝑋 (𝑢),

which is the desired formula. �

By equation (3.7), we will need to understand the action of 𝜕𝑅𝑗,𝑋 on 𝐺+
𝑋 ⊗R𝑋 . Equation (3.8) implies

that

𝜕𝑅𝑗,𝑋 (𝑢) = −
(
𝑞 𝑗 − 𝑞−1

𝑗

)
ad𝑟
(
𝐹𝜏 ( 𝑗)
)
(𝑢) for all 𝑢 ∈ R𝑋 , 𝑗 ∈ 𝑋. (3.9)

Moreover, by Lemma 3.4 we have

𝑇−1
𝑤𝑋

(
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖

)
= 𝑞 (𝛼𝑖 ,𝑤𝑋 (𝛼𝑖)−𝛼𝑖)𝜕𝐿𝑖 ◦ 𝑇−1

𝑤𝑋
(𝐹𝑖), (3.10)

and hence

𝜕𝑅𝜏 ( 𝑗) ,𝑋
(
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖

)
= 𝑞 (𝛼𝑖 ,𝑤𝑋 (𝛼𝑖)−𝛼𝑖)𝜕𝑅𝜏 ( 𝑗) ,𝑋 ◦ 𝜕𝐿𝑖,𝑋 (𝐹𝑖),

which implies that 𝜕𝑅
𝜏 ( 𝑗) ,𝑋

(
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖

)
∈
(
𝐺+
𝑋

)
𝑤𝑋 (𝛼𝑖)−𝛼𝑖−𝛼𝑗

.

Lemma 3.7. For any 𝑖 ∈ 𝐼 \ 𝑋 , 𝑗 ∈ 𝑋 and 1 ≤ 𝑛 ∈ N, we have

𝜕𝐿𝑖,𝑋
(
ad𝑟
(
𝐹𝑗
) (

𝐹𝑛𝑖
) )

=
𝑞(𝛼𝑖+𝛼𝑗 ,𝛼𝑖+𝛼𝑗−𝑤𝑋 (𝛼𝑖))−𝑛(𝛼𝑖 ,𝛼𝑗)

𝑞 𝑗 − 𝑞−1
𝑗

(𝑛)𝑞2
𝑖
𝐾𝛼𝑖+𝛼𝑗−𝑤𝑋 (𝛼𝑖)𝜕

𝑅
𝑗 (𝑍𝑖)𝐹𝑛−1

𝑖

+ 𝑞 (𝛼𝑖 ,𝛼𝑖−𝑤𝑋 (𝛼𝑖)) (𝑛)𝑞2
𝑖
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖ad𝑟

(
𝐹𝑗
) (

𝐹𝑛−1
𝑖

)
. (3.11)

Proof. By equation (2.3) we have

[
𝐸𝜏 ( 𝑗) , 𝑇

−1
𝑤𝑋

(
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖

) ]
=

𝐾𝜏 ( 𝑗)𝜕
𝐿
𝜏 ( 𝑗)
(
𝑇−1
𝑤𝑋

(
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖

) )
− 𝜕𝑅

𝜏 ( 𝑗)
(
𝑇−1
𝑤𝑋

(
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖

) )
𝐾−1
𝜏 ( 𝑗)

𝑞 𝑗 − 𝑞−1
𝑗

.
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Applying 𝑇𝑤𝑋 to this equation, we obtain

𝐾−1
𝑗 𝜕𝐿

𝜏 ( 𝑗) ,𝑋
(
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖

)
− 𝜕𝑅

𝜏 ( 𝑗) ,𝑋
(
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖

)
𝐾 𝑗

𝑞 𝑗 − 𝑞−1
𝑗

= −
[
𝐹𝑗𝐾 𝑗 , 𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖

]
= −𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)

[
𝐹𝑗 , 𝑍𝑖
]
𝐾 𝑗

= −𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)
𝐾−1
𝑗 𝜕𝐿𝑗 (𝑍𝑖) − 𝜕𝑅𝑗 (𝑍𝑖)𝐾 𝑗

𝑞 𝑗 − 𝑞−1
𝑗

𝐾 𝑗 .

Using the fact that 𝜕𝑅
𝜏 (𝑖)
(
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖

)
∈
(
𝐺+
𝑋

)
𝑤𝑋 (𝛼𝑖)−𝛼𝑖−𝛼𝑗

proved before Lemma 3.7, and collecting
terms in 𝑈+𝐾𝛼𝑖+2𝛼𝑗−𝑤𝑋 (𝛼𝑖) , we obtain

𝜕𝑅𝜏 ( 𝑗) ,𝑋
(
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖

)
= −𝑞−(𝛼𝑗 ,𝑤𝑋 (𝛼𝑖)−𝛼𝑖−𝛼𝑗)𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)+𝛼𝑗 𝜕

𝑅
𝑗 (𝑍𝑖).

We can use this formula and the skew derivation property (3.3) to calculate

𝜕𝐿𝑖,𝑋
(
ad𝑟
(
𝐹𝑗
) (

𝐹𝑛𝑖
) ) (3.7)

=
−1

𝑞 𝑗 − 𝑞−1
𝑗

𝜕𝑅𝜏 ( 𝑗) ,𝑋 ◦ 𝜕𝐿𝑖,𝑋
(
𝐹𝑛𝑖
)

(3.6)
=

−1
𝑞 𝑗 − 𝑞−1

𝑗

𝜕𝑅𝜏 ( 𝑗) ,𝑋

(
𝑞 (𝛼𝑖 ,𝛼𝑖−𝑤𝑋 (𝛼𝑖)) (𝑛)𝑞2

𝑖
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖𝐹

𝑛−1
𝑖

)
=

𝑞(𝛼𝑖+𝛼𝑗 ,𝛼𝑖+𝛼𝑗−𝑤𝑋 (𝛼𝑖))−𝑛(𝛼𝑖 ,𝛼𝑗)

𝑞 𝑗 − 𝑞−1
𝑗

(𝑛)𝑞2
𝑖
𝐾𝛼𝑖+𝛼𝑗−𝑤𝑋 (𝛼𝑖)𝜕

𝑅
𝑗 (𝑍𝑖)𝐹𝑛−1

𝑖

+ 𝑞 (𝛼𝑖 ,𝛼𝑖−𝑤𝑋 (𝛼𝑖)) (𝑛)𝑞2
𝑖
𝐾𝛼𝑖−𝑤𝑋 (𝛼𝑖)𝑍𝑖ad𝑟

(
𝐹𝑗
) (

𝐹𝑛−1
𝑖

)
,

where we also used equation (3.9) in the last step. �

4. Continuous q-Hermite polynomials and deformed Chebyshev polynomials of the second kind

We recall the family of bivariate continuous q-Hermite polynomials introduced in [CKY21]. Here we will
need rescaled versions of these polynomials with coefficients in the algebra M+

𝑋 . To express the defining
relations of Bc we will consider quantum Serre combinations of bivariate q-Hermite polynomials, which
we therefore discuss in some detail. We also introduce a new class of deformed Chebyshev polynomials
of the second kind in preparation for the quantum Serre relations in the subtle case 𝑖 ∈ 𝐼 \ 𝑋 , 𝑗 ∈ 𝑋 ,
discussed in Section 5.7.

4.1. Bivariate continuous q-Hermite polynomials

Recall the univariate continuous q-Hermite polynomials 𝐻𝑚(𝑥; 𝑞) defined recursively for all 𝑚 ∈ Z by
𝐻−𝑚 (𝑥; 𝑞) = 0 for 𝑚 < 0, 𝐻0 (𝑥; 𝑞) = 1 and

2𝑥𝐻𝑚 (𝑥; 𝑞) = 𝐻𝑚+1(𝑥; 𝑞) + (1 − 𝑞𝑚)𝐻𝑚−1(𝑥; 𝑞) (4.1)

(see [KLS10, 14.26]). The following family of bivariate continuous q-Hermite polynomials
𝐻𝑚,𝑛 (𝑥, 𝑦; 𝑞, 𝑟) was introduced in [CKY21]:
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Definition 4.1. Let 𝑟 ∈ K. The bivariate continuous q-Hermite polynomials 𝐻𝑚,𝑛 (𝑥, 𝑦; 𝑞, 𝑟) are defined
for all 𝑚, 𝑛 ∈ Z by 𝐻0,𝑛 (𝑥, 𝑦; 𝑞, 𝑟) = 𝐻𝑛 (𝑦; 𝑞) and the recursion

2𝑥𝐻𝑚,𝑛 (𝑥, 𝑦; 𝑞, 𝑟) = 𝐻𝑚+1,𝑛 (𝑥, 𝑦; 𝑞, 𝑟) + (1 − 𝑞𝑚)𝐻𝑚−1,𝑛 (𝑥, 𝑦; 𝑞, 𝑟)
+ 𝑞𝑚(1 − 𝑞𝑛)𝑟𝐻𝑚,𝑛−1(𝑥, 𝑦; 𝑞, 𝑟), (4.2)

where we set 𝐻−𝑚,𝑛 (𝑥, 𝑦; 𝑞, 𝑟) = 0 for 𝑚 > 0, 𝑛 ∈ Z and 𝐻𝑚,−𝑛 (𝑥, 𝑦; 𝑞, 𝑟) = 0 𝑚 ∈ Z, 𝑛 > 0.

It was shown in [CKY21] that the bivariate continuous q-Hermite polynomials form a family of or-
thogonal polynomials with many desirable properties. In particular, they satisfy the symmetry condition

𝐻𝑚,𝑛 (𝑥, 𝑦; 𝑞, 𝑟) = 𝐻𝑛,𝑚 (𝑦, 𝑥; 𝑞, 𝑟) for all 𝑚, 𝑛 ∈ Z.

Moreover, by [CKY21, (3.4)] the bivariate q-Hermite polynomials 𝐻𝑚,𝑛 (𝑥, 𝑦; 𝑞, 𝑟) can be expressed in
terms of the univariate continuous q-Hermite polynomials by the formula

𝐻𝑚,𝑛 (𝑥, 𝑦; 𝑞, 𝑟) =
min(𝑚,𝑛)∑
𝑘=0

(−1)𝑘𝑞(
𝑘
2) (𝑞; 𝑞)𝑚(𝑞; 𝑞)𝑛𝑟𝑘

(𝑞; 𝑞)𝑚−𝑘 (𝑞; 𝑞)𝑛−𝑘 (𝑞; 𝑞)𝑘
𝐻𝑚−𝑘 (𝑥; 𝑞)𝐻𝑛−𝑘 (𝑦; 𝑞), (4.3)

where (𝑡; 𝑞)𝑘 =
∏𝑘−1
𝑗=0
(
1 − 𝑡𝑞 𝑗

)
denotes the q-Pochhammer symbol. Note that the coefficient inside the

sum in equation (4.3) is a polynomial in q.
In the following we will encounter rescaled versions of the continuous q-Hermite polynomials with

coefficients in an associative algebra M overK. Let M[𝑥] = M⊗KK[𝑥] and M[𝑥, 𝑦] = M⊗KK[𝑥, 𝑦]
be the algebras of polynomials in one or two variables with coefficients in M.

Lemma 4.2. Let 𝑏2 ∈ M \ {0} and let b be a formal square root of 𝑏2.

(1) For all 𝑚, 𝑛 ∈ N, the expressions

𝑤𝑚 (𝑥) = (𝑏/2)𝑚𝐻𝑚

( 𝑥
𝑏

; 𝑞2
)

and 𝑤𝑚,𝑛 (𝑥, 𝑦) = (𝑏/2)𝑚+𝑛𝐻𝑚,𝑛
( 𝑥
𝑏
,
𝑦

𝑏
; 𝑞2, 𝑟
)

(4.4)

define polynomials in M[𝑥] and M[𝑥, 𝑦], respectively.
(2) The polynomials 𝑤𝑚 (𝑥) for 𝑚 ∈ N are uniquely determined by 𝑤0 (𝑥) = 1, 𝑤1 (𝑥) = 𝑥 and the

recursion

𝑥𝑤𝑚 (𝑥) = 𝑤𝑚+1 (𝑥) +
𝑏2

4

(
1 − 𝑞2𝑚

)
𝑤𝑚−1 (𝑥). (4.5)

(3) The polynomials 𝑤𝑚,𝑛 (𝑥) are uniquely determined by 𝑤0,𝑛 (𝑥, 𝑦) = 𝑤𝑛 (𝑦) for all 𝑛 ∈ N and by the
recursion

𝑥𝑤𝑚,𝑛 (𝑥, 𝑦) = 𝑤𝑚+1,𝑛 (𝑥, 𝑦) +
𝑏2

4

(
1 − 𝑞2𝑚

)
𝑤𝑚−1,𝑛 (𝑥, 𝑦)

+ 𝑏2

4
𝑞2𝑚
(
1 − 𝑞2𝑛

)
𝑟𝑤𝑚,𝑛−1 (𝑥, 𝑦), (4.6)

where we set 𝑤−1,𝑛 (𝑥, 𝑦) = 𝑤𝑚,−1 (𝑥, 𝑦) = 0.
(4) For all 𝑚, 𝑛 ∈ N, the relation

𝑤𝑚,𝑛 (𝑥, 𝑦) =
min(𝑚,𝑛)∑
𝑘=0

𝑟𝑘𝑞𝑘 (𝑚+𝑛)𝜂(𝑘)
[
𝑚
𝑘

]
𝑞

[
𝑛
𝑘

]
𝑞

[𝑘]!
𝑞𝑤𝑚−𝑘 (𝑥)𝑤𝑛−𝑘 (𝑦) (4.7)

holds with 𝜂(𝑘) =
(
𝑞 − 𝑞−1) 𝑘 𝑞−𝑘 (𝑘+1)/2 (𝑏2/4

) 𝑘 .
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Proof. The recursion (4.2) implies that 𝐻𝑚,𝑛
(
𝑥, 𝑦; 𝑞2, 𝑟

)
is a polynomial with leading term 𝑥𝑚𝑦𝑛, and

that if a monomial 𝑥𝑖𝑦 𝑗 appears in 𝐻𝑚,𝑛
(
𝑥, 𝑦; 𝑞2, 𝑟

)
with nonzero coefficient, then 𝑖 + 𝑗 ≡ 𝑚 + 𝑛 mod 2.

This implies that equations (4.4) indeed define polynomials in M[𝑥] and M[𝑥, 𝑦]. This proves (1).
Properties (2) and (3) are obtained by replacing x and y by 𝑥/𝑏 and 𝑦/𝑏, respectively, and q by 𝑞2 in the
recursions (4.1) and (4.2). Property (4) follows from equation (4.3) and the relations(

𝑞2, 𝑞2
)
𝑘
= (−1)𝑘𝑞𝑘 (𝑘+1)/2

(
𝑞 − 𝑞−1

) 𝑘
[𝑘]!

𝑞 ,

(
𝑞2; 𝑞2)

𝑛(
𝑞2; 𝑞2)

𝑚

(
𝑞2; 𝑞2)

𝑛−𝑚
= 𝑞𝑚(𝑛−𝑚)

[
𝑛
𝑚

]
𝑞

for 𝑛 ≥ 𝑚. �

4.2. A relation between q-Hermite polynomials for 𝑞2 and 𝑞−2

In the following we fix 𝑏2 ∈ M and we let 𝑤𝑚 (𝑥) ∈ M[𝑥] be the polynomial defined by equation (4.4).
Moreover, set

𝑣𝑚(𝑥) =
�𝑚/2�∑
𝑘=0

(−1)𝑘𝑞𝑘𝜂(𝑘)
[𝑚]!

𝑞

[𝑚 − 2𝑘]!
𝑞 [𝑘]!

𝑞

𝑤𝑚−2𝑘 (𝑥) ∈ M[𝑥], (4.8)

where, as before, 𝜂(𝑘) =
(
𝑞 − 𝑞−1) 𝑘 𝑞−𝑘 (𝑘+1)/2 (𝑏2/4

) 𝑘 . In the following we set 𝑤𝑘 (𝑥) = 0 for all 𝑘 < 0,
and hence in the definition (4.8) of 𝑣𝑚 (𝑥) we may take the sum over all nonnegative integers k.

Lemma 4.3. The polynomials 𝑣𝑚 (𝑥) satisfy the recursion

𝑥𝑣𝑚 (𝑥) = 𝑣𝑚+1(𝑥) +
𝑏2

4

(
1 − 𝑞−2𝑚

)
𝑣𝑚−1 (𝑥) (4.9)

with 𝑣0 (𝑥) = 1 and 𝑣1 (𝑥) = 𝑥. Hence we have

𝑣𝑚(𝑥) = (𝑏/2)𝑚𝐻𝑚

( 𝑥
𝑏

; 𝑞−2
)

(4.10)

for all 𝑚 ∈ N.

Proof. Using the definition (4.8) of 𝑣𝑚(𝑥) and the recursion (4.5), we calculate

𝑥𝑣𝑚 (𝑥) −
𝑏2

4

(
1 − 𝑞−2𝑚

)
𝑣𝑚−1(𝑥)

=
�𝑚/2�∑
𝑘=0

(−1)𝑘𝑞𝑘𝜂(𝑘)
[𝑚]!

𝑞

[𝑚 − 2𝑘]!
𝑞 [𝑘]!

𝑞

(
𝑤𝑚−2𝑘+1(𝑥) +

𝑏2

4

(
1 − 𝑞2(𝑚−2𝑘)

)
𝑤𝑚−2𝑘−1(𝑥)

)
− 𝑏2

4

(
1 − 𝑞−2𝑚

) � (𝑚−1)/2�∑
𝑘=0

(−1)𝑘𝑞𝑘𝜂(𝑘)
[𝑚 − 1]!

𝑞

[𝑚 − 1 − 2𝑘]!
𝑞 [𝑘]!

𝑞

𝑤𝑚−1−2𝑘 (𝑥)

= 𝑤𝑚+1(𝑥) +
∑
𝑘≥1

(−1)𝑘𝑞𝑘𝜂(𝑘)
[𝑚]!

𝑞

[𝑚 + 1 − 2𝑘]!
𝑞 [𝑘]!

𝑞

·

·
(
[𝑚 + 1 − 2𝑘]𝑞 + [𝑘]𝑞

(
𝑞𝑚−𝑘+1 + 𝑞−𝑚+𝑘−1

))
𝑤𝑚+1−2𝑘 (𝑥)

= 𝑣𝑚+1(𝑥).

This confirms the recursion (4.9). The second statement holds by Lemma 4.2(1) and (2) with q replaced
by 𝑞−1. �
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4.3. Serre combinations of bivariate continuous q-Hermite polynomials

The following identity is the crucial ingredient needed in the following sections to express the quantum
Serre relations for quantum symmetric pairs in terms of univariate continuous q-Hermite polynomials:

Proposition 4.4. Let 𝑎 ∈ −N and assume that 𝑟 = 𝑞𝑎. Then the polynomials 𝑤𝑚 (𝑥), 𝑣𝑛 (𝑥) ∈ M[𝑥] and
𝑤𝑚,𝑛 (𝑥, 𝑦) ∈ M[𝑥, 𝑦] defined by equations (4.4) and (4.8) satisfy the relation

1−𝑎∑
𝑛=0

(−1)𝑛
[
1 − 𝑎
𝑛

]
𝑞

𝑤1−𝑎−𝑛,𝑛 (𝑥, 𝑦) =
1−𝑎∑
𝑛=0

(−1)𝑛
[
1 − 𝑎
𝑛

]
𝑞

𝑤1−𝑎−𝑛 (𝑥) 𝑣𝑛 (𝑦)

=
1−𝑎∑
𝑛=0

(−1)𝑛
[
1 − 𝑎
𝑛

]
𝑞

𝑣1−𝑎−𝑛 (𝑥) 𝑤𝑛 (𝑦).

Proof. For 𝑟 = 𝑞𝑎 and any 𝑏2 ∈ M, we use equation (4.7) to calculate

1−𝑎∑
𝑛=0

(−1)𝑛
[
1 − 𝑎
𝑛

]
𝑞

𝑤1−𝑎−𝑛,𝑛 (𝑥, 𝑦)

=
1−𝑎∑
𝑛=0

(−1)𝑛
[
1 − 𝑎
𝑛

]
𝑞

∑
𝑘≥0

𝑞𝑘𝜂(𝑘)
[
1 − 𝑎 − 𝑛

𝑘

]
𝑞

[
𝑛
𝑘

]
𝑞

[𝑘]!
𝑞𝑤1−𝑎−𝑛−𝑘 (𝑥)𝑤𝑛−𝑘 (𝑦),

where again 𝑤𝑛 (𝑥) = 0 for 𝑛 < 0. Setting ℓ = 𝑛 + 𝑘 and 𝑚 = 𝑘 , we obtain

1−𝑎∑
𝑛=0

(−1)𝑛
[
1 − 𝑎
𝑛

]
𝑞

𝑤1−𝑎−𝑛,𝑛 (𝑥, 𝑦)

=
1−𝑎∑
ℓ=0

(−1)ℓ
[
1 − 𝑎

ℓ

]
𝑞

∑
𝑚≥0

(−1)𝑚𝑞𝑚𝜂(𝑚)
[ℓ]!

𝑞

[ℓ − 2𝑚]!
𝑞 [𝑚]!

𝑞

𝑤1−𝑎−ℓ (𝑥)𝑤ℓ−2𝑚 (𝑦)

=
1−𝑎∑
ℓ=0

(−1)ℓ
[
1 − 𝑎

ℓ

]
𝑞

𝑤1−𝑎−ℓ (𝑥)𝑣ℓ (𝑦),

which proves the first identity of the proposition. On the other hand, setting ℓ = 1− 𝑎− 𝑛+ 𝑘 and 𝑚 = 𝑘 ,
we obtain

1−𝑎∑
𝑛=0

(−1)𝑛
[
1 − 𝑎
𝑛

]
𝑞

𝑤1−𝑎−𝑛,𝑛 (𝑥, 𝑦)

= (−1)1−𝑎
1−𝑎∑
ℓ=0

(−1)ℓ
[
1 − 𝑎

ℓ

]
𝑞

∑
𝑚≥0

(−1)𝑚𝑞𝑚𝜂(𝑚)
[ℓ]!

𝑞

[ℓ − 2𝑚]!
𝑞 [𝑚]!

𝑞

𝑤ℓ−2𝑚 (𝑥)𝑤1−𝑎−ℓ (𝑦)

= (−1)1−𝑎
1−𝑎∑
ℓ=0

(−1)ℓ
[
1 − 𝑎

ℓ

]
𝑞

𝑣ℓ (𝑥)𝑤1−𝑎−ℓ (𝑦) =
1−𝑎∑
ℓ=0

(−1)ℓ
[
1 − 𝑎

ℓ

]
𝑞

𝑣1−𝑎−ℓ (𝑥)𝑤ℓ (𝑦),

which proves the second identity. �

4.4. Bar invariance of deformed quantum Serre polynomials

Assume that the K-algebra M has a bar involution

M : M → M, 𝑚 ↦→ 𝑚M,
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which is a k-algebra isomorphism such that 𝑞M = 𝑞−1. We extend M to a bar involution on M[𝑥]
and M[𝑥, 𝑦] by application of M to the coefficients of any polynomial. Again, we consider the
polynomials 𝑤𝑚(𝑥), 𝑣𝑚(𝑥) and 𝑤𝑚,𝑛 (𝑥, 𝑦) formed with respect to a fixed element 𝑏2 ∈ M\ {0}. Define
(𝑏′)2 = 𝑏2

M
and let 𝑤′

𝑚 (𝑥), 𝑣′𝑚(𝑥) and 𝑤′
𝑚,𝑛 (𝑥, 𝑦) be the corresponding polynomials formed with

respect to the element (𝑏′)2.

Lemma 4.5. Retain the setting of Proposition 4.4 and set (𝑏′)2 = 𝑏2
M

. Then the relations

𝑤𝑛 (𝑥)
M

= 𝑣′𝑛 (𝑥) and 𝑣𝑛 (𝑥)
M

= 𝑤′
𝑛 (𝑥) (4.11)

hold in M[𝑥] for all 𝑛 ∈ N.

Proof. By Lemmas 4.2(2) and 4.3, we have 𝑤0 (𝑥)
M

= 1 = 𝑣′0(𝑥) and 𝑤1 (𝑥)
M

= 𝑥 = 𝑣′1 (𝑥), and the
recursions (4.5) and (4.9) inductively imply the first relation in equation (4.11). The second relation is
obtained analogously. �

This lemma and Proposition 4.4 allow us to describe the behaviour of the deformed quantum Serre
polynomial under the bar involution.

Corollary 4.6. Retain the setting of Proposition 4.4 and set (𝑏′)2 = 𝑏2
M

. Then the relation

1−𝑎∑
𝑛=0

(−1)𝑛
[
1 − 𝑎
𝑛

]
𝑞

𝑤1−𝑎−𝑛,𝑛 (𝑥, 𝑦)

M

=
1−𝑎∑
𝑛=0

(−1)𝑛
[
1 − 𝑎
𝑛

]
𝑞

𝑤′
1−𝑎−𝑛,𝑛 (𝑥, 𝑦)

holds in M[𝑥, 𝑦].

Proof. By Lemma 4.5 and Proposition 4.4, we have

1−𝑎∑
𝑛=0

(−1)𝑛
[
1 − 𝑎
𝑛

]
𝑞

𝑤1−𝑎−𝑛,𝑛 (𝑥, 𝑦)

M

=
1−𝑎∑
𝑛=0

(−1)𝑛
[
1 − 𝑎
𝑛

]
𝑞

𝑤1−𝑎−𝑛 (𝑥)
M

𝑣𝑛 (𝑦)
M

=
1−𝑎∑
𝑛=0

(−1)𝑛
[
1 − 𝑎
𝑛

]
𝑞

𝑣′1−𝑎−𝑛 (𝑥) 𝑤
′
𝑛 (𝑦)

=
1−𝑎∑
𝑛=0

(−1)𝑛
[
1 − 𝑎
𝑛

]
𝑞

𝑤′
1−𝑎−𝑛,𝑛 (𝑥, 𝑦),

as desired. �

4.5. Deformed Chebyshev polynomials of the second kind

For any 𝑟 ∈ K consider the sequence of polynomials given by the recursion formula

𝐶𝑛+1 (𝑥; 𝑞, 𝑟) = 2𝑥𝐶𝑛 (𝑥; 𝑞, 𝑟) − 𝑟−1 − 𝑞𝑛+1

1 − 𝑞𝑛+1 𝐶𝑛−1 (𝑥; 𝑞, 𝑟), 𝑛 ≥ 0, (4.12)

subject to the initial conditions

𝐶0 (𝑥; 𝑞, 𝑟) = 1, 𝐶1 (𝑥; 𝑞, 𝑟) = 2𝑥. (4.13)
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It is clear from the recursion and the initial conditions that in the case 𝑟 = 1 we recover the Chebyshev
polynomials of the second kind:

𝐶𝑛 (𝑥; 𝑞, 1) = 𝑈𝑛 (𝑥).

For background on the classical Chebyshev polynomials, see, for example, [MOS69, Sect. 5.7].

Example 4.7. By direct computation, one obtains

𝐶2 (𝑥; 𝑞, 𝑟) = 4𝑥2 − 𝑟−1 − 𝑞2(
1 − 𝑞2) , (4.14)

𝐶3 (𝑥; 𝑞, 𝑟) = 8𝑥3 − 2𝑥
(
𝑟−1 − 𝑞2

1 − 𝑞2 + 𝑟−1 − 𝑞3

1 − 𝑞3

)
. (4.15)

By Favard’s theorem, {𝐶𝑛 (𝑥; 𝑞, 𝑟)}∞𝑛=0 is a sequence of orthogonal polynomials with respect to a
Borel measure when q and r are real and |𝑞 | < 1 ≤ 𝑟−1. We will call them deformed Chebyshev
polynomials of the second kind. If q and r are viewed as indeterminates, then(

1 − 𝑞2
)
· · · (1 − 𝑞𝑛)𝐶𝑛 (𝑥; 𝑞, 𝑟) ∈ Z

[
𝑞, 𝑟−1] for 𝑛 ≥ 2.

The rescaled polynomials

𝐶𝑛 (𝑥; 𝑞, 𝑟) = 𝑟𝑛/2𝐶𝑛

(
𝑟−1/2𝑥; 𝑞, 𝑟

)
satisfy the recursion

𝐶𝑛+1 (𝑥; 𝑞, 𝑟) = 2𝑥𝐶𝑛 (𝑥; 𝑞, 𝑟) − 1 − 𝑟𝑞𝑛+1

1 − 𝑞𝑛+1 𝐶𝑛−1 (𝑥; 𝑞, 𝑟), 𝑛 ≥ 0 (4.15a)

and the same initial conditions as 𝐶𝑛 (𝑥; 𝑞, 𝑟). In our recursion for the deformed Chebyshev polynomials
(4.12) we used 𝑟−1 instead of r because the recursion (4.15a) naturally leads to expressions involving
q-Pochhammer symbols.

Next we provide explicit formulas for two generating functions for the deformed Chebyshev polyno-
mials. In an appropriate field extension of K = 𝑘 (𝑞), define

𝑥1,2 = 𝑥 ±
√
𝑥2 − 1, 𝑎1,2 = 𝑥 ±

√
𝑥2 − 𝑟−1, 𝑎1,2 = 𝑟−1

(
𝑥 ±
√
𝑥2 − 𝑟
)
, (4.16)

which satisfy the relations

1 − 2𝑥𝑠 + 𝑠2 = (1 − 𝑥1𝑠) (1 − 𝑥2𝑠),
1 − 2𝑥𝑠 + 𝑟−1𝑠2 = (1 − 𝑎1𝑠) (1 − 𝑎2𝑠),

1 − 2𝑟−1𝑥𝑠 + 𝑟−1𝑠2 = (1 − 𝑎̃1𝑠) (1 − 𝑎̃2𝑠) .

Recall the definition of the basic hypergeometric function 3𝜙2[KLS10, 1.10], and define

𝜂

(
𝑥
𝑠
; 𝑞
)
=

1
1 − 2𝑥𝑠 + 𝑟−1𝑠2 3𝜙2

(
𝑞, 𝑥1𝑠, 𝑥2𝑠
𝑞𝑎1𝑠, 𝑞𝑎2𝑠

; 𝑞, 𝑞2
)

(4.17)

=
∞∑
𝑘=0

(𝑥1𝑠; 𝑞)𝑘 (𝑥2𝑠; 𝑞)𝑘
(𝑎1𝑠; 𝑞)𝑘+1(𝑎2𝑠; 𝑞)𝑘+1

𝑞2𝑘 .
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As the basic hypergeometric function 3𝜙2

(
𝑞, 𝑥1𝑠, 𝑥2𝑠
𝑞𝑎1𝑠, 𝑞𝑎2𝑠

; 𝑞, 𝑞2
)

is analytic at 𝑠 = 0, so is 𝜂

(
𝑥
𝑠
; 𝑞
)
.

Analogously,

𝜂

(
𝑥
𝑠
; 𝑞
)
=

1
1 − 2𝑥𝑠 + 𝑠2 3𝜙2

(
𝑞, 𝑞𝑎̃1𝑠, 𝑞𝑎̃2𝑠
𝑞𝑥1𝑠, 𝑞𝑥2𝑠

; 𝑞, 𝑞𝑟
)

is analytic at 𝑠 = 0.

Proposition 4.8. We have

𝜂

(
𝑥
𝑠
; 𝑞, 𝑟
)
=

∞∑
𝑛=0

𝐶𝑛 (𝑥; 𝑞, 𝑟) 𝑠𝑛

1 − 𝑞𝑛+2

and

𝜂

(
𝑥
𝑠
; 𝑞, 𝑟
)
=

∞∑
𝑛=0

(
𝑞2; 𝑞
)
𝑛

(𝑞𝑟; 𝑞)𝑛+1
𝐶𝑛 (𝑥; 𝑞, 𝑟)𝑠𝑛 =

∞∑
𝑛=0

(
𝑞2; 𝑞
)
𝑛

(𝑞𝑟; 𝑞)𝑛+1
𝐶𝑛

(
𝑟−1/2𝑥; 𝑞, 𝑟

) (
𝑟1/2𝑠
)𝑛

.

The first generating function will play a key role in Sections 5.5 and 5.6. In the special case 𝑟 = 1, the
second one reduces to the standard generating function for the Chebyshev polynomials of the second
kind:

∞∑
𝑛=0

𝑈𝑛 (𝑥)𝑠𝑛 =
(
1 − 2𝑥𝑠 + 𝑠2

)−1
.

Proof. For simplicity of notation, we suppress the arguments s and q of the functions 𝜂 and 𝜂. Consider
the Taylor expansion

𝜂(𝑥) =
∞∑
𝑛=0

𝑓𝑛 (𝑥; 𝑞)𝑠𝑛

in the variable s with Taylor coefficients 𝑓𝑛 (𝑥; 𝑞). We have

𝜂(𝑞𝑠) =
∞∑
𝑘=0

(𝑞𝑥1𝑠; 𝑞)𝑘 (𝑞𝑥2𝑠; 𝑞)𝑘
(𝑞𝑎1𝑠; 𝑞)𝑘+1(𝑞𝑎2𝑠; 𝑞)𝑘+1

𝑞2𝑘

= 𝑞−2 (1 − 𝑎1𝑠) (1 − 𝑎2𝑠)
(1 − 𝑥1𝑠) (1 − 𝑥2𝑠)

∞∑
𝑘=1

(𝑥1𝑠; 𝑞)𝑘 (𝑥2𝑠; 𝑞)𝑘
(𝑎1𝑠; 𝑞)𝑘+1(𝑎2𝑠; 𝑞)𝑘+1

𝑞2𝑘

= 𝑞−2 (1 − 𝑎1𝑠) (1 − 𝑎2𝑠)
(1 − 𝑥1𝑠) (1 − 𝑥2𝑠)

(
𝜂(𝑠) − 1

(1 − 𝑎1𝑠) (1 − 𝑎2𝑠)

)
= 𝑞−2 1 − 2𝑥𝑠 + 𝑟−1𝑠2

1 − 2𝑥𝑠 + 𝑠2

(
𝜂(𝑠) − 1

1 − 2𝑥𝑠 + 𝑟−1𝑠2

)
,

and thus

𝑞2
(
1 − 2𝑥𝑠 + 𝑠2

)
𝜂(𝑞𝑠) =

(
1 − 2𝑥𝑠 + 𝑟−1𝑠2

)
𝜂(𝑠) − 1.

Comparing the coefficients of 𝑠𝑛+1 in the Taylor series expansion of both sides at 𝑠 = 0 gives

𝑞𝑛+3 𝑓𝑛+1(𝑥; 𝑞) − 2𝑞𝑛+2𝑥 𝑓𝑛 (𝑥; 𝑞) + 𝑞𝑛+1 𝑓𝑛−1(𝑥; 𝑞)
= 𝑓𝑛+1 (𝑥; 𝑞) − 2𝑥 𝑓𝑛 (𝑥; 𝑞) + 𝑟−1 𝑓𝑛−1(𝑥; 𝑞) − 𝛿𝑛,−1.
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Hence, 𝑓𝑛 (𝑥; 𝑞) are uniquely determined by the recursion(
1 − 𝑞𝑛+3

)
𝑓𝑛+1 (𝑥; 𝑞) = 2𝑥

(
1 − 𝑞𝑛+2

)
𝑓𝑛 (𝑥; 𝑞) −

(
𝑟−1 − 𝑞𝑛+1

)
𝑓𝑛−1(𝑥; 𝑞) + 𝛿𝑛,−1,

with the initial condition 𝑓𝑛 (𝑥; 𝑞) = 0 for 𝑛 < 0. Comparing this to the recursion (4.12) and the initial
conditions (4.13) gives

𝑓𝑛 (𝑥; 𝑞) = 𝐶𝑛 (𝑥; 𝑞, 𝑟)/
(
1 − 𝑞𝑛+2

)
for 𝑛 ≥ 0,

which proves the first generating function identity. Similarly, for the second identity, one first shows that

𝜂(𝑞𝑠) = (𝑞𝑟)−1 1 − 2𝑥𝑠 + 𝑠2

1 − 2𝑟−1𝑞𝑥𝑠 + 𝑟−1𝑞2𝑠2

(
𝜂(𝑠) − 1

1 − 2𝑥𝑠 + 𝑠2

)
,

and then proceeds as before. �

5. Generators and relations for Bc

We are now ready to deduce the quantum Serre relations (1.4) for Bc. Cases (I) and (III) from Section
1.3, where 𝑖, 𝑗 ∈ 𝐼 \ 𝑋 , are treated in Sections 5.3 and 5.8, respectively, and are rather straightforward
generalisations of the calculations in the quasi-split setting in [CKY21]. The bulk of this section,
Sections 5.4 through 5.7, is devoted to the subtle case (II), where 𝑖 ∈ 𝐼 \ 𝑋 and 𝑗 ∈ 𝑋 , and which does
not exist in the quasi-split setting.

5.1. M+
𝑋 -valued orthogonal polynomials

For a suitable choice of 𝑏2 ∈ M+
𝑋 , the recursions (4.5) and (4.6) translate into the recursions given in

A) and B) in Section 1.4. Indeed, recall that Z𝑖 = 𝑞𝑖𝑐𝑖𝜕
𝑅
𝜏 (𝑖)

(
𝑇𝑤𝑋 (𝐸𝜏 (𝑖) )

)
for 𝑖 ∈ 𝐼 \ 𝑋 and set

𝑏2
𝑖 =

4(
𝑞𝑖 − 𝑞−1

𝑖

)2Z𝑖 ∈ M+
𝑋 .

For 𝑏2 = 𝑏2
𝑖 , the rescaled continuous q-Hermite polynomials 𝑤𝑚 (𝑥) defined for 𝑚 ∈ N by

𝑤𝑚 (𝑥) = (𝑏𝑖/2)𝑚𝐻𝑚

(
𝑥

𝑏𝑖
; 𝑞2
𝑖

)
∈ K
[
𝑏2
𝑖 , 𝑥
]
⊂ M+

𝑋 [𝑥] (5.1)

satisfy the initial conditions and recursion A) in Section 1.4. Hence we get 𝑤𝑚 (𝑥) = 𝑤𝑚
(
𝑥, 𝑞2

𝑖

)
.

Similarly,

𝑣𝑚(𝑥) = (𝑏𝑖/2)𝑚𝐻𝑚

(
𝑥

𝑏𝑖
; 𝑞−2
𝑖

)
∈ K
[
𝑏2
𝑖 , 𝑥
]
⊂ M+

𝑋 [𝑥] (5.2)

satisfy recursion A) in Section 1.4 with 𝑞2𝑚
𝑖 replaced by 𝑞−2𝑚

𝑖 . Hence we get 𝑣𝑚(𝑥) = 𝑤𝑚
(
𝑥, 𝑞−2

𝑖

)
.

Finally, for 𝑖 ∈ 𝐼 \ 𝑋 and 𝑗 ∈ 𝐼, the rescaled bivariate continuous q-Hermite polynomials

𝑤𝑚,𝑛 (𝑥, 𝑦) = (𝑏𝑖/2)𝑚+𝑛𝐻𝑚,𝑛

(
𝑥

𝑏𝑖
,
𝑦

𝑏𝑖
; 𝑞2
𝑖 , 𝑞

𝑎𝑖 𝑗
𝑖

)
∈ K
[
𝑏2
𝑖 , 𝑥, 𝑦
]
⊂ M+

𝑋 [𝑥, 𝑦] (5.3)
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satisfy the initial conditions and recursion B) in Section 1.4. Hence we get 𝑤𝑚,𝑛 (𝑥, 𝑦) =

𝑤𝑚,𝑛

(
𝑥, 𝑦; 𝑞2

𝑖 , 𝑞
𝑎𝑖 𝑗
𝑖

)
. By Lemma 4.2 we have

𝑤0,𝑛 (𝑥, 𝑦) = 𝑤𝑛 (𝑦) (5.4)

for all 𝑛 ∈ N. All through Section 5, the notations 𝑤𝑚(𝑥), 𝑣𝑚(𝑥) and 𝑤𝑚,𝑛 (𝑥, 𝑦) will refer to these
special instances of the polynomials investigated in Section 4. In particular, we may freely use the results
of Section 4. To keep notation short we will suppress the dependence on i and j.

We will evaluate the polynomials 𝑤𝑚 (𝑥), 𝑣𝑚 (𝑥) and 𝑤𝑚,𝑛 (𝑥, 𝑦) on elements in the algebra (A, ∗).
To distinguish the different algebra structures on A, we introduce some notation. For any 𝑢 ∈ A and
any 𝑛 ∈ N, we write

𝑢∗𝑛 = 𝑢 ∗ 𝑢 ∗ · · · ∗ 𝑢︸�����������︷︷�����������︸
𝑛 factors

.

For any polynomial 𝑤(𝑥) =
∑
𝑛 𝜆𝑛𝑥

𝑛 ∈ A[𝑥] and any 𝑢 ∈ A, we write

𝑤(𝑢)∗ =
∑
𝑛

𝜆𝑛 ∗ 𝑢∗𝑛. (5.5)

For any polynomial 𝑤(𝑥, 𝑦) =
∑
𝑠,𝑡 𝜆𝑠𝑡𝑥

𝑠𝑦𝑡 ∈ A[𝑥, 𝑦] and any 𝑎1, 𝑎2, 𝑎3 ∈ A, we write

𝑎3 � 𝑤(𝑎1 ∗, 𝑎2) =
∑
𝑠,𝑡

𝑎∗𝑠1 ∗ 𝑎3 ∗ 𝑎∗𝑡2 ∗ 𝜆𝑠𝑡 . (5.6)

Remark 5.1. Note that we write the coefficients 𝜆𝑠𝑡 on the right side in equation (5.6). This will not
be relevant in Section 5.3, where we will consider expressions of the form 𝐹𝑗 � 𝑤𝑚,𝑛 (𝐹𝑖 ∗, 𝐹𝑖)
for 𝑖, 𝑗 ∈ 𝐼 \ 𝑋 . Indeed, the coefficients of the rescaled bivariate continuous q-Hermite polynomials
𝑤𝑚,𝑛 (𝑥, 𝑦) involve only powers of 𝑏2

𝑖 , which commutes with 𝐹𝑘 for all 𝑘 ∈ 𝐼 \ 𝑋 .
However, in Section 5.4 we will consider the insertion operation 𝐹𝑗 � 𝑤𝑚,𝑛 (𝐹𝑖 ∗, 𝐹𝑖) for 𝑖 ∈ 𝐼 \ 𝑋

and 𝑗 ∈ 𝑋 . In this case, 𝑏2
𝑖 does not commute with 𝐹𝑗 , and it will turn out crucial to have the coefficients

𝜆𝑠𝑡 on the right side in equation (5.6).

5.2. The powers of 𝐹𝑖 for 𝜏(𝑖) = 𝑖

Fix 𝑖 ∈ 𝐼 \𝑋 with 𝜏(𝑖) = 𝑖. The following proposition expresses 𝐹𝑛𝑖 for 𝑛 ∈ N in terms of the star product
∗ on A. Recall equations (5.1) and (5.5) and the recursion (4.5).
Proposition 5.2. Let 𝑖 ∈ 𝐼 \ 𝑋 with 𝜏(𝑖) = 𝑖. The relation

𝐹𝑚𝑖 = 𝑤𝑚 (𝐹𝑖)∗ (5.7)

holds in A for any 𝑚 ∈ N.
Proof. The relation (5.7) holds for 𝑚 = 0 and 𝑚 = 1. We proceed by induction on m. By Lemmas 3.3
and 3.5 we have

𝐹𝑖 ∗ 𝐹𝑚𝑖 = 𝐹𝑚+1
𝑖 − 𝑐𝑖

𝑞 (𝛼𝑖 ,𝑤𝑋 (𝛼𝑖))

𝑞𝑖 − 𝑞−1
𝑖

𝐾𝑤𝑋 (𝛼𝑖)−𝛼𝑖𝜕
𝐿
𝑖,𝑋

(
𝐹𝑚𝑖
)

(3.6)
= 𝐹𝑚+1

𝑖 −
𝑐𝑖𝑞

2
𝑖

𝑞𝑖 − 𝑞−1
𝑖

(𝑚)𝑞2
𝑖
𝑍𝑖𝐹

𝑚−1
𝑖

= 𝐹𝑚+1
𝑖 +

𝑏2
𝑖

4

(
1 − 𝑞2𝑚

𝑖

)
𝐹𝑚−1
𝑖 .
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Hence by the induction hypothesis and equation (4.5), we get

𝐹𝑚+1
𝑖 = 𝐹𝑖 ∗ 𝑤𝑚 (𝐹𝑖)∗ −

𝑏2
𝑖

4

(
1 − 𝑞2𝑚

𝑖

)
𝑤𝑚−1 (𝐹𝑖)∗ = 𝑤𝑚+1(𝐹𝑖)∗,

which completes the induction step. �

5.3. The quantum Serre relation for 𝜏(𝑖) = 𝑖 ≠ 𝑗 where 𝑖, 𝑗 ∈ 𝐼 \ 𝑋

We now want to rewrite the quantum Serre relation 𝑆𝑖 𝑗
(
𝐹𝑖 , 𝐹𝑗
)
= 0 for 𝜏(𝑖) = 𝑖, with 𝑖, 𝑗 ∈ 𝐼 \ 𝑋 , in

terms of the star product on the algebra A. Recall the rescaled bivariate q-Hermite polynomials (5.3),
the insertion operator defined by equation (5.6) and the recursion (4.6).

Proposition 5.3. Let 𝑖, 𝑗 ∈ 𝐼 \ 𝑋 with 𝜏(𝑖) = 𝑖 ≠ 𝑗 . Then the relation

𝐹𝑚𝑖 𝐹𝑗𝐹
𝑛
𝑖 = 𝐹𝑗 � 𝑤𝑚,𝑛 (𝐹𝑖 ∗, 𝐹𝑖) (5.8)

holds in A for any 𝑚, 𝑛 ∈ N.

Proof. We prove equation (5.8) by induction on m. For 𝑚 = 0 the relation holds by Proposition 5.2 and
equation (5.4). Now fix 𝑚, 𝑛 ∈ N. Equations (3.1), (3.2) and (3.6) imply

𝐹𝑖 ∗ 𝐹𝑚𝑖 𝐹𝑗𝐹
𝑛
𝑖 = 𝐹𝑚+1

𝑖 𝐹𝑗𝐹
𝑛
𝑖 − 𝑐𝑖𝑞

(𝛼𝑖 ,𝑤𝑋 (𝛼𝑖))

𝑞𝑖 − 𝑞−1
𝑖

𝐾𝑤𝑋 (𝛼𝑖)−𝛼𝑖𝜕
𝐿
𝑖,𝑋

(
𝐹𝑚𝑖 𝐹𝑗𝐹

𝑛
𝑖

)
= 𝐹𝑚+1

𝑖 𝐹𝑗𝐹
𝑛
𝑖 − 𝑐𝑖𝑞

(𝛼𝑖 ,𝛼𝑖)

𝑞𝑖 − 𝑞−1
𝑖

(𝑚)𝑞2
𝑖
𝑍𝑖𝐹

𝑚−1
𝑖 𝐹𝑗𝐹

𝑛
𝑖

− 𝑐𝑖𝑞(𝛼𝑖 , (𝑚+1)𝛼𝑖+𝛼𝑗)

𝑞𝑖 − 𝑞−1
𝑖

(𝑛)𝑞2
𝑖
𝑍𝑖𝐹

𝑚
𝑖 𝐹𝑗𝐹

𝑛−1
𝑖

= 𝐹𝑚+1
𝑖 𝐹𝑗𝐹

𝑛
𝑖 +

𝑏2
𝑖

4

(
1 − 𝑞2𝑚

𝑖

)
𝐹𝑚−1
𝑖 𝐹𝑗𝐹

𝑛
𝑖

+
𝑏2
𝑖

4
𝑞

2𝑚+𝑎𝑖 𝑗
𝑖

(
1 − 𝑞2𝑛

𝑖

)
𝐹𝑚𝑖 𝐹𝑗𝐹

𝑛−1
𝑖 . (5.9)

Hence by the induction hypothesis and equation (4.6) for 𝑟 = 𝑞𝑎𝑖 𝑗 we get

𝐹𝑚+1
𝑖 𝐹𝑗𝐹

𝑛
𝑖 = 𝐹𝑖 ∗

(
𝐹𝑗 � 𝑤𝑚,𝑛 (𝐹𝑖 ∗, 𝐹𝑖)

)
−

𝑏2
𝑖

4

(
1 − 𝑞2𝑚

𝑖

)
𝐹𝑗 � 𝑤𝑚−1,𝑛 (𝐹𝑖 ∗, 𝐹𝑖)

−
𝑏2
𝑖

4
𝑞

2𝑚+𝑎𝑖 𝑗
𝑖

(
1 − 𝑞2𝑛

𝑖

)
𝐹𝑗 � 𝑤𝑚,𝑛−1 (𝐹𝑖 ∗, 𝐹𝑖)

= 𝐹𝑗 �

(
𝑥 · 𝑤𝑚,𝑛 −

𝑏2
𝑖

4

(
1 − 𝑞2𝑚

𝑖

)
𝑤𝑚−1,𝑛

−
𝑏2
𝑖

4
𝑞

2𝑚+𝑎𝑖 𝑗
𝑖

(
1 − 𝑞2𝑛

𝑖

)
𝑤𝑚,𝑛−1

)
(𝐹𝑖 ∗, 𝐹𝑖)

= 𝐹𝑗 � 𝑤𝑚+1,𝑛 (𝐹𝑖 ∗, 𝐹𝑖),

which completes the induction step. �

With this proposition we are able to express the quantum Serre relation 𝑆𝑖 𝑗
(
𝐹𝑖 , 𝐹𝑗
)
= 0 in A in terms

of the star product. Recall equations (5.1)–(5.3).
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Theorem 5.4. Let 𝑖, 𝑗 ∈ 𝐼 \ 𝑋 with 𝜏(𝑖) = 𝑖 ≠ 𝑗 . Then the relation

1−𝑎𝑖 𝑗∑
𝑛=0

(−1)𝑛
[
1 − 𝑎𝑖 𝑗

𝑛

]
𝑞𝑖

𝐹𝑗 � 𝑤1−𝑎𝑖 𝑗−𝑛,𝑛 (𝐹𝑖 ∗, 𝐹𝑖) = 0

holds in the algebra (A, ∗). This relation can be rewritten as

1−𝑎𝑖 𝑗∑
𝑛=0

(−1)𝑛
[
1 − 𝑎𝑖 𝑗

𝑛

]
𝑞𝑖

𝑤1−𝑎𝑖 𝑗−𝑛 (𝐹𝑖)∗ ∗ 𝐹𝑗 ∗ 𝑣𝑛 (𝐹𝑖)∗ = 0.

Proof. The first statement is a direct consequence of the quantum Serre relation 𝑆𝑖 𝑗
(
𝐹𝑖 , 𝐹𝑗
)
= 0 and

Proposition 5.3. The second statement then follows from Proposition 4.4 with 𝑎 = 𝑎𝑖 𝑗 . �

In view of the isomorphism 𝜓 : Bc → (A, ∗), Theorem 5.4 proves case (I) of Theorem 1.2.

5.4. A recursive formula in the case 𝜏(𝑖) = 𝑖 ≠ 𝑗 where 𝑖 ∈ 𝐼 \ 𝑋 and 𝑗 ∈ 𝑋

Assume that 𝑖 ∈ 𝐼 \ 𝑋 with 𝜏(𝑖) = 𝑖 and 𝑗 ∈ 𝑋 . Recall from equation (1.5) that in this case we write

Z𝑖 = 𝑐𝑖𝑞𝑖𝑍𝑖 = 𝑐𝑖𝑞𝑖𝜕
𝑅
𝑖

(
𝑇𝑤𝑋 (𝐸𝑖)

)
. (5.10)

Moreover, we set

𝑑𝑖 𝑗 = 𝜕𝑅𝑗 (Z𝑖)𝐾 𝑗 , 𝑑𝑖 𝑗 = 𝐾−1
𝑗 𝜕𝐿𝑗 (Z𝑖), (5.11)

so that equation (2.4) now reads

[
𝐹𝑗 ,Z𝑖
]
=

𝑑𝑖 𝑗 − 𝑑𝑖 𝑗

𝑞 𝑗 − 𝑞−1
𝑗

. (5.12)

Recall from Section 2.6 that it is convenient to simultaneously consider the parameters c = (𝑐𝑖)𝑖∈𝐼 \𝑋 ∈ C
and c′ =

(
𝑐′𝑖
)
𝑖∈𝐼 \𝑋 ∈ C related by equation (2.24). We write Z′

𝑖 , 𝑑 ′
𝑖 𝑗 , 𝑑

′
𝑖 𝑗 to denote the elements (5.10)

and (5.11) corresponding to the parameter family c′. It follows from [BK15, Lemma 2.9] and [BW21,
Theorem 4.1] that

Z𝑖 = 𝑐𝑖𝑞𝑖 (−1)2𝛼𝑖 (𝜌∨𝑋)𝑞 (𝛼𝑖 ,Θ(𝛼𝑖)−2𝜌𝑋 )𝜕𝑅𝑖
(
𝑇𝑤𝑋 (𝐸𝑖)

)
= Z′

𝑖 . (5.13)

Moreover, we have 𝑑𝑖 𝑗 ∈ 𝐾 𝑗M+
𝑋 and 𝑑𝑖 𝑗 ∈ 𝐾−1

𝑗 M+
𝑋 . Hence, applying the bar involution to equation

(5.12) gives us

𝑑𝑖 𝑗 = 𝑑 ′
𝑖 𝑗 , 𝑑𝑖 𝑗 = 𝑑 ′

𝑖 𝑗 .

These relations will be used in the proof of Theorem 5.10.
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The following lemma provides a formula similar to equation (5.9) in the present setting:

Lemma 5.5. Let 𝑖 ∈ 𝐼 \ 𝑋 , with 𝜏(𝑖) = 𝑖 and 𝑗 ∈ 𝑋 . Then the relation

𝐹𝑖 ∗ 𝐹𝑚𝑖 𝐹𝑗𝐹
𝑛
𝑖 = 𝐹𝑚+1

𝑖 𝐹𝑗𝐹
𝑛
𝑖

+
(
1 − 𝑞2𝑚

𝑖

)
𝐹𝑚−1
𝑖 𝐹𝑗𝐹

𝑛
𝑖

𝑏2
𝑖

4
+ 𝑞

2𝑚+𝑎𝑖 𝑗
𝑖

(
1 − 𝑞2𝑛

𝑖

)
𝐹𝑚𝑖 𝐹𝑗𝐹

𝑛−1
𝑖

𝑏2
𝑖

4

+
𝑞
(𝑚−1)𝑎𝑖 𝑗
𝑖

(
1 − 𝑞2𝑚

𝑖

)
𝜆𝑖 𝑗

𝑑𝑖 𝑗𝐹
𝑚+𝑛−1
𝑖 −

𝑞
−(𝑚−1)𝑎𝑖 𝑗
𝑖

(
1 − 𝑞2(𝑚+𝑛)

𝑖

)
𝜆𝑖 𝑗

𝑑𝑖 𝑗𝐹
𝑚+𝑛−1
𝑖 (5.14)

holds in A for all 𝑚, 𝑛 ∈ N with 𝑏2
𝑖 = 4Z𝑖/

(
𝑞𝑖 − 𝑞−1

𝑖

)2 and 𝜆𝑖 𝑗 =
(
𝑞𝑖 − 𝑞−1

𝑖

)2 (
𝑞 𝑗 − 𝑞−1

𝑗

)
.

Proof. For all 𝑚, 𝑛 ∈ N, we have

𝐹𝑚𝑖 𝐹𝑗𝐹
𝑛
𝑖 = 𝑞𝑛(𝛼𝑗 ,𝛼𝑖)𝐹𝑚+𝑛

𝑖 𝐹𝑗 − 𝑞𝑛(𝛼𝑗 ,𝛼𝑖)𝐹𝑚𝑖 ad𝑟
(
𝐹𝑗
) (

𝐹𝑛𝑖
)
, (5.15)

and hence equation (3.1) implies

𝐹𝑖 ∗ 𝐹𝑚𝑖 𝐹𝑗𝐹
𝑛
𝑖 = 𝐹𝑚+1

𝑖 𝐹𝑗𝐹
𝑛
𝑖 − 𝑐𝑖𝑞(𝛼𝑖 ,𝑤𝑋 (𝛼𝑖)+𝑛𝛼𝑗)

𝑞𝑖 − 𝑞−1
𝑖

𝐾𝑤𝑋 (𝛼𝑖)−𝛼𝑖𝜕
𝐿
𝑖,𝑋

(
𝐹𝑚+𝑛
𝑖

)
𝐹𝑗

+ 𝑐𝑖𝑞(𝛼𝑖 ,𝑤𝑋 (𝛼𝑖)+𝑛𝛼𝑗)

𝑞𝑖 − 𝑞−1
𝑖

𝐾𝑤𝑋 (𝛼𝑖)−𝛼𝑖𝜕
𝐿
𝑖,𝑋

(
𝐹𝑚𝑖 ad𝑟

(
𝐹𝑗
) (

𝐹𝑛𝑖
) )

. (5.16)

In view of the skew derivation property (3.2), equations (3.6) and (3.11) allow us to rewrite this as

𝐹𝑖 ∗ 𝐹𝑚𝑖 𝐹𝑗𝐹
𝑛
𝑖 = 𝐹𝑚+1

𝑖 𝐹𝑗𝐹
𝑛
𝑖 − 𝑐𝑖𝑞(𝛼𝑖 ,𝛼𝑖+𝑛𝛼𝑗)

𝑞𝑖 − 𝑞−1
𝑖

(𝑚 + 𝑛)𝑞2
𝑖
𝑍𝑖𝐹

𝑚+𝑛−1
𝑖 𝐹𝑗

+ 𝑐𝑖𝑞(𝛼𝑖 ,𝛼𝑖+𝑛𝛼𝑗)

𝑞𝑖 − 𝑞−1
𝑖

(𝑚)𝑞2
𝑖
𝑍𝑖𝐹

𝑚−1
𝑖 ad𝑟

(
𝐹𝑗
) (

𝐹𝑛𝑖
)

+ 𝑐𝑖𝑞
(𝑚+1) (𝛼𝑖 ,𝛼𝑖+𝛼𝑗)−(𝛼𝑗 ,𝑤𝑋 (𝛼𝑖)−𝛼𝑖−𝛼𝑗)(

𝑞𝑖 − 𝑞−1
𝑖

) (
𝑞 𝑗 − 𝑞−1

𝑗

) (𝑛)𝑞2
𝑖
𝐾 𝑗𝜕

𝑅
𝑗 (𝑍𝑖)𝐹𝑚+𝑛−1

𝑖

+ 𝑐𝑖𝑞(𝛼𝑖 , (𝑚+1)𝛼𝑖+𝑛𝛼𝑗)

𝑞𝑖 − 𝑞−1
𝑖

(𝑛)𝑞2
𝑖
𝑍𝑖𝐹

𝑚
𝑖 ad𝑟
(
𝐹𝑗
) (

𝐹𝑛−1
𝑖

)
.

Using the relation (𝑚 + 𝑛)𝑞2
𝑖
= (𝑚)𝑞2

𝑖
+ 𝑞2𝑚

𝑖 (𝑛)𝑞2
𝑖

and equation (5.15) for the third and fifth terms, we
obtain

𝐹𝑖 ∗ 𝐹𝑚𝑖 𝐹𝑗𝐹
𝑛
𝑖 = 𝐹𝑚+1

𝑖 𝐹𝑗𝐹
𝑛
𝑖 −

𝑐𝑖𝑞
2
𝑖

𝑞𝑖 − 𝑞−1
𝑖

(
(𝑚)𝑞2

𝑖
𝑍𝑖𝐹

𝑚−1
𝑖 𝐹𝑗𝐹

𝑛
𝑖 +

+𝑞2𝑚+𝑎𝑖 𝑗
𝑖 (𝑛)𝑞2

𝑖
𝑍𝑖𝐹

𝑚
𝑖 𝐹𝑗𝐹

𝑛−1
𝑖

)
+

𝑐𝑖𝑞
(2𝑚+2)−(𝑛−2)𝑎𝑖 𝑗
𝑖(

𝑞𝑖 − 𝑞−1
𝑖

) (
𝑞 𝑗 − 𝑞−1

𝑗

) (𝑛)𝑞2
𝑖
𝐹𝑚+𝑛−1
𝑖 𝜕𝑅𝑗 (𝑍𝑖)𝐾 𝑗 .

Using the notation of equations (5.10) and (5.11) and the commutation relation (5.12), one transforms
this equation into equation (5.14). �

Recall the insertion operation defined by equation (5.6) and the rescaled bivariate continuous q-
Hermite polynomials 𝑤𝑚,𝑛 (𝑥, 𝑦) defined by equation (5.3). The recursion (5.14) implies that there exist
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polynomials 𝜌𝑚,𝑛 (𝑥), 𝜎𝑚,𝑛 (𝑥) ∈ M+
𝑋 [𝑥] such that

𝐹𝑚𝑖 𝐹𝑗𝐹
𝑛
𝑖 = 𝐹𝑗 � 𝑤𝑚,𝑛 (𝐹𝑖 ∗, 𝐹𝑖) + 𝑑𝑖 𝑗 𝜌𝑚,𝑛 (𝐹𝑖)∗ + 𝑑𝑖 𝑗𝜎𝑚,𝑛 (𝐹𝑖)∗. (5.17)

For 𝑚 = 0, we have 𝐹𝑗𝐹
𝑛
𝑖 = 𝐹𝑗 � 𝑤𝑛 (𝐹𝑖)∗ and hence 𝜌0,𝑛 (𝑥) = 𝜎0,𝑛 (𝑥) = 0 for all 𝑛 ∈ N. We can

translate the recursion (5.14) into recursive formulas for 𝜌𝑚,𝑛 (𝑥) and 𝜎𝑚,𝑛 (𝑥).

Lemma 5.6. With the ansatz (5.17), the recursion (5.14) is equivalent to the recursions

𝑞
𝑎𝑖 𝑗
𝑖 𝑥𝜌𝑚,𝑛 (𝑥) = 𝜌𝑚+1,𝑛 (𝑥) +

(
1 − 𝑞2𝑚

𝑖

)
𝜌𝑚−1,𝑛 (𝑥)

𝑏2
𝑖

4

+
(
1 − 𝑞2𝑛

𝑖

)
𝑞

2𝑚+𝑎𝑖 𝑗
𝑖 𝜌𝑚,𝑛−1 (𝑥)

𝑏2
𝑖

4
+

𝑞
(𝑚−1)𝑎𝑖 𝑗
𝑖

(
1 − 𝑞2𝑚

𝑖

)
𝜆𝑖 𝑗

𝑤𝑚+𝑛−1(𝑥), (5.18)

𝑞
−𝑎𝑖 𝑗
𝑖 𝑥𝜎𝑚,𝑛 (𝑥) = 𝜎𝑚+1,𝑛 (𝑥) +

(
1 − 𝑞2𝑚

𝑖

)
𝜎𝑚−1,𝑛 (𝑥)

𝑏2
𝑖

4

+
(
1 − 𝑞2𝑛

𝑖

)
𝑞

2𝑚+𝑎𝑖 𝑗
𝑖 𝜎𝑚,𝑛−1(𝑥)

𝑏2
𝑖

4
−

𝑞
−(𝑚−1)𝑎𝑖 𝑗
𝑖

(
1 − 𝑞2(𝑚+𝑛)

𝑖

)
𝜆𝑖 𝑗

𝑤𝑚+𝑛−1 (𝑥)

for all 𝑚, 𝑛 ∈ N.

From now on we focus on the polynomials 𝜌𝑚,𝑛 only. In Section 5.6 we will determine the Serre
combination of the polynomials 𝜌𝑚,𝑛. The Serre combination of the polynomials 𝜎𝑚,𝑛 can then be
obtained with the help of the isomorphism Φ from Section 2.6.

We produce an unscaled version of the recursion (5.18). Define polynomials 𝑈𝑚,𝑛 (𝑥; 𝑞, 𝑟) ∈ K[𝑥]
recursively by 𝑈0,𝑛 (𝑥; 𝑞, 𝑟) = 0 for all 𝑛 ∈ N and

2𝑥𝑈𝑚,𝑛 (𝑥) = 𝑈𝑚+1,𝑛 (𝑥) + (1 − 𝑞𝑚)𝑟−1𝑈𝑚−1,𝑛 (𝑥) + 𝑞𝑚(1 − 𝑞𝑛)𝑈𝑚,𝑛−1(𝑥)
+ (1 − 𝑞𝑚)𝐻𝑚+𝑛−1(𝑥). (5.19)

The following statement is an immediate consequence of equation (5.18):

Lemma 5.7. The relation

𝜌𝑚,𝑛 (𝑥) =
𝑞
(𝑚−2)𝑎𝑖 𝑗
𝑖

𝜆𝑖 𝑗
(𝑏𝑖/2)𝑚+𝑛−2 𝑈𝑚,𝑛

(
𝑥

𝑏𝑖
; 𝑞2
𝑖 , 𝑞

2𝑎𝑖 𝑗
𝑖

)
holds for all 𝑚, 𝑛 ∈ N with 𝑏2

𝑖 = 4Z𝑖/
(
𝑞𝑖 − 𝑞−1

𝑖

)2.

5.5. A generating function approach for 𝜏(𝑖) = 𝑖 ≠ 𝑗 where 𝑖 ∈ 𝐼 \ 𝑋 and 𝑗 ∈ 𝑋

Define a generating function

𝜓

(
𝑥
𝑠, 𝑡

; 𝑞
)
=
∑
𝑚,𝑛≥0

𝐻𝑚+𝑛 (𝑥; 𝑞)
(𝑞; 𝑞)𝑚 (𝑞; 𝑞)𝑛

𝑠𝑚𝑡𝑛.

Using the recursions (4.1) and (4.2) and induction over m, one obtains

𝐻𝑚,𝑛 (𝑥, 𝑥; 𝑞, 1) = 𝐻𝑚+𝑛 (𝑥; 𝑞).
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Hence [CKY21, Theorem 2.7] implies that

𝜓

(
𝑥
𝑠, 𝑡

; 𝑞
)
=

(𝑠𝑡; 𝑞)∞

 (𝑠𝑒𝑖 𝜃 , 𝑡𝑒𝑖 𝜃 ; 𝑞
)
∞


2

for 𝑥 = cos(𝜃). Following [CKY21, Section 3.1], we have

𝜓

(
𝑥

𝑞𝑠, 𝑡
; 𝑞
)
=

1 − 2𝑥𝑠 + 𝑠2

1 − 𝑡𝑠
𝜓

(
𝑥
𝑠, 𝑡

; 𝑞
)
.

In terms of 𝑥1,2 = 𝑥 ±
√
𝑥2 − 1, defined in equation (4.16), this can be rewritten as

𝜓

(
𝑥

𝑞𝑠, 𝑡
; 𝑞
)
=

(1 − 𝑥1𝑠) (1 − 𝑥2𝑠)
1 − 𝑡𝑠

𝜓

(
𝑥
𝑠, 𝑡

; 𝑞
)
. (5.20)

Now recall the polynomials 𝑈𝑚,𝑛 (𝑥; 𝑞, 𝑟) defined by the recursion (5.19) and consider the generating
function

𝜙

(
𝑥
𝑠, 𝑡

; 𝑞
)
=
∑
𝑚,𝑛≥0

𝑈𝑚,𝑛 (𝑥; 𝑞, 𝑟)
(𝑞; 𝑞)𝑚 (𝑞; 𝑞)𝑛

𝑠𝑚𝑡𝑛. (5.21)

The initial condition 𝑈0,𝑛 (𝑥; 𝑞, 𝑟) = 0 implies that

𝜙

(
𝑥

0, 𝑡; 𝑞
)
= 0. (5.22)

Finally, recall the definition (4.17) of the function 𝜂

(
𝑥
𝑠
; 𝑞
)
, which is analytic at 𝑠 = 0.

Lemma 5.8. The relation

𝜙

(
𝑥
𝑠, 𝑡

; 𝑞
)
= −𝑠2𝜂

(
𝑥
𝑠
; 𝑞
)
𝜓

(
𝑥
𝑠, 𝑡

; 𝑞
)

(5.23)

holds as an identity of formal power series in s and t with coefficients in K[𝑥].

Proof. The recursion (5.19) implies that

2𝑥𝜙
(
𝑥
𝑠, 𝑡

; 𝑞
)
=

1
𝑠

(
𝜙

(
𝑥
𝑠, 𝑡

; 𝑞
)
− 𝜙

(
𝑥

𝑞𝑠, 𝑡
; 𝑞
))

+ 𝑠𝑟−1𝜙

(
𝑥
𝑠, 𝑡

; 𝑞
)
+ 𝑡𝜙

(
𝑥

𝑞𝑠, 𝑡
; 𝑞
)
+ 𝑠𝜓

(
𝑥
𝑠, 𝑡

; 𝑞
)
,

and hence

(1 − 𝑡𝑠)𝜙
(

𝑥
𝑞𝑠, 𝑡

; 𝑞
)
=
(
1 − 2𝑥𝑠 + 𝑟−1𝑠2

)
𝜙

(
𝑥
𝑠, 𝑡

; 𝑞
)
+ 𝑠2𝜓

(
𝑥
𝑠, 𝑡

; 𝑞
)
.

This relation can be rewritten as

𝜙

(
𝑥
𝑠, 𝑡

; 𝑞
)
=

1 − 𝑡𝑠

(1 − 𝑎1𝑠) (1 − 𝑎2𝑠)
𝜙

(
𝑥

𝑞𝑠, 𝑡
; 𝑞
)
− 𝑠2

(1 − 𝑎1𝑠) (1 − 𝑎2𝑠)
𝜓

(
𝑥
𝑠, 𝑡

; 𝑞
)
,
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where 𝑎1,2 = 𝑥±
√
𝑥2 − 𝑟−1 satisfy the relation 1−2𝑥𝑠+𝑟−1𝑠2 = (1−𝑎1𝑠) (1−𝑎2𝑠), see equation (4.16).

By induction over n, this formula together with equation (5.20) gives

𝜙

(
𝑥
𝑠, 𝑡

; 𝑞
)
=

(𝑡𝑠; 𝑞)𝑛
(𝑎1𝑠; 𝑞)𝑛 (𝑎2𝑠; 𝑞)𝑛

𝜙

(
𝑥

𝑞𝑛𝑠, 𝑡
; 𝑞
)

− 𝑠2
𝑛−1∑
𝑘=0

𝑞2𝑘 (𝑥1𝑠; 𝑞)𝑘 (𝑥2𝑠; 𝑞)𝑘
(𝑎1𝑠; 𝑞)𝑘+1(𝑎2𝑠; 𝑞)𝑘+1

𝜓

(
𝑥
𝑠, 𝑡

; 𝑞
)
.

Now we argue analytically for 𝑞 ∈ C with |𝑞 | < 1. In the limit 𝑛 → ∞, the first term in this expression
vanishes by equation (5.22), and hence we get the desired formula (5.23). �

5.6. The quantum Serre combination of the polynomials 𝜌𝑚,𝑛

To simplify notation, set 𝑁 = 1 − 𝑎𝑖 𝑗 and 𝑞 = 𝑞𝑖 . By equation (5.17) and Lemma 5.7, we need to
determine the following polynomial:

𝑁∑
𝑚=0

(−1)𝑚
[
𝑁
𝑚

]
𝑞

𝜌𝑁−𝑚,𝑚(𝑥) = (−1)𝑁
𝑁∑
𝑚=0

(−1)𝑚
[
𝑁
𝑚

]
𝑞

𝜌𝑚,𝑁−𝑚(𝑥) (5.24)

= (−1)𝑁 𝑞2(𝑁−1)

𝜆𝑖 𝑗
(𝑏𝑖/2)𝑁−2 𝑃𝑁 (𝑥/𝑏𝑖; 𝑞),

where

𝑃𝑁 (𝑥; 𝑞) =
𝑁∑
𝑚=0

(−1)𝑚
[
𝑁
𝑚

]
𝑞

𝑞 (1−𝑁 )𝑚𝑈𝑚,𝑁−𝑚
(
𝑥; 𝑞2, 𝑞2(1−𝑁 )

)
. (5.25)

Up to an overall factor, the polynomial 𝑃𝑁 (𝑥; 𝑞) is a deformed Chebyshev polynomial of the second
kind, as defined in Section 4.5.

Lemma 5.9. For any 𝑁 ∈ N, we have

𝑃𝑁 (𝑥; 𝑞) = (−1)𝑁−1𝑞 (1−𝑁 )𝑁
(
𝑞2; 𝑞2
)
𝑁−1

𝐶𝑁−2

(
𝑥; 𝑞2, 𝑞2(1−𝑁 )

)
. (5.26)

Proof. By Proposition 4.8, Lemma 5.8 and equation (5.21) we have

𝑃𝑁 (𝑥; 𝑞) =
𝑁∑
𝑚=0

(−1)𝑚−1
[
𝑁
𝑚

]
𝑞

𝑞 (1−𝑁 )𝑚
(
𝑞2; 𝑞2
)
𝑚
·

·
𝑚∑
𝑘=2

𝐶𝑘−2
(
𝑥; 𝑞2, 𝑞2(1−𝑁 ) )
1 − 𝑞2𝑘

𝐻𝑁−𝑘
(
𝑥; 𝑞2)(

𝑞2, 𝑞2)
𝑚−𝑘

=
𝑁∑
𝑘=2

𝜔𝑁 ,𝑘 (𝑞)
1 − 𝑞2𝑘 𝐶𝑘−2

(
𝑥; 𝑞2, 𝑞2(1−𝑁 )

)
𝐻𝑁−𝑘

(
𝑥; 𝑞2
)
, (5.27)

where

𝜔𝑁 ,𝑘 (𝑞) =
𝑁∑
𝑚=𝑘

(−1)𝑚−1
[
𝑁
𝑚

]
𝑞

(
𝑞2; 𝑞2)

𝑚(
𝑞2; 𝑞2)

𝑚−𝑘
𝑞 (1−𝑁 )𝑚.
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Using the relation
(
𝑞2; 𝑞2)

𝑚 = (−1)𝑚𝑞𝑚(𝑚+1)/2 (𝑞 − 𝑞−1)𝑚 [𝑚]!
𝑞 and setting ℓ = 𝑚 − 𝑘 , we obtain

𝜔𝑁 ,𝑘 (𝑞) = −𝑞𝑘 (𝑘+1)/2𝑞 (1−𝑁 )𝑘
(
𝑞 − 𝑞−1

) 𝑘 [𝑁]!
𝑞

[𝑁 − 𝑘]!
𝑞

𝑁−𝑘∑
ℓ=0

(−1)ℓ
[
𝑁 − 𝑘

ℓ

]
𝑞

𝑞ℓ (𝑘−𝑁+1) .

By [Lus94, 1.3.4], we obtain

𝜔𝑁 ,𝑘 (𝑞) =
{

0 if 𝑘 ≠ 𝑁,

(−1)𝑁−1 (𝑞2; 𝑞2)
𝑁 𝑞 (1−𝑁 )𝑁 if 𝑘 = 𝑁.

Inserting this into equation (5.27), we obtain the desired formula. �

Inserting equation (5.26) into equation (5.24), we obtain

𝑁∑
𝑚=0

(−1)𝑚
[
𝑁
𝑚

]
𝑞

𝜌𝑁−𝑚,𝑚(𝑥)

= −𝑞 (𝑁−2) (1−𝑁 )

𝜆𝑖 𝑗

(
𝑏𝑖
2

)𝑁−2 (
𝑞2; 𝑞2
)
𝑁−1

𝐶𝑁−2

(
𝑥/𝑏𝑖; 𝑞2, 𝑞2(1−𝑁 )

)
. (5.28)

5.7. The quantum Serre relation for 𝜏(𝑖) = 𝑖 where 𝑖 ∈ 𝐼 \ 𝑋 and 𝑗 ∈ 𝑋

We are now in a position to write down the deformed quantum Serre relation (1.4) in the case 𝑖 ∈ 𝐼 \ 𝑋 ,
𝜏(𝑖) = 𝑖 and 𝑗 ∈ 𝑋 . Recall the antilinear algebra isomorphism Φ : Bc → Bc′ from Theorem 2.12.
Using the parameters c and c′, we obtain two star products ∗ and ∗′ on A such that Bc � (A, ∗) and
Bc′ � (A, ∗′), respectively. Under these identifications we may consider Φ as an antilinear algebra
isomorphism

Φ : (A, ∗) → (A, ∗′).

Also recall the elements 𝑏2
𝑖 = 4Z𝑖/

(
𝑞𝑖 − 𝑞−1

𝑖

)2 and write
(
𝑏2
𝑖

) ′
= 4Z′

𝑖/
(
𝑞𝑖 − 𝑞−1

𝑖

)2. By equation (5.13)
we have

Φ
(
𝑏2
𝑖

)
= 𝑏2

𝑖 =
(
𝑏′
𝑖

)2 (5.29)

With these notational preliminaries, we are ready to prove our main result:

Theorem 5.10. Let 𝑖 ∈ 𝐼 \ 𝑋 with 𝜏(𝑖) = 𝑖 and 𝑗 ∈ 𝑋 . Then the relation

1−𝑎𝑖 𝑗∑
𝑛=0

(−1)𝑛
[
1 − 𝑎𝑖 𝑗

𝑛

]
𝑞𝑖

𝐹𝑗 � 𝑤1−𝑎𝑖 𝑗−𝑛,𝑛 (𝐹𝑖 ∗, 𝐹𝑖) + 𝐶 + 𝐷 = 0

holds in the algebra (A, ∗), where

𝐶 = −
𝑑𝑖 𝑗

𝜆𝑖 𝑗
𝑞
−𝑎𝑖 𝑗 (𝑎𝑖 𝑗+1)
𝑖

(
𝑞2
𝑖 ; 𝑞

2
𝑖

)
−𝑎𝑖 𝑗

(
𝑏𝑖
2

)−𝑎𝑖 𝑗−1
𝐶−𝑎𝑖 𝑗−1

(
𝐹𝑖
𝑏𝑖

; 𝑞2
𝑖 , 𝑞

2𝑎𝑖 𝑗
𝑖

)∗
, (5.30)

𝐷 =
𝑑𝑖 𝑗

𝜆𝑖 𝑗
𝑞
𝑎𝑖 𝑗 (𝑎𝑖 𝑗+1)
𝑖

(
𝑞−2
𝑖 ; 𝑞−2

𝑖

)
−𝑎𝑖 𝑗

(
𝑏𝑖
2

)−𝑎𝑖 𝑗−1
𝐶−𝑎𝑖 𝑗−1

(
𝐹𝑖
𝑏𝑖

; 𝑞−2
𝑖 , 𝑞

−2𝑎𝑖 𝑗
𝑖

)∗
. (5.31)
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Proof. By equation (5.17) we have the relation

0 =
1−𝑎𝑖 𝑗∑
𝑛=0

(−1)𝑛
[
1 − 𝑎𝑖 𝑗

𝑛

]
𝑞𝑖

𝐹
1−𝑎𝑖 𝑗−𝑛
𝑖 𝐹𝑗𝐹

𝑛
𝑖 = 𝐴 + 𝐶 + 𝐷 (5.32)

in A, with

𝐴 =
1−𝑎𝑖 𝑗∑
𝑛=0

(−1)𝑛
[
1 − 𝑎𝑖 𝑗

𝑛

]
𝑞𝑖

𝐹𝑗 � 𝑤1−𝑎𝑖 𝑗−𝑛,𝑛 (𝐹𝑖 ∗, 𝐹𝑖) (5.33)

𝐶 = 𝑑𝑖 𝑗

1−𝑎𝑖 𝑗∑
𝑛=0

(−1)𝑛
[
1 − 𝑎𝑖 𝑗

𝑛

]
𝑞𝑖

𝜌1−𝑎𝑖 𝑗−𝑛,𝑛 (𝐹𝑖)∗,

𝐷 = 𝑑𝑖 𝑗

1−𝑎𝑖 𝑗∑
𝑛=0

(−1)𝑛
[
1 − 𝑎𝑖 𝑗

𝑛

]
𝑞𝑖

𝜎1−𝑎𝑖 𝑗−𝑛,𝑛 (𝐹𝑖)∗.

By equation (5.28) we obtain

𝐶 = −
𝑑𝑖 𝑗

𝜆𝑖 𝑗

(
𝑏𝑖
2

)−𝑎𝑖 𝑗−1
𝑞
−𝑎𝑖 𝑗 (𝑎𝑖 𝑗+1)
𝑖

(
𝑞2
𝑖 ; 𝑞

2
𝑖

)
−𝑎𝑖 𝑗

𝐶−𝑎𝑖 𝑗−1

(
𝐹𝑖
𝑏𝑖

; 𝑞2
𝑖 , 𝑞

2𝑎𝑖 𝑗
𝑖

)∗
,

which proves equation (5.30). For the parameters c′ ∈ C defined by equation (2.24), we write equation
(5.32) as

𝐴′ + 𝐶 ′ + 𝐷 ′ = 0.

Equation (5.29) and Corollary 4.6 imply that Φ(𝐴) = 𝐴′. Hence we obtain

Φ(𝐶) +Φ(𝐷) = 𝐶 ′ + 𝐷 ′. (5.34)

Relation (5.11) implies that

𝐶 = 𝐾 𝑗 𝑝𝐶 (𝐹𝑖)∗, 𝐶 ′ = 𝐾 𝑗 𝑝
′
𝐶 (𝐹𝑖)

∗,

𝐷 = 𝐾−1
𝑗 𝑝𝐷 (𝐹𝑖)∗, 𝐷 ′ = 𝐾−1

𝑗 𝑝′
𝐷 (𝐹𝑖)

∗,

for some polynomials 𝑝𝐶 (𝑥), 𝑝𝐷 (𝑥), 𝑝′
𝐶 (𝑥), 𝑝

′
𝐷 (𝑥) ∈ M+

𝑋 [𝑥]. As Φ(𝐾 𝑗 ) = 𝐾−1
𝑗 , equation (5.34) hence

implies that Φ(𝐶) = 𝐷 ′ and Φ(𝐷) = 𝐶 ′. This gives us

𝐷 = Φ−1(𝐶 ′)

=
𝑑𝑖 𝑗

𝜆𝑖 𝑗

(
𝑏𝑖
2

)−𝑎𝑖 𝑗−1
𝑞
𝑎𝑖 𝑗 (𝑎𝑖 𝑗+1)
𝑖

(
𝑞−2
𝑖 ; 𝑞−2

𝑖

)
−𝑎𝑖 𝑗

𝐶−𝑎𝑖 𝑗−1

(
𝐹𝑖
𝑏𝑖

; 𝑞−2
𝑖 , 𝑞

−2𝑎𝑖 𝑗
𝑖

)∗
,

which proves equation (5.31). �

For 𝑛 ∈ N, set

𝑢𝑛

(
𝑥; 𝑞2

𝑖 , 𝑞
2𝑎𝑖 𝑗
𝑖

)
=

(
𝑏𝑖
2

)𝑛
𝐶𝑛

(
𝑥

𝑏𝑖
; 𝑞2
𝑖 , 𝑞

2𝑎𝑖 𝑗
𝑖

)
∈ M+

𝑋 [𝑥] .

The polynomials 𝑢𝑛
(
𝑥; 𝑞2

𝑖 , 𝑞
2𝑎𝑖 𝑗
𝑖

)
satisfy the initial conditions and recursion given in C) in Section (1.4).
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With this notation we get

𝐶 = −
𝑑𝑖 𝑗

𝜆𝑖 𝑗
𝑞
−𝑎𝑖 𝑗 (𝑎𝑖 𝑗+1)
𝑖

(
𝑞2
𝑖 ; 𝑞

2
𝑖

)
−𝑎𝑖 𝑗

𝑢−𝑎𝑖 𝑗−1

(
𝐹𝑖; 𝑞2

𝑖 , 𝑞
2𝑎𝑖 𝑗
𝑖

)∗
,

𝐷 =
𝑑𝑖 𝑗

𝜆𝑖 𝑗
𝑞
𝑎𝑖 𝑗 (𝑎𝑖 𝑗+1)
𝑖

(
𝑞−2
𝑖 ; 𝑞−2

𝑖

)
−𝑎𝑖 𝑗

𝑢−𝑎𝑖 𝑗−1

(
𝐹𝑖; 𝑞−2

𝑖 , 𝑞
−2𝑎𝑖 𝑗
𝑖

)∗
.

Inserting these expressions for C and D and equation (5.11) into the formula in Theorem 5.10, we obtain
case (II) of Theorem 1.2 under the isomorphism 𝜓 : Bc → (A, ∗).

Remark 5.11. We can use the formula from Proposition 4.4 to rewrite the term A given by equation
(5.33) as

𝐴 =
1−𝑎𝑖 𝑗∑
𝑛=0

(−1)𝑛
[
1 − 𝑎𝑖 𝑗

𝑛

]
𝑞𝑖

𝑤1−𝑎𝑖 𝑗−𝑛 (𝐹𝑖)∗ ∗ 𝐹𝑗 ∗ 𝑣𝑛 (𝐹𝑖)∗.

However, following Remark 5.1, this formula needs to be interpreted such that any coefficients 𝑏𝑘𝑖 ∈ M+
𝑋

coming from 𝑤1−𝑎𝑖 𝑗−𝑛 (𝐹𝑖)∗ are moved to the right hand side of the factor 𝐹𝑗 .

Example 5.12. The formulas in Theorem 5.10 allow us to write down explicit expressions for the
deformed quantum Serre relations in the case 𝜏(𝑖) = 𝑖 ∈ 𝐼 \ 𝑋 and 𝑗 ∈ 𝑋 . We obtain

1−𝑎𝑖 𝑗∑
𝑛=0

(−1)𝑛
[
1 − 𝑎𝑖 𝑗

𝑛

]
𝑞𝑖

𝐹𝑗 � 𝑤1−𝑎𝑖 𝑗−𝑛,𝑛 (𝐹𝑖 ∗, 𝐹𝑖) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if 𝑎𝑖 𝑗 = 0,

−
𝑞𝑖𝑑𝑖 𝑗 + 𝑞−1

𝑖 𝑑𝑖 𝑗(
𝑞𝑖 − 𝑞−1

𝑖

) (
𝑞 𝑗 − 𝑞−1

𝑗

) if 𝑎𝑖 𝑗 = −1,

[2]𝑞𝑖
𝑞𝑖𝑑𝑖 𝑗 − 𝑞−1

𝑖 𝑑𝑖 𝑗

𝑞 𝑗 − 𝑞−1
𝑗

𝐹𝑖 if 𝑎𝑖 𝑗 = −2.

Under the identification Bc � (A, ∗), these relations coincide with the relations given in [Kol14,
Theorem 7.8] in the reformulation given in [BK15, Theorem 3.9]. Note that Z𝑖 in the present paper
coincides with −𝑞𝑖𝑐𝑖Z𝑖 in [BK15]. For 𝑎𝑖 𝑗 = −3, we obtain the new relation

1−𝑎𝑖 𝑗∑
𝑛=0

(−1)𝑛
[
1 − 𝑎𝑖 𝑗

𝑛

]
𝑞𝑖

𝐹𝑗 � 𝑤1−𝑎𝑖 𝑗−𝑛,𝑛 (𝐹𝑖 ∗, 𝐹𝑖)

= −[2]𝑞𝑖
𝑞3
𝑖 − 𝑞−3

𝑖

𝑞 𝑗 − 𝑞−1
𝑗

(
𝑑𝑖 𝑗 + 𝑑𝑖 𝑗

)
𝐹∗2
𝑖 −

𝑞3
𝑖 − 𝑞−3

𝑖(
𝑞𝑖 − 𝑞−1

𝑖

)2 (
𝑞 𝑗 − 𝑞−1

𝑗

) (𝑞3
𝑖 𝑑𝑖 𝑗 + 𝑞−3

𝑖 𝑑𝑖 𝑗

)
Z𝑖 .

In the special case where 𝑎 𝑗𝑖 = −1 with 𝑞𝑖 = 𝑞 and 𝑞 𝑗 = 𝑞3, this formula reproduces the formula given
in [RV20, (4.19)].

5.8. The quantum Serre relation for 𝜏(𝑖) = 𝑗 where 𝑖, 𝑗 ∈ 𝐼 \ 𝑋

All through this subsection we assume that 𝑖, 𝑗 ∈ 𝐼 \ 𝑋 with 𝜏(𝑖) = 𝑗 ≠ 𝑖. In this case, equation (3.1)
implies that

𝐹𝑖 ∗ 𝑢 = 𝐹𝑖𝑢 − 𝑐𝑖
𝑞(𝛼𝑖 ,𝑤𝑋 (𝛼𝑗))

𝑞𝑖 − 𝑞−1
𝑖

𝐾𝑤𝑋 (𝛼𝑗)−𝛼𝑖𝜕
𝐿
𝑗,𝑋 (𝑢) (5.35)
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for all 𝑢 ∈ R𝑋 . Hence for any 𝑛 ∈ N, we have 𝐹∗𝑛
𝑖 = 𝐹𝑛𝑖 and

𝐹𝑗 ∗ 𝐹𝑛𝑖 = 𝐹𝑗𝐹
𝑛
𝑖 − 𝑐 𝑗

𝑞(𝛼𝑗 ,𝑤𝑋 (𝛼𝑖))

𝑞𝑖 − 𝑞−1
𝑖

𝐾𝑤𝑋 (𝛼𝑖)−𝛼𝑗 𝜕
𝐿
𝑖,𝑋

(
𝐹𝑛𝑖
)

(3.6)
= 𝐹𝑗𝐹

𝑛
𝑖 − 𝑐 𝑗

𝑞(𝛼𝑖 ,𝛼𝑗)

𝑞𝑖 − 𝑞−1
𝑖

(𝑛)𝑞2
𝑖
𝐾𝑖𝐾

−1
𝑗 𝑍𝑖𝐹

𝑛−1
𝑖

= 𝐹𝑗𝐹
𝑛
𝑖 − 𝑐 𝑗

𝑞
𝑛𝑎𝑖 𝑗−2𝑛+2
𝑖

𝑞𝑖 − 𝑞−1
𝑖

(𝑛)𝑞2
𝑖
𝐹𝑛−1
𝑖 𝐾𝑖𝐾

−1
𝑗 𝑍𝑖 . (5.36)

Moreover, one shows by induction on m, using equations (5.35), (3.2) and (3.4), that

𝐹∗𝑚
𝑖 ∗ 𝐹𝑗𝐹

𝑛
𝑖 = 𝐹𝑚𝑖 𝐹𝑗𝐹

𝑛
𝑖 − 𝑐𝑖

𝑞
2𝑛−(𝑛−1)𝑎𝑖 𝑗
𝑖

𝑞𝑖 − 𝑞−1
𝑖

(𝑚)𝑞2
𝑖
𝐹𝑚+𝑛−1
𝑖 𝐾 𝑗𝐾

−1
𝑖 𝑍 𝑗 . (5.37)

Inserting equation (5.36) into equation (5.37), we obtain

𝐹𝑚𝑖 𝐹𝑗𝐹
𝑛
𝑖 = 𝐹∗𝑚

𝑖 ∗ 𝐹𝑗 ∗ 𝐹∗𝑛
𝑖 + 𝑐𝑖

𝑞
2𝑛−(𝑛−1)𝑎𝑖 𝑗
𝑖

𝑞𝑖 − 𝑞−1
𝑖

(𝑚)𝑞2
𝑖
𝐹𝑚+𝑛−1
𝑖 𝐾 𝑗𝐾

−1
𝑖 𝑍 𝑗

+ 𝑐 𝑗
𝑞
𝑛𝑎𝑖 𝑗−2𝑛+2
𝑖

𝑞𝑖 − 𝑞−1
𝑖

(𝑛)𝑞2
𝑖
𝐹𝑚+𝑛−1
𝑖 𝐾𝑖𝐾

−1
𝑗 𝑍𝑖 . (5.38)

Using the relations

ℓ∑
𝑛=0

(−1)𝑛
[
ℓ
𝑛

]
𝑞

𝑞𝑛(ℓ+1) =
(
𝑞2; 𝑞2
)
ℓ
,

ℓ∑
𝑛=0

(−1)𝑛
[
ℓ
𝑛

]
𝑞

𝑞𝑛(ℓ−1) = 0,

which hold for all ℓ ∈ N, one shows that

1−𝑎𝑖 𝑗∑
𝑛=0

(−1)𝑛
[
1 − 𝑎𝑖 𝑗

𝑛

]
𝑞𝑖

𝑞
𝑛(2−𝑎𝑖 𝑗)
𝑖

(
1 − 𝑎𝑖 𝑗 − 𝑛

)
𝑞2
𝑖
= −

𝑞−1
𝑖

(
𝑞2
𝑖 ; 𝑞

2
𝑖

)
1−𝑎𝑖 𝑗

𝑞𝑖 − 𝑞−1
𝑖

, (5.39)

1−𝑎𝑖 𝑗∑
𝑛=0

(−1)𝑛
[
1 − 𝑎𝑖 𝑗

𝑛

]
𝑞𝑖

𝑞
𝑛(𝑎𝑖 𝑗−2)
𝑖 (𝑛)𝑞2

𝑖
= −

𝑞−1
𝑖

(
𝑞−2
𝑖 ; 𝑞−2

𝑖

)
1−𝑎𝑖 𝑗

𝑞𝑖 − 𝑞−1
𝑖

. (5.40)

Using equations (5.38), (5.39) and (5.40), we can now rewrite the quantum Serre relation 𝑆𝑖 𝑗
(
𝐹𝑖 , 𝐹𝑗
)
= 0

in terms of the star product ∗ on A. One obtains the following result:

Theorem 5.13. Let 𝑖, 𝑗 ∈ 𝐼 \ 𝑋 with 𝜏(𝑖) = 𝑗 ≠ 𝑖 and set 𝑁 = 1 − 𝑎𝑖 𝑗 . Then the relation

𝑁∑
𝑛=0

(−1)𝑛
[
𝑁
𝑛

]
𝑞𝑖

𝐹∗(𝑁−𝑛)
𝑖 ∗ 𝐹𝑗 ∗ 𝐹∗𝑛

𝑖

=
𝑐𝑖𝑞

−𝑁
𝑖

(
𝑞2
𝑖 ; 𝑞

2
𝑖

)
𝑁(

𝑞𝑖 − 𝑞−1
𝑖

)2 𝐹∗(𝑁−1)
𝑖 𝐾 𝑗𝐾

−1
𝑖 𝑍 𝑗 +

𝑐 𝑗𝑞𝑖
(
𝑞−2
𝑖 ; 𝑞−2

𝑖

)
𝑁(

𝑞𝑖 − 𝑞−1
𝑖

)2 𝐹∗(𝑁−1)
𝑖 𝐾𝑖𝐾

−1
𝑗 𝑍𝑖

holds in the algebra (A, ∗).

With the relation Z𝑖 = 𝑐𝑖𝑞𝑖𝑍 𝑗 , this theorem turns into case (III) of Theorem 1.2 under the isomor-
phism 𝜓 : Bc → (A, ∗).

https://www.cambridge.org/core/terms. https://doi.org/10.1017/fms.2021.61
Downloaded from https://www.cambridge.org/core. IP address: 74.104.145.188, on 05 Oct 2021 at 12:47:45, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/fms.2021.61
https://www.cambridge.org/core


38 Stefan Kolb and Milen Yakimov

Acknowledgments. We are grateful to the referee for valuable comments and corrections which helped us to improve the
exposition.

Conflicts of interest: None.

Financial Support: The research of the second named author was supported by NSF grants DMS-1901830 and DMS-2131243
and by Bulgarian Science Fund grant DN02/05.

References

[AV20] A. Appel and B. Vlaar, ‘Universal 𝑘-matrices for quantum Kac-Moody algebras’, Preprint, 2020,
arXiv:2007.09218v2.

[BK15] M. Balagović and S. Kolb, ‘The bar involution for quantum symmetric pairs’, Represent. Theory 19 (2015), 186–
210.

[BK19] M. Balagović and S. Kolb, ‘Universal K-matrix for quantum symmetric pairs’, J. Reine Angew. Math. 89 (2019),
299–353.

[BW18] H. Bao and W. Wang, ‘A new approach to Kazhdan-Lusztig theory of type 𝐵 via quantum symmetric pairs’,
Astérisque 402 (2018), vii+134.

[BW21] H. Bao and W. Wang, ‘Canonical bases arising from quantum symmetric pairs of Kac-Moody type’, Compos.
Math. 157(7) (2021), 1507–1537.

[CKY21] W. R. Casper, S. Kolb and M. Yakimov, ‘Bivariate 𝑞-Hermite polynomials and deformed quantum Serre relations’,
J. Algebra Appl. 20(1) (2021), 2140016.

[CLW20] X. Chen, M. Lu and W. Wang, ‘A Serre presentation for the 𝚤quantum groups’, Transform. Groups 26 (2021),
827–857.

[CLW21] X. Chen, M. Lu and W. Wang, ‘Serre-Lusztig relations for 𝚤quantum groups II’, Preprint, 2021, arxiv:2102.08200.
[dC19] H. de Clercq, ‘Generators and relations for quantum symmetric pair coideals of Kac-Moody type’, Preprint, 2019,

arXiv:1912.05368.
[ES18] M. Ehrig and C. Stroppel, ‘Nazarov-Wenzl algebras, coideal subalgebras and categorified skew Howe duality’,

Adv. Math. 331 (2018), 58–142.
[KLS10] R. Koekoek, P. A. Lesky and R. F. Swarttouw, Hypergeometric Orthogonal Polynomials and Their q-Analogues

(Springer-Verlag, Heidelberg, 2010).
[Kol14] S. Kolb, ‘Quantum symmetric Kac-Moody pairs’, Adv. Math. 267 (2014), 395–469.
[Kol21] S. Kolb, ‘The bar involution for quantum symmetric pairs–hidden in plain sight’, Preprint, 2021, arXiv:2104.06120.
[KY20] S. Kolb and M. Yakimov, ‘Symmetric pairs for Nichols algebras of diagonal type via star products’, Adv. Math.

365 (2020), 107042.
[Let99] G. Letzter, ‘Symmetric pairs for quantized enveloping algebras’, J. Algebra 220 (1999), 729–767.
[Let02] G. Letzter, ‘Coideal subalgebras and quantum symmetric pairs’, in New Directions in Hopf Algebras (Cambridge),

MSRI Publications vol. 43 (Cambridge University Press, Cambridge, 2002), 117–166.
[Let03] G. Letzter, ‘Quantum symmetric pairs and their zonal spherical functions’, Transform. Groups 8 (2003), 261–292.
[Let19] G. Letzter, ‘Cartan subalgebras for quantum symmetric pair coideals’, Represent. Theory 23 (2019), 99–153.
[Lus94] G. Lusztig, Introduction to Quantum Groups (Birkhäuser, Boston, 1994).
[Maj94] S. Majid, ‘Crossed products by braided groups and bosonization’, J. Algebra 163 (1994), 165–190.

[MOS69] W. Magnus, F. Oberhettinger and R. P. Soni, Formulas and Theorems for the Special Functions of Mathematical
Physics, third edn (Springer-Verlag, Reading, MA, 1969).

[Rad85] D. Radford, ‘Hopf algebras with projection’, J. Algebra 92 (1985), 322–347.
[RV20] V. Regelskis and B. Vlaar ‘Quasitriangular coideal subalgebras of𝑈𝑞 (𝔤) in terms of generalized Satake diagrams’,

Bull. Lond. Math. Soc. 52(4) (2020), 693–715.

https://www.cambridge.org/core/terms. https://doi.org/10.1017/fms.2021.61
Downloaded from https://www.cambridge.org/core. IP address: 74.104.145.188, on 05 Oct 2021 at 12:47:45, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/fms.2021.61
https://www.cambridge.org/core

	1 Introduction
	1.1 Background
	1.2 The problem
	1.3 Previous results
	1.4 Statement of results
	1.5 Methods
	1.6 Organisation of the paper

	2 Quantum symmetric pairs and partial parabolic subalgebras
	2.1 The setting
	2.2 Parabolic subalgebras
	2.3 Partial parabolic subalgebras
	2.4 Quantum symmetric pairs
	2.5 The Letzter map
	2.6 An antilinear isomorphism of quantum symmetric pair coideals

	3 The star product on the partial parabolic subalgebra
	3.1 Star products
	3.2 The pullback of the algebra structure on Bc
	3.3 Twisted skew derivations

	4 Continuous q-Hermite polynomials and deformed Chebyshev polynomials of the second kind
	4.1 Bivariate continuous q-Hermite polynomials
	4.2 A relation between q-Hermite polynomials for q2 and q-2
	4.3 Serre combinations of bivariate continuous q-Hermite polynomials
	4.4 Bar invariance of deformed quantum Serre polynomials
	4.5 Deformed Chebyshev polynomials of the second kind

	5 Generators and relations for Bc
	5.1 MX+-valued orthogonal polynomials
	5.2 The powers of Fi for τ(i)=i
	5.3 The quantum Serre relation for τ(i)=i≠j where i,jIX
	5.4 A recursive formula in the case τ(i)=i≠j where iIX and jX
	5.5 A generating function approach for τ(i)=i≠j where iIX and jX
	5.6 The quantum Serre combination of the polynomials ρm,n
	5.7 The quantum Serre relation for τ(i)=i where iIX and jX
	5.8 The quantum Serre relation for τ(i)=j where i,jIX


