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ABSTRACT: A set of realistic coastal simulations in California allows for the exploration of surface gravity wave effects on

currents (WEC) in an active submesoscale current regime. We use a new method that takes into account the full surface

gravity wave spectrum and produces larger Stokes drift than the monochromatic peak-wave approximation.We investigate

two high-wave events lasting several days—one from a remotely generated swell and another associated with local wind-

generated waves—and perform a systematic comparison between solutions with and without WEC at two submesoscale-

resolving horizontal grid resolutions (dx5 270 and 100m). WEC results in the enhancement of open-ocean surface density

and velocity gradients when the averaged significant wave height Hs is relatively large (.4.2m). For smaller waves, WEC

is a minor effect overall. For the remote swell (strong waves and weak winds), WECmaintains submesoscale structures and

accentuates the cyclonic vorticity and horizontal convergence skewness of submesoscale fronts and filaments. The vertical

enstrophy z2 budget in cyclonic regions (z/f. 2) reveals enhanced vertical shear and enstrophy production via vortex tilting

and stretching. Wind-forced waves also enhance surface gradients, up to the point where they generate a small-

submesoscale roll-cell pattern with high vorticity and divergence that extends vertically through the entire mixed layer.

The emergence of these roll cells results in a buoyancy gradient sink near the surface that causes a modest reduction in the

typically large submesoscale density gradients.
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1. Introduction

Surface gravity waves are known to have a strong dynamical

coupling with oceanic currents in at least two situations: in the

wind-driven surface boundary layer where they engender

Langmuir turbulence (LT) (Langmuir 1938; McWilliams et al.

1997; Thorpe 2004; Sullivan and McWilliams 2010; Belcher

et al. 2012), and in the surf zone where breaking induces littoral

(rip) currents (Longuet-Higgins and Stewart 1964; Feddersen

and Trowbridge 2005; MacMahan et al. 2006; Marchesiello

et al. 2015; Uchiyama et al. 2017). In both regimes a wave-

average theory of the effects of waves on currents (WEC)

(Craik and Leibovich 1976; McWilliams et al. 2004; Suzuki and

Fox-Kemper 2016) has been shown to yield useful and realistic

simulations. In this paper we explore WEC for upper-ocean

currents by an extension of this method.

The horizontal length scales L involved in LT are small

[#O (100)m] and partly overlap with the scales of submesoscale

currents (McWilliams 2016). The submesoscale regime mani-

fests when the local Rossby number Ro5 V/(fL) (V is a typical

horizontal velocity scale and f the Coriolis frequency) is O (1),

with the emergence of short-lived (hours to days), intermediate-

sized O (0:1–10) km flow structures of density fronts and fila-

ments, and coherent vortices. Such fronts and filaments are

characterized by strong surface cyclonic vorticity, horizontal

convergence, vertical velocity, and horizontal density gradients

(Mahadevan and Tandon 2006; Nagai et al. 2006; Capet et al.

2008a,c; Gula et al. 2014; Bracco et al. 2016; Wang et al. 2021).

These structures play a significant role in the transport of ma-

terials nearshore (Romero et al. 2013; Dauhajre et al. 2019) and

in the upper open-ocean (Goodman 2012; Lévy et al. 2012;

Zhong and Bracco 2013; Mahadevan 2016).

In this context, numerical large-eddy simulations (LES) that

explicitly calculate the boundary layer turbulence have proved

useful for resolving relevant dynamical scales involved in LT

and even in some pioneering studies for their interaction with

submesoscale currents (Sundermeyer et al. 2014; Hamlington

et al. 2014; Sullivan and McWilliams 2019). However, such

studies rely on simplified conditions such as flat bathymetry

and horizontally uniform wind stress and wave Stokes drift,

thus encompassing only a limited view of submesoscale cur-

rents and their spatial inhomogeneity and temporal non-

stationarity. Also, in previous idealized studies of WEC, the

simplifying assumption of wind-wave equilibrium is often

made, even though it is not pervasive in nature (Hanley et al.

2010), and often the wave forcing is simplified to a spectrum-

peak monochromatic wave field (Sundermeyer et al. 2014).

To overcome these limitations we instead use a high-resolution

circulation model with a parameterization for the effects of

boundary layer turbulence. Our code is the Regional Oceanic

Modeling System (ROMS; Shchepetkin and McWilliams 2005),

including WEC (Uchiyama et al. 2010). A key aspect of this

work is that we use reanalysis wind and wave forcings that are

broad band and not assumed to be in equilibrium. A com-

panion study of current effects on waves (CEW) is Romero

et al. (2020), although we do not include a full CEW–WEC

coupling here. Previous investigations of realistic, coupled
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wave–current interaction have focused on estuary (Olabarrieta

et al. 2011) and nearshore (Kumar et al. 2012) regions, although

neither have explored wave effects on submesoscale flows.

The present paper is primarily an exploration of the WEC

possibilities for submesoscale currents. The theoretical frame-

work for interpreting this interaction is limited. It includes the

ideas of an advective vortex force, an augmented Coriolis force,

and material concentration advection—all related to the wave

Stokes drift current. Often this leads to both an Eulerian

current partly in opposition to the Stokes drift and to modi-

fied frontogenetic secondary circulations around fronts and

filaments (McWilliams 2018).

In section 2 we describe the oceanic model configuration

used to produce a family of middle California (MidCal) solu-

tions at two submesoscale resolutions: dx5 270 and 100m.We

explain the WEC implementation in ROMS, which includes a

representation of the wave Stokes drift velocity obtained from

realistic wave solutions (Romero et al. 2021). In section 3 we

provide a statistical comparison of submesoscale fields from

solutions with and without WEC. In section 4 we give a dy-

namical interpretation of WEC statistical properties by inves-

tigating the dynamical balances for vertical and horizontal

enstrophy, squared horizontal buoyancy gradient, and hori-

zontal divergence, including WEC for the first time. This

analysis allows the identification of the mechanism by which

waves, when big enough, reinforce submesoscale activity

(frontogenesis) near the surface. Similarly, we show how wind-

forced waves can produce roll-cell currents that disrupt classic

submesoscale features. In section 5 we illustrate WEC effects

in an individual submesoscale filament by decomposing the

momentum balance in the along/across-filament frame to

show the relative importance of the vortex force. We discuss

the resemblance of the roll cells similar to Langmuir cells in

LT that emerge when there are large wind-forced waves.

Finally, we provide kinetic energy conversion estimates in

different wave regimes. Results are summarized and dis-

cussed in section 6.

2. Simulation setup

a. ROMS configuration

We simulate the 3D oceanic circulation in the MidCal

coastal sector using ROMS. It solves the hydrostatic primitive

equations, where the vertical mixing relies on a K-profile pa-

rameterization (Large et al. 1994). The parent solutions (re-

ferred to as L0 and L1, with dx 5 4 and 1 km horizontal

resolution, respectively), encompassing the full U.S.WestCoast,

are downscaled successively with a one-way nesting technique

(Mason et al. 2010) to produce two finer, submesoscale-resolving

(Capet et al. 2008a) horizontal grid resolutions: first a dx 5
270-m horizontal resolution (called L2), and then a dx5 100m

horizontal resolution (L3). We show the two corresponding

domains in Fig. 1. The grids are centered on the Channel

Islands and capture the physical variability of the areas sur-

rounding Point Conception, the Channel Islands, and the Santa

FIG. 1. Regional Oceanic Modeling System (ROMS) domains in MidCal at two horizontal

resolutions: the L2 domain delimited in blue with an average horizontal spacing dx5 270m and

the L3 domain in teal with dx5 100m. Simulated sea surface temperature (SST) is plotted as a

snapshot at 0435 local time11 Dec 2006. The dashed boxes show sampled areas used for the

statistical analysis of the open ocean.We plot in black the 50-, 500-, 1000-, and 3000-m isobaths.
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Barbara Channel. The present study focuses solely on the

open-ocean dynamics (areas delimited by dashed lines in

Fig. 1). This ROMS configuration is from the same family

of solutions as analyzed in Dauhajre et al. (2019), con-

taining the same realistic bathymetry, tidal variability

(Buijsman et al. 2012), and atmospheric forcing. Tides are

included in the parent L1 solution and pass through the

boundary conditions to both L2 and L3. The nests are

forced hourly by realistic atmospheric fields and fluxes

(precipitation, solar radiation, wind, and air temperature

and humidity) interpolated from a parent dx 5 6 km hori-

zontal resolution Weather Research and Forecast (WRF)

Model (Michalakes et al. 1998) solution, derived from the

NCEP NARR database. Atmospheric fluxes are parame-

terized according to Large (2006) and account for surface

ocean currents through a wind–current coupling parameteriza-

tion that produces a more realistic eddy kinetic energy level

(Renault et al. 2016; Renault et al. 2021).

Simulations are performed first without WEC in L2 and L3.

When the WEC capability is enabled in ROMS (section 2b),

WEC solutions are produced with the same boundary condi-

tions. The L2 lower-resolution analysis presented here is based

on 1-h output frequency of instantaneous fields and simulates

the month of December 2006. We choose this wintertime

period due to a combination of rough weather, associated

with large-wave-amplitude events, with a less stratified

upper ocean (compared to summer) that energizes more

active submesoscale dynamics (Callies et al. 2015). The L3

higher-resolution analysis utilizes a higher output frequency of

30 min of instantaneous fields and targets two specific

large-wave-amplitude events in December 2006 (event 1:

9–14 December 2006, event 2: 27–29 December 2006; see

Fig. 2 and section 3a). For these L3 simulations we start the

integrations 2 days (observed adjustment time of the sur-

face layer dynamical balance) prior to each high-wave

event to allow the solution to adjust to the grid-size change

and only analyze the solution during the events.

b. WEC implementation in ROMS

Originally WEC was implemented in ROMS by Uchiyama

et al. (2010), within the asymptotic theoretical assumption of a

small wave slope framework established by McWilliams et al.

(2004). It uses the vortex force formalism, for conservative

wave-averaged dynamical effects of waves acting on currents,

in combination with accelerations due to wave breaking and

wave-induced mixing effects. It results in the addition of the

conservative Stokes drift vortex force and material advec-

tion, the Stokes–Coriolis force, the wave-induced pressure

corrections (such as the Bernouilli head or in the surface

boundary conditions), and the quasi-static sea level setup.

Other WEC contributions are nonconservative, such as wave-

induced mixing of momentum and tracers, bottom drag, and

breaking, some of which are negligible in the open ocean.

However, these simulations were made with the conventional

K-profile parameterization without its LT augmentation (Li

et al. 2019); this modification is left for future work. These

WEC contributions are computed in accordance with a given

wave field. The wave field is usually determined by a spectral

numerical wave model such as WAVEWATCH 3 (WW3;

Tolman 2009), which provides wave parameters that are passed

FIG. 2. Time series (days since 0000 local time 1 Dec 2006) of (first row) wind speed ywind and

wave amplitude Awave (blue and black, respectively), squared normalized (second row) vor-

ticity and (third row) divergence at 1m below the surface, and (fourth row) squared vertical

shear vertically integrated over the first 10m. The latter three panels are shown as the RMS

ratios R of solutions with and without WEC in the L2 (blue) and L3 (teal) solutions during

December 2006. L3 solutions are only displayed during high-wave events, i.e., when

Awave * 1.5m. Fields are horizontally averaged in the sampled areas shown in Fig. 1.
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to ROMS to compute the WEC contributions, e.g., Kumar

et al. (2012).

Previous uses of the ROMS-WEC model relied on the

spectrum-peak approximation which produces a generally

small Stokes drift near the surface in the open ocean (com-

pared to full-spectrum WW3 estimates) (Romero et al. 2021).

To remedy this underestimation, we utilize here a more real-

istic approach for calculating Stokes drift that respects the

broad wavenumber and frequency spectra typical of observed

surface gravity waves, thus departing from the original WEC

implementation of Uchiyama et al. (2010). The setup of the

WW3 model we use is the same as in Romero et al. (2020),

calculated on the L2 and L3 grids. This method, described by

Romero et al. (2021), uses the surface Stokes drift and Stokes

transport resulting from the full wave spectrum integration in

WW3 to approximate the vertical profile of Stokes drift, which

is similar to the work by Breivik et al. (2014) but not limited to

deep-water waves. Therefore, it is better suited for coastal

applications and can better handle conditions with mixed wind

sea and swell. It allows a variety of wave events to produce

different Stokes drift intensities and vertical structures. High-

frequency wave spectrum components (generally excited by

wind) contribute primarily near the surface, and lower-frequency

contributions, such as from remote swells, affect the Stokes

drift profile deeper (Tamura et al. 2012). For comparable

surface Stokes drift velocities, the vertical extent of the Stokes

drift is therefore usually larger for swell events from large

distant storms than it is for wind-forced waves. In the MidCal

region we expect the westerlies to generate Stokes drift

mainly eastward. In addition, offshore storms generate

oceanic waves, and during the winter season we expect

them mainly from the interior North Pacific, thus propa-

gating eastward as swell waves. These remote swell events

are particularly susceptible to misalignment with the local

wind direction.

3. WEC phenomena

a. Wave amplitude dependency

Figure 2 shows a time series of the horizontally averaged

wind and wave forcings (see the first row) that are used in L2

and L3 during the month of December 2006. The spatial av-

eraging is performed within the respective dashed boxes in

Fig. 1 that exclusively sample the open-ocean dynamics (results

are similar when performing the averages in only the L3 sub-

domain). The L3 atmospheric forcing fields are interpolated

from L2 and therefore have equivalent time series. We identify

two periods of time when the averaged wave amplitude Awave

gets larger than about 1.5m (horizontal gray dashed line): one

period in between 9 and 14 December 2006 (5 days starting at

0400 local time), and another starting on 27 December 2006

that lasts 48 h (2 days starting at 0400 local time); we refer to

these high-wave periods as events 1 and 2, respectively, and

they are gray shaded in Fig. 2. They are associated with a

surface Stokes drift amplitude of 0.1m s21 or higher. The two

events differ in their wind intensity and corresponding wave

spectrum. During event 1 the local wind is weak with a variable

direction, and the waves are mostly remotely generated swell.

Event 2 is a combination of strong westerly wind and large-

amplitude waves, which arise from local wind generation. In

both events the Stokes drift is mainly eastward. Because of

the strong wind we expect event 2 to display dynamics that

departs from the familiar submesoscale framework with or

without WEC, as discussed in Sun et al. (2020), where they

demonstrate that wind bursts can erode submesoscale vor-

ticity and divergence.

We compare fields indicative of submesoscale flows for

WEC and NO WEC solutions by computing the ratio of the

spatially averaged variances of vertical vorticity, z 5 yx 2 uy,

and horizontal divergence, d 5 ux 1 yy, 1m below the surface,

and of vertical shear variance, jvhz j2 5 (u2
z 1 y2z), integrated over

the first 10m. The 3D Cartesian velocity components are v 5
(u, y, w), and a vector superscript h denotes the horizontal

components. These ratios are designated by Rz, Rd, and Ryz.

Note that the variances of z and vz are, respectively, the vertical

component and the horizontal component of the enstrophy

(the latter in a hydrostatic approximation).

When the wave amplitude (Awave 5Hs/2
ffiffiffi
2

p
) is small with

Awave , 1.5m, the ratio of the three fields is close to unity,

meaning that, on average, the solutions with and without wave

forcing have velocity gradients of comparable amplitude (e.g.,

days 0–10 in Fig. 2). For small waves the solutions with WEC

are similar to the solutions without WEC. During the high-

wave events (shaded areas in Fig. 2), ratios of surface velocity

gradients become larger than one, implying a departure from

‘‘typically’’ discussed submesoscale dynamics (i.e., without

WEC). This applies to related quantities such as vertical ve-

locity and buoyancy gradients, but these are not shown here.

WEC enhances velocity and density gradients near the surface

where Stokes drift is important. This effect is accentuated at

the L3 level. The ratios reach 30 times higher enstrophy and

70 times higher squared divergence for the L3 WEC solutions.

We also observe that the squared vertical shear is enhanced

with WEC during both events at L3. In particular, peaks of

vertical shear are concomitant with peaks of divergence and

enstrophy during event 1.

b. WEC statistical impacts

We illustrate the WEC enhancement of near-surface ve-

locity gradients with snapshots of surface normalized vorticity

in Fig. 3. We compare the solution with wave forcing to the

solution without waves in the L2 domain at 1600 local time

28 December 2006, during event 2. The solution without WEC

forcing displays familiar properties of submesoscale dynamics

with amixture of fronts, vortices, and filaments with large, positive

vorticity (z/f � 1). The NO WEC solution favors cyclonic struc-

tures with a skewness of 2.0 for the two high-wave events com-

bined. The solution that includesWEChas stronger vorticity,more

visible on cyclonic structures. The skewness of theWEC solution is

3.1 during the high-wave events. The submesoscale dynamics is

also favoring convergent structures, and the skewness in normal-

ized divergence is 21.7 without WEC and 22.0 with WEC.

Figure 4 further illustrates more highly resolved WEC ef-

fects on submesoscale currents in the L3 domain. WEC and

NOWEC solutions tend to decorrelate with time. However, by

initializing each L3 simulation close to the beginning of the
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high-wave events, a limited period of correlation allows direct

comparisons of individual structures between WEC and NO

WEC solutions, particularly when the wind is weak. For in-

stance, it is possible to follow, from the same initial conditions,

the emergence and life span of the cyclonic vortex visible in the

south corner of theNOWEC solution in Fig. 4 and to identify it

in the WEC solution during event 1. We use a technique that

takes advantage of this property in section 5a.

When both wind and waves are large, a previously unresolved

type of flow structure arises with WEC. It takes the form of

overturning roll cells with thin stripes of positive and negative

vorticity z, in the areas covered by the propagation direction of the

waves (mainly from the northwest in that time period), e.g., as

visible during event 2 inFig. 3. Thewave-sheltered areas such as the

Santa Barbara Channel do not develop such structure for instance.

These roll cells disrupt and replace the classical submesoscale

structures when wind and wave amplitudes are strong enough.

They do not sit in a particular position as regards preexisting sub-

mesoscale structures, but developwidely in relation to thewindand

waves, as opposed to submesoscale structures which lie mostly on

the edges of mesoscale eddies. To our knowledge, these roll cells

havenever been resolved inmultiscale realistic oceanic simulations.

Defining a roll cell as an elongated lobe of cyclonic vertical

vorticity alongside an elongated lobe of anticyclonic vorticity,

similar to a small and spatial repeating filament, we estimate

an averaged cell width ofL’ 1.8 km at the L2 level and 0.6 km at

the L3 level. The factor of 3 comes from the immediate reduction

of scales from L2 to L3, meaning that the size is resolution sen-

sitive. This leads to the inference that it is underresolved at theL2

level and that an even higher horizontal resolution analysis is

needed for confirmation that L3 suffices to describe them prop-

erly, but we leave this for a future study.

These structures are predominantly present during event 2,

and strong wind seems to be primarily responsible for their

appearance. But, by comparingWEC to NOWEC solutions, it

is also clear that WEC enhances them. WEC seems to be re-

lated to these structures to the extent that during event 1, roll

cells are only visible in some places of WEC solutions. They

arise mainly in anticyclonic regions as shown in Fig. 3 during

event 1 for instance. They have a time evolution and devel-

opment that is correlated to the wind and wave forcings. Once

developed, they are advected by larger-scale flows. We further

examine these roll-cell structures in section 5b.

To further analyze the dynamical effect of WEC, we com-

pute the surface kinetic energy spectrum of the solutions over

the two large-wave-amplitude events in Fig. 5. The L3 solution

contains more energy than L2. This difference reflects the

better resolved submesoscale dynamics at higher resolution

(Capet et al. 2008a). WEC also increases the energy, particu-

larly at the L3 level. During event 1 the kinetic energy is en-

hanced at every scale by a factor of at least 2. This is consistent

with the measure of enhanced velocity gradients near the sur-

face.At the largestwavelengths, this is because the bettermodels

resolve the submesoscale regime (L3 compared to L2) the more

energetic the mesoscale regime (Capet et al. 2008a,b,c), due to

the inverse energy cascade (Kraichnan 1967; Charney 1971).

During event 2 the largest flow scales are almost unchanged,

but small scales are very energized by WEC. Between length

scalesL of 200m to 2km, the solution withWEC energy is almost

anorder ofmagnitudemore thanNOWEC.This is the signatureof

the appearance of the roll cells visible in Figs. 3 and 4, as their

estimated size, L ’ 600m, lies within this range; the energy spec-

trum of the WEC L3 solution is peaking very close to this length

scale. Similarly, the energy spectrum of theWECL2 solution has a

kink close to the length scaleL’ 1.8km. By comparing NOWEC

solutions during event 1 and 2, we can see that the wind itself im-

pacts the shapeof thedistribution.During thehighwindevent 2 the

large scales are less energized thanduring event 1while small scales

are more energized, regardless of the inclusion of the waves.

A probability density function (PDF) of near-surface den-

sity gradients (Fig. 6) during events 1 and 2 additionally shows

WEC effects on submesoscale fronts and filaments. At both L2

and L3 levels (L2 is not shown here for brevity), the PDF of

event 2 solutions with and without waves contain fewer high

density gradient structures, by an order of magnitude, than the

solutions from event 1. With WEC the tail of the PDF is

FIG. 3. Snapshots of surface normalized vorticity in the full L2 domain at 1600 local time 28 Dec 2006 (event 2).

(left) The solution without wave forcing and (right) the solution withWEC. Regions of cyclonic vorticity are in red

(anticyclonic regions are in blue). Note that the color bar is saturated.
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decreased by an extra order of magnitude from NO WEC to

WEC solutions. This is consistent with the results of Sun et al.

(2020) suggesting that wind can destroy density gradients.

It also suggests that the roll cells arising when the wind

strengthens, visible in Figs. 3 and 4, replace the preexisting high

density submesoscale structures in some locations.

Remotely generated waves (event 1) are associated with a

slight increase of high density gradient structures compared to

the NO WEC solution, particularly visible at L3 (coral curves

in Fig. 6). This is consistent with WEC-enhanced horizontally

averaged density gradients shown in Fig. 2 near the surface.

Generally, these statistical analyses demonstrate that when

Awave is large, WEC enhances surface density and velocity

gradients in the submesoscale regime. During event 1 WEC

strengthens submesoscale structures and enlarges their cy-

clonic vorticity and convergence preference, whereas during

event 2 there is a similar statistical increase in near-surface

density and velocity gradients. However, we observe the emer-

gence of a previously unresolved type of small-scale roll-cell

structures that seems to rarefy high density gradient preexisting

submesoscale structures. In this manner, event 2 statistics cap-

ture two different mechanisms. Where submesoscale structures

are maintained, their velocity and density gradients are in-

creased. But when they are replaced by roll cells, the density

gradients are diminished while only velocity gradients are

enhanced, because the roll cells’ signature is strong, spatially

oscillatory vorticity, divergence, and vertical velocity, but one

associated with a small horizontal density gradient.

4. WEC dynamics

In this section we analyze the statistical properties of multiple

dynamical balance equations, to complement the section 3b

statistical measures of WEC.

FIG. 4. Snapshots of surface normalized vorticity in the sampled box in the L3 domain at 1600 local time 12 Dec

2006 (event 1) and 1600 local time 28 Dec 2006 (event 2). (left) Solutions without wave forcing and (right) solutions

with WEC. Regions of cyclonic vorticity are in red (anticyclonic regions are in blue).

3370 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 51

Brought to you by UNIVERSITY OF CONNECTICUT | Unauthenticated | Downloaded 10/28/21 03:48 PM UTC



a. Enstrophy, buoyancy gradient, and divergence
balance equations

Following the original idea described in Srinivasan et al.

(2021), we derive the equation of evolution for the vertical

enstrophy, divergence, horizontal enstrophy, and squared buoy-

ancy gradient, but including here WEC terms for the first time.

They are directly derived from the primitive equations withWEC

(Uchiyama et al. 2010). Additional terms appear through the

vortex forces and the Bernouilli head in the momentum and

buoyancy gradient equations. The superscript ‘‘St’’ (after Stokes’s

name) is used to allow easy identification of these terms.

The equation of evolution for the vertical enstrophy with

WEC is

1

2

DLz2

Dt
52z(z1 f )d|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

Vs

1 z(u
z
w

y
2 y

z
w

x
)|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

Vt

2 z(z1 f )dSt|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
VSt

s

1 z(u
z
wSt

y 2 y
z
wSt

x )|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
VSt

t

1V
mix

1V
diss

, (1)

where DL/Dt i s the material derivative using the

Lagrangian velocity as the advective velocity, namely

DL/Dt5 ›t 1 vL � =5 ›t 1 (v1 vSt) � =. The terms Vs and Vt

are, respectively, the vortex stretching and vortex tilting terms.

Through the vortex force WEC terms appear as their equiva-

lents, VSt
s and VSt

t , containing horizontal gradients of Stokes

drift, e.g., dSt 5 uSt
x 1 ySty , w

St
y , and wSt

x .

The evolution equation for divergence with WEC is derived

using the Barkan et al. (2019) notation:

DLd

Dt
52d2 1 2J(u, y)|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

F hor

1 f z|ffl{zffl}
F Cor

2 (w
x
u
z
1w

y
y
z
)|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

F vert

2=h2fc|fflfflfflfflffl{zfflfflfflfflffl}
F pres

1 zSt 1 vhSt � (=2
?)v

h|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
F St

hor

1 f zSt|fflfflffl{zfflfflffl}
F St

Cor

2 (wSt
x uz

1wSt
y yz)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

F St
vert

1F
mix

1F
diss

, (2)

where J is the Jacobian operator, =h2 5 (›xx 1 ›yy) in the hor-

izontal Laplacian operator, and the pressure is a current–wave

composite, fc 5p1K , including K the Bernouilli head. It is

expressed as

fc 5 g(zc 2 ẑ)2 (P 2K )
zc
1

ð
(b2K) dz . (3)

The composite sea surface height, zc 5 z1 ẑ, contains the

wave setup ẑ, which tends to zero away from the shore. The

term 2(P 2K )zc is the integration constant that represents

the wave-induced pressure correction at the surface [see

Eqs. (5) and (9) in Uchiyama et al. (2010) for full expres-

sions], and K is the vertical vortex force,

K5 vh � v
z
. (4)

Other WEC terms are the Stokes–Coriolis term F St
Cor, the

Stokes vertical advective term F St
vert, and the Stokes horizontal

advective term F St
hor, which is the only one whose form is not

FIG. 5. Time-averaged surface kinetic energy horizontal wavenumber spectra during the two high-wave events.

We compare solutions with and withoutWEC (respectively, solid lines and dashed lines) at the two resolutions (L2

in blue, L3 in teal). We list the RMS values for z2 and j=hbj2 in Table 1 and for d and jvhz j2 in Table 2 during the two

events for context.

FIG. 6. PDF of horizontal density gradient in L3 during the two

large-wave-amplitude events: event 1 in coral and event 2 in

purple.

NOVEMBER 2021 HYPOL I TE ET AL . 3371

Brought to you by UNIVERSITY OF CONNECTICUT | Unauthenticated | Downloaded 10/28/21 03:48 PM UTC



similar to its NO WEC counterpart F hor. It contains the

product of Eulerian and Stokes vorticities, and the inner

product of Stokes drift with the second derivative of horizontal

Eulerian velocities. Note that, contrary to the other quantities

(vertical enstrophy, horizontal enstrophy, and squared buoy-

ancy gradient), divergence is not a quadratic quantity.

The evolution equation for the horizontal enstrophy or

squared vertical shear with WEC is

1

2

Djvhz j2
Dt

52(u2
zux

1 y2zyy)2 u
z
y
z
(y

x
1 u

y
)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Lh

1jvhz j
2
d|fflfflfflffl{zfflfflfflffl}

Ly

2 (b
x
u
z
1b

y
y
z
)|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

Lb

2 (u2
zu

St
x 1 y2zy

St
y )2 u

z
y
z
(yStx 1uSt

y )|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
LSt
h

1 jvhz j
2
dSt|fflfflfflfflfflffl{zfflfflfflfflfflffl}

LSt
y

2 (z1 f )(uSt
z yz 2 yStz uz

)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
LSt

1L
mix

1L
diss

. (5)

We recover terms as in a case without wave forcing: the

vertical and horizontal advective contributions, Ly and Lh, and

the buoyancy contribution Lb. WEC adds vertical and hori-

zontal advective counterparts, LSt
y and LSt

h , and a term that

contains the vertical shear of Stokes drift LSt.

Finally, we derive the evolution equation of the squared

horizontal buoyancy gradient with WEC (also called the

Lagrangian frontogenetic tendency equation):

1

2

DLj=hbj2
Dt

52(u
x
b2
x 1 y

y
b2
y)2b

x
b
y
(y

x
1 u

y
)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Bhor

2b
z
(b

x
w

x
1b

y
w

y
)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Bvert

2 (uSt
x b

2
x 1 ySty b

2
y)2b

x
b
y
(yStx 1uSt

y )|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
BSt
hor

2b
z
(b

x
wSt

x 1 b
y
wSt

y )|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
BSt
vert

1B
mix

1B
diss

. (6)

The buoyancy is defined as b52gr/r0, with g the gravity ac-

celeration and where the density r is normalized by a reference

density. Similar to the previous balances, the Stokes drift ap-

pears in additional horizontal and vertical advective terms in

the frontogenetic tendency equation.

We account for nonconservative forces in all of (1), (2),

(5), and (6) through the terms with the subscripts ‘‘diss’’

and ‘‘mix.’’ The latter stands for dissipation processes in-

duced by lateral hyperdiffusion from the advection

schemes for tracers and momenta, and the former for the

parameterized vertical mixing. The hyperdiffusion can be

estimated by the difference between the third-order, up-

stream-biased, and fourth-order central advection schemes

(Lemarié et al. 2012).

b. WEC impacts on dynamical balances

The term magnitudes in the three quadratic balance equa-

tions, (1), (5), and (6), and in the divergence Eq. (2) are listed in

Tables 1 and 2, where the root-mean-square (RMS) operation

is performed within the open-ocean dashed box of L3 (see

Fig. 1) at 1m below the surface during both high-wave events.

This allows highlighting the terms which contribute most to

the balances. For the squared buoyancy gradient, we do not

provide an offline estimate of the Bdiss RMS value, because

this (hyper)diffusion is implicit in the advection operator in

ROMS, but we expect this term to be always frontolytic, e.g.,

as in Gula et al. (2014).

Event 1 without waves (first column of Tables 1 and 2) illus-

trates familiar submesoscale dynamics. The vertical enstrophy

evolution is controlled at leading order by the balance of vortex

stretching and nonconservative terms. The divergence rate

mainly reflects advective processes. Both the squared vertical

shear and buoyancy gradient evolutions are substantially

influenced by vertical mixing. The comparison between the two

events without waves (first and third column of Tables 1 and 2)

shows the action of the onset of strong wind: vertical mixing

terms amplify, and surface current intensification leads to

larger surface nonlinearities, larger vertical shear, and smaller

buoyancy gradients.

The WEC impact on these balances appears in two ways:

indirect (Table 1) and direct (Table 2). The indirect impact

of WEC occurs in the vertical enstrophy and squared buoy-

ancy gradient balances as indicated in the second and fourth

columns of Table 1 where waves are included. The RMS

values of these two fields are enhanced by an order of mag-

nitude in both high-wave events compared to their respective

cases without waves. Consistently, the RMS value of terms

that contain velocity gradients (Vs, Vt, Bhor, and Bvert, for

instance) increases, while they do not explicitly depend on

Stokes drift or other WEC variables. These advective terms

are the most important ones in these balances when WEC is

included, and the WEC terms are actually negligible in these

two balances because the Stokes drift is generally horizon-

tally smooth (i.e., horizontal gradients of Stokes drift are

small and therefore terms such as VSt
s , V

St
t , B

St
hor, and BSt

vert are

negligible). Hence, WEC enhances velocity gradients fields,

which in turn leads to larger sources of both vertical ens-

trophy and squared buoyancy gradient.
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The WEC impact is direct when the WEC terms are of

leading-order magnitude (Table 2). For instance, the

Stokes horizontal advective term F St
hor is strong in the di-

vergence balance. However, as previously stated, this latter

actually reflects the enhanced gradients of the Eulerian

fields with WEC (the dominant part of this term comes

from the second derivative of the Eulerian field). But, in

the vertical shear balance the term LSt is large, and this

comes from the vertical shear of the Stokes drift itself.

These terms induce explicit, nonnegligible additions to

the dynamical balances, and they are a starting point to

understand the modifications these analyzed quantities

undergo due to WEC.

c. Vertical structure

Here, we further assess WEC influence on the dynamical

balances by examining vertical profiles of contributing terms.

We perform a conditional horizontal averaging by isolating

regions of high normalized surface cyclonic vorticity (i.e., z/f.
2). This condition aims at capturing submesoscale front and

filament signals statistically. Figure 7 shows the resulting ver-

tical structure of the dominant terms contributing to the

TABLE 1. Vertical enstrophy [Eq. (1)] and squared buoyancy gradient [Eq. (6)]: RMS values at 1m depth within the L3 open-ocean

sampling domain.

WEC included No Yes No Yes

Event No. 1 1 2 2

Vertical enstrophy

z2 (s22) 2.7 3 1028 1.6 3 1027 3.4 3 1028 1.4 3 1027

Vs (s
23) 1.1 3 10211 3.6 3 10210 8.9 3 10212 1.0 3 10210

Vt (s
23) 8.1 3 10213 6.5 3 10212 1.8 3 10212 2.7 3 10211

VSt
s (s23) 1.5 3 10213 4.7 3 10213

VSt
t (s

23) 3.7 3 10213 1.9 3 10212

Vmix (s
23) 1.3 3 10212 2.3 3 10211 4.5 3 10212 3.6 3 10211

Vdiss (s
23) 1.4 3 10212 4.1 3 10211 2.3 3 10212 2.5 3 10211

Squared buoyancy gradient

(=hb)
2
(s24) 4.3 3 10213 1.0 3 10212 1.5 3 10213 4.0 3 10212

Bhor (s
25) 9.2 3 10217 9.3 3 10216 4.3 3 10217 1.6 3 10215

Bvert (s
25) 4.4 3 10217 1.7 3 10216 1.7 3 10218 1.1 3 10215

BSt
hor (s

25) 3.5 3 10219 2.3 3 10218

BSt
vert (s

25) 1.3 3 10217 5.4 3 10218

Bmix (s
25) 2.4 3 10216 6.4 3 10216 5.2 3 10217 1.0 3 10215

TABLE 2. Horizontal enstrophy [Eq. (5)] and divergence [Eq. (2)]: RMS values at 1m depth within the L3 open-ocean sampling domain.

WEC included No Yes No Yes

Event No. 1 1 2 2

Horizontal enstrophy

jvhz j2 (s23) 2.5 3 1024 2.4 3 1024 5.3 3 1024 5.7 3 1024

Lh (s
23) 1.1 3 1028 2.7 3 1028 1.7 3 1021 7.2 3 1028

Ly (s
23) 1.7 3 1028 6.4 3 1028 2.8 3 1028 1.5 3 1027

Lb (s
23) 3.0 3 1029 3.9 3 1029 2.5 3 1029 6.8 3 1029

LSt
h (s23) 1.5 3 10210 1.4 3 1029

LSt
y (s23) 2.9 3 10210 2.2 3 1029

LSt (s23) 1.3 3 1028 2.7 3 1028

Lmix (s
23) 4.2 3 1028 9.5 3 1028 8.3 3 1028 1.5 3 1027

Ldiss (s
23) 8.6 3 10210 7.5 3 1029 9.6 3 10210 5.4 3 1029

Divergence

d (s21) 5.2 3 1025 1.3 3 1024 5.9 3 1025 2.1 3 1024

F hor (s
22) 1.3 3 1028 1.4 3 1027 1.6 3 1028 1.1 3 1027

F Cor (s
22) 6.3 3 1029 1.1 3 1028 7.9 3 1029 2.0 3 1028

F pres (s
22) 1.5 3 1029 1.3 3 1028 9.3 3 10210 2.4 3 1028

F vert (s
22) 3.6 3 1029 1.2 3 1028 3.7 3 1029 1.7 3 1028

F St
hor (s

22) 7.1 3 1028 5.4 3 1027

F St
Cor (s

22) 8.0 3 10211 1.5 3 10210

F St
vert (s

22) 3.1 3 1029 1.6 3 1028

F mix (s
22) 5.6 3 1029 2.1 3 1028 1.9 3 1028 1.9 3 1027

F diss (s
22) 3.9 3 1029 3.4 3 1028 8.9 3 1029 8.4 3 1028
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balances of vertical enstrophy, divergence, horizontal ens-

trophy, and squared buoyancy gradient during both high-wave

events. The main signal of horizontal enstrophy is confined to

the first 10m (Figs. 7c,e,f), which is comparable to the decay

length of the Stokes drift, as opposed to the 30m vertically

averaged extension of the signals from other balances corre-

sponding to the average mixed layer depth during event 1

(Figs. 7a,b,d,g,h). During event 2, the profiles and the mixed

layer are deeper due to the strong wind, reaching on average

50–60 m in depth. Beside stratification, all the profiles vanish

rapidly below this depth.

As illustrated in the first row of Fig. 7, the conditional av-

eraging successfully captures high vorticity features (Fig. 7a)

associated with surface convergence (Fig. 7b) and high surface

buoyancy gradients (Fig. 7d). But, surface buoyancy gradients

from event 2 are on average smaller than during event 1, cor-

roborating the similar result in Fig. 6, which shows that the

combination of high wind and waves does not favor large

density gradients.

Note that, because usually extrema of vorticity do not co-

incide with extrema of divergence, the divergence balance is

less trusted as properly reflecting submesoscale dynamics when

using this conditional averaging on high vorticity.

1) EVENT 1: REMOTE SWELL

During event 1 (coral curves, Fig. 7), the extra Stokes-drift

vertical-shear term LSt is of leading order in the horizontal

enstrophy evolution (Fig. 7e). Combined with the Eulerian

advection sources (SiLi in Fig. 7f), this leads to larger vertical

shear at almost all depths when WEC is included (Fig. 7c). In

turn, terms that contain the vertical shear, in particular the

vortex tilting term Vt (Fig. 7h) as a large source of vertical

enstrophy, increase with WEC. Additionally, larger surface

relative vorticity in WEC leads to larger vortex stretching,

which actually dominates as a vorticity source. Ultimately,

both vortex stretching and tilting Vs 1 Vt (Fig. 7h), are en-

hanced withWEC as sources. This is the indirect mechanism of

WEC by which surface velocity gradients fields are enhanced.

2) EVENT 2: LOCAL WAVE GENERATION

In the vertical enstrophy balance there is a competition be-

tween the combined vortex stretching and tilting,Vs1Vt in (1)

FIG. 7. Conditionally averaged (z/f . 2, see text) vertical structures of (a) vertical enstrophy z2 (s22),

(b) divergence d (s21), (c) horizontal enstrophy jvhz j2 (s22), and (d) squared buoyancy gradient j=hbj2 (s24) and

(e)–(h) dominant terms contributing to their dynamical balances during both large-wave-amplitude events (coral

for event 1, purple for event 2). Solutions withoutWEC are dashed lines, and solid lines includeWEC. Terms of the

horizontal enstrophy balance (5) have been gathered such as SiLi 5 Lh 1 Ly 1 Lb (s
23) in (f). Panel (e) shows the

termLSt (s
23) also from (5). Panel (g) shows the sumBhor1Bvert (s

25) from (6), and panel (h) the sumVt1Vs (s
23)

from (1). The time-averaged mixed layer depth of event 1 is represented with orange dotted lines. During event 2,

the mixed layer extends approximately down to 50m deep. We only show the L3 solutions here. Quantities vanish

below ’ 50m depth.
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(purple curves in Fig. 7h), as sources, and a competition be-

tween the nonconservative effectsVdiss 1Vmix (not shown), as

sinks. But, in event 2, source terms peak below the surface.

These profiles reveal the dominance of the vortex-tilting term

(Vt), where vertical velocity w is largest below the surface

(Gula et al. 2014). As shown in Fig. 5, small submesoscale

structures have more energy with WEC, and the roll cells,

visible in Fig. 4, emerge and are typically associated with high

wx and wy, and therefore larger vortex tilting during event 2.

This is the mechanism by which wind-generated waves tilt

horizontal vorticity anomalies into the vertical. Also, the ver-

tical shear is larger during event 2 (compared to event 1

(Fig. 7c), which further increases the vortex tilting with the

location of peak shear generation approximately collocated

with maximum vertical enstrophy generation (Figs. 7e,h). In

this manner WEC generates more vertical enstrophy during

event 2.

Near the surface the advective processes [Bvert, Bhor of (6)]

are, contrary to event 1, sinks for the squared buoyancy gra-

dient evolution (Fig. 7g). This reflects the onset of the roll cells

that exhibit a spatially oscillatory pattern in vorticity, diver-

gence, and vertical velocity. These structures contain large wx

and wy values that can control the magnitude of the Bvert term.

A z/f . 2 conditional averaging isolates Bvert , 0 terms (not

shown) that dominate the full advective term. This domi-

nance by Bvert is distinctive in the wind-forced wave regime

and consistently illustrates the weakening of density-gradient

structures during that event (Figs. 6 and 7).

To summarize, we find that the vertical shear of the Stokes

drift is responsible for the important extra source of vertical

current shear LSt, which in turn increases the vortex tilting Vt

during event 1 and ultimately amplifies submesoscale vorticity

near the surface. Under local wind-generated waves, the

Eulerian advection (through Bvert) is often responsible for

the destruction of submesoscale structures, as evidenced by the

decrease of surface buoyancy gradient. The emergence of roll

cells is associated with vertical enstrophy generation, sup-

ported by the enhanced vertical shear induced by the Stokes

drift vertical shear. This analysis untangles the statistical

properties of event 2 that capture both the destruction of

classical submesoscale structures (decrease of surface velocity

and density gradients) and the emergence of the roll cells (in-

crease solely of surface velocity gradients).

5. Flow structures

In this section we examine some individual flow structures to

complement the previous statistical and dynamical balance

analyses. We compare an individual dense filament in simula-

tions with and without WEC during event 1 which contains a

large remotely generated swell. Second, we examine in detail

the roll cells that emerge during event 2, i.e., an event with

strong wind and large wind-forced waves.

a. A submesoscale front with remote swell

Wemake two integrations (one withWEC and one without)

starting two days prior to the time period identified as event 1,

namely, the event of large wave amplitude provoked by a

remote swell. From this common initial state the two simula-

tions diverge in time. But, close to initialization it is possible to

identify some submesoscale structures with an appreciable

time correlation between both simulations. A caveat of this

method is that, if we aim at a similar state of the filament, they

will look alike but it does not mean that they are at the same

stage of their frontogenesis. Another limitation to our analysis

approach is that there is a large background flow resulting in a

sensitivity to the selection area when performing spatial aver-

aging (e.g., the demarcations of frontal locations in Fig. 9).

In the simulation without WEC, it is expected that the tur-

bulent thermal wind approximate balance (TTW) (McWilliams

2018) would explain to a large degree the properties of a sub-

mesoscale front or filament in the open ocean: when vertical

mixing is strong, the geostrophic balance does not hold close to

the surface, and a horizontal momentumbalance can be reached

between the pressure gradient, Coriolis, and vertical mixing

forces. But as demonstrated in Dauhajre and McWilliams

(2018), a strong diurnal cycle can induce a generalization to

the transient TTW balance (T3W) that also includes horizontal

acceleration in the balance. For simplicity here, we aim at

times when TTW and T3W agree the most, i.e., around 0700 or

1900 local time (seasonal approximate time for the change from

day to night and reverse).

In both simulations with and without WEC, at approxi-

mately 0700 local time of the third day of event 1, we follow a

filament from its initial state. It exhibits strong convergence

and cyclonic vorticity at the surface (Fig. 8). We show the de-

marcation in both domains in between which we fit an along-

filament polynomial function onto the cyclonic trace of the

filament, analogous to Gula et al. (2014). It permits a separa-

tion of the flow, by rotating (x, y) into the local along- and

cross-filament directions. We display along-filament averages

of vorticity and divergence for the filament in both simulations

in Fig. 9. The approximately vertically oriented isopycnals near

the surface indicate a typical, open-ocean dense filament

structure,O (100)m inwidth, that extends vertically through an

O (50) m surface boundary layer. Both WEC and NO WEC

filaments show a strong cyclonic vorticity signal at the frontal lo-

cation (in between the green dashed vertical lines in Fig. 9).

Similarly, both cases exhibit a typical secondary circulation char-

acterized by surface convergence and downwelling. Upwelling is

operating sparsely on the sides of filaments, as illustrated by re-

gions of positive divergence in Fig. 9, around 10km for the NO

WEC case and at 12km for the WEC case for instance.

We compute the momentum balance projected in the along

and cross-front directions of the filament and show the vertical

structure of the dominant terms in Fig. 10 averaged at the

frontal location (dashed vertical lines in Fig. 9).

vht|{z}
rate

1 (vh � =h)vh 1wvhz|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
advection

1 f ẑ ^ vh|fflfflfflffl{zfflfflfflffl}
Coriolis

1 =hf
c|fflffl{zfflffl}

pressure

2 Jh|{z}
VF

2F5 0.

(7)

The term Jh is the horizontal vortex force:

Jh 52ẑ ^ vh St[(ẑ � =h ^ vh)1 f ]2wStvhz . (8)
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The nonconservative forces are represented by F, including the

vertical mixing term ›z(Ky›zv
h). Terms are computed offline

on the left-hand side of the momentum equation. The TTW

imbalance residual is very small near the surface in the filament

without WEC in both directions: see the black dashed lines in

Fig. 10. Interestingly, with WEC the TTW residual departs

from zero and the vortex force is significant. A strong along-

front background flow is partly responsible for the departure of

residuals from zero as it translates into a large Coriolis force.

But, the residual from the summation of TTW with the vortex

force (pink dashed lines) tends to be closer to zero at the

frontal location. The relatively large magnitude of the vortex

force indicates that it significantly influences the local filament

circulation, even though the summation of TTW with the

vortex force leaves a residual and is therefore an incomplete

description of the filament dynamics in this case.

b. Submesoscale roll cells

Shown in Figs. 3, 4, 11, and 12 is an oscillatory pattern of

positive and negative vorticity, associatedwith large positive and

negative divergence and small density gradient (see the third

panel of 12). It emerges when strong wind and associated large

wind-generated waves arise, most dramatically in the WEC so-

lutions. We provide in Fig. 13 a vertical section of two of these

roll cells and show their 3D velocity field. The vectors show the

roll cells circulation is mainly clockwise and there are jets in the

along-roll direction (e.g., at y ; 6 km near surface of Fig. 13b).

These roll cells potentially resemble Langmuir cells in LT

(Langmuir 1938; Harcourt and D’Asaro 2008; McWilliams

et al. 2014; Li and Fox-Kemper 2017). Langmuir cells are

counterrotating vortices, arising from a vertical shear instability of

the wind-driven (Ekman) currents, first observedwith axes nearly

aligned with the wind, and created by an instability of the wind-

driven boundary layer flow by which waves tilt vertical vorticity

anomalies into the horizontal (Craik and Leibovich 1976).

Conversely, here the observed small-scale structures are roll cells

that occur in conjunction with submesoscale dynamics and hori-

zontal buoyancy gradients in the presence of wind and Stokes

vertical shear. We discuss here a few of their properties in the L3

solution and compare them to the known properties of Langmuir

cells in the literature to provide a first-pass assessment that at-

tempts to categorize these numerically unexplored structures.

c. Langmuir number

To give some sense of the relative contributions of the wind

and wave components in the L3 WEC solution, we follow

McWilliams et al. (1997) that defines a turbulent (when the

Reynolds number is large) Langmuir number as

La
tur

5

ffiffiffiffiffiffiffiffi
U

+

USt

r
, (9)

where the frictional velocity is U+ 5 (t/r)1/2 and t is the wind

stress. When this number is below an O (1) threshold, LT is ex-

pected. During event 2, at 1535 local time 27 December 2006 (see

Fig. 11), the averaged wind stress is t 5 0.6Nm22, with an aver-

aged surface Stokes drift amplitudeUSt5 0.2ms21. This implies a

turbulent Langmuir number of 0.3, well within the LT regime.

In the LES performed by Van Roekel et al. (2012), e.g., the

Langmuir cells have a lateral size around 20m. In McWilliams

et al. (1997), a typical, yet irregular, spacing between the structures

is about 50m. While in L3, the horizontal spacing of the roll

cells is on average 600m, well above a typical Langmuir cell

size. These LES examples have settings (small domain

size andmoderate wind) that favor small LC and large-aspect

ratio structures have been observed and simulated before

(Marmorino et al. 2005; Sundermeyer et al. 2014). But here, the

manifestation of roll cells in L3 is inherently limited by its

horizontal grid resolution of dx 5 100m. LT has its strongest

vertical vorticity intensified near the surface on the scale of

the Stokes drift profile (McWilliams et al. 1997). The averaged

e-folding of the Stokes drift during event 2 is around 10m

FIG. 8. Snapshot of normalized surface vorticity from the L3 solutions (right) with and (left) without WEC.

The time is 0705 local time 13 Dec 2006 (which is during event 1). We superimpose surface Lagrangian currents in

black. The black lines demarcate the portion of a filament of cyclonic vorticity we identify in both solutions and in

between, which we make a polynomial fit allowing us to separate quantities into their along- and cross-front

directions.
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depth. As is visible in Fig. 12, the roll cells extend vertically to

the entire mixed layer depth, which is around 60m. The latter

scalings (the horizontal spacing and the vertical scale) are not

in agreement with typical descriptions of Langmuir cells. Thus,

both the roll cells here (and upper-ocean submesoscale cur-

rentsmore generally) and Langmuir cells tend to fill the surface

mixed layer. However here, the larger size of the roll cells here

may partly be a dx resolution limitation. A finer horizontal

resolution would allow smaller structures to emerge with a

likely limited vertical expansion (though such an investigation

is beyond the scope of this paper).

Another consideration is the orientation of the roll cells.

LT usually has its strongest horizontal vorticity aligned lon-

gitudinally with the wind and waves (McWilliams et al. 1997).

During event 2, in which the wind and wave directions are

mostly aligned (pointing ESE, not shown), LT would be ex-

pected to align in the same direction (Van Roekel et al. 2012).

Meanwhile, as shown on Fig. 11, the roll cells actually align

more with the surface Lagrangian current (v1 vhSt), which is

more in agreement with Gnanadesikan and Weller (1995)

who suggest that Langmuir cells align with the direction of

maximum Lagrangian velocity shear. This is also reported

qualitatively in Sullivan et al. (2012) for hurricane conditions

with LES solutions forced with realistic Stokes drift profiles

from WW3. Ultimately, this shows that in L3 the Eulerian

currents are strong and dominate the roll-cell orientation.

d. Eddy kinetic energy conversion

Finally, we consider the eddy kinetic energy (EKE) balance.

Without waves the most important conversion terms in the

EKE balance are

HRS1VRS52hu02ihui
x
2 hu0y0i(hui

y
1 hyi

x
)

2 hy02ihyi
y
2 hvh0w0ihvhi

z
, (10)

which are respectively the product of horizontal mean shear

and horizontal Reynolds stress (HRS) of the Eulerian field,

and the product of vertical mean shear and vertical Reynolds

stress (VRS) of the Eulerian field. The latter is also referred

to as shear production, and their WEC counterparts as

Stokes shear production. This term represents the energy

conversion from the mean, noted with h�i and defined as the

horizontal average at z levels, to the perturbation, noted

with a prime (0). The buoyancy production, also commonly

called PeKe, is

P
e
K

e
5 hw0b0i , (11)

and the mean potential to mean kinetic energy conversion is

P
m
K

m
5 hwihbi . (12)

With WEC additional energy conversion terms are

FIG. 9. Cross-front vertical sections of alongfront averaged normalized vorticity and divergence in the portion of

filament identified in Fig. 8 in theWECandNOWECL3 solutions during event 1. Isopycnals andmixed layer depth

(dashed line) are plotted in black. The contour interval of the isopycnals is 0.01 kgm23. A window for averaging

near the front location is demarcated in green (averaging-window width ’ 1.1 km).
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HRSSt 1VRSSt 52hu02ihuSti
x
2 hu0y0i(huSti

y

1 hySti
x
)2 hy02ihySti

y
2 hvh0w0ihvh Sti

z
.

(13)

For both Eulerian and Stokes fields, there is a natural separa-

tion of scales such as all the above expressions have been

simplified considering that w� u, y and ›z� ›x, ›y. In LES for

Langmuir Turbulence, it is commonly assumed that Stokes

drift only varies with depth, and therefore the HRSSt vanishes

and only the shear production terms remain, e.g., Suzuki and

Fox-Kemper (2016). This means that usually Stokes drift are

considered both horizontally smooth and their departure to a

spatial and/or temporal mean is very small (vhSt0 � 1). Here,

we compute HRSSt and recover this behavior (see the light

blue curve in Fig. 14), i.e., HRSSt is always small in our simu-

lations and in agreement with LT dynamics.

In Fig. 14 we show the time series of these energy conversion

terms with a decomposition using horizontal averaging within

the dashed box in Fig. 1 at z levels as the mean flow and fluc-

tuations around it. We vertically integrate over the first 30m

and show the results during the two high-wave events of

FIG. 10. Vertical profiles of alongfront-averaged left-side terms of the momentum balance (7) in the along- and

cross-front directions of the filament identified in Fig. 8 during event 1. An additional horizontal averaging is done

within the vicinity of the frontal location (averaging-window width’ 1.1 km): (top) the solution without WEC and

(bottom) the solution with WEC. Residuals of the TTW balance are black dashed lines, residuals of a combined

TTW plus the vortex force are pink dashed lines. The terms displayed, in the along and cross directions, are the

pressure gradient px, py, the Coriolis force2fy, fu, the vertical mixing term ›z(Kyuz), ›z(Kyyz), the advection term

ADVu, ADVy, and the vortex force VFu, VFy.
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December 2006. During event 1, the buoyancy production and

vertical shear (PeKe andVRS) terms are negligible, and event 1

is dominated by a combination of the conversions HRS

(Eulerian) and PmKm. This is consistent with submesoscale

frontogenesis (led by positive PmKm) and frontal instability

(led by HRS) dynamics as analyzed by Gula et al. (2014).

Submesoscale features are primarily controlled by these two

sources: HRS from the Eulerian field and PmKm. When aver-

aging over the domain (sampled areas in Fig. 1), we find them

opposed in sign. This illustrates that frontogenesis (peak of PmKm)

and frontal arrest and decay (when HRS grows while PmKm de-

cays) operate at different times (Sullivan and McWilliams 2018),

although the multiple cycles of opposing sign are not entirely

familiar or explained. The evolution of PmKm and HRS in the

time series of Fig. 14 likely reflects the averaging over a

population of fronts and filaments each at distinct stages in

their life cycle. In spite of WEC influences being significant in

other balances (section 4), they are not important as direct

conversion terms in the EKE balance.

During event 2 the energy conversions are quite different.

The Eulerian and Stokes shear production VRS terms are

strong sources of EKE for the roll cells, and the Eulerian

HRS term is a sink. The large Eulerian shear production

VRS term comes from the large vertical shear of the back-

ground flow during event 2. Similarly, the large Stokes VRS

comes from the vertical shear of the Stokes drift. Together,

these vertical shears are responsible for the dominance of

2hu0w0ihu1uStiz . 0 at that time. The amplitude of the

Eulerian HRS is primarily controlled by the term 2hu02ihuix
where both hu02i and huix are positive and enhanced during

event 2. But, the Eulerian HRS is related to the background

larger-scale flow and does not seem strongly associated with

FIG. 11. Snapshots of normalized surface vorticity from the L3 solutions (right) with and (left) withoutWEC. The

time is 1535 local time 27Dec 2006 (event 2). Surface Lagrangian surface currents are superimposed as arrows. The

black lines demarcate the portion of the roll-cell structures we use when averaging.

FIG. 12. (top) Surface maps and (bottom) cross-front vertical sections of averaged normalized (left) vorticity, (center) divergence, and

(right) density across the roll-cell structures, at 1535 local time 27 Dec 2006 (during event 2). Isopycnals and mixed layer depth (dashed)

are plotted in black lines. The contour interval of the isopycnals is 0.01 kgm23. The dashed green line is at the same location in this figure

and in Fig. 13.
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the roll cells in this area average analysis. This suggests that

the roll cells arise from a vertical shear instability of the

ambient flow, while there is some return of energy by the

horizontal Reynolds stress, which may not be a generic be-

havior for WEC-induced roll cells. This is quite different

from the familiar submesoscale frontogenesis regime, which

seems to be locally inhibited here when roll cells are active.

However, this is consistent with the systematic larger sub-

mesoscale weakening we observe during this time (section 4),

where we conclude that differential advection from the Eulerian

field Bhor is responsible for a sink of the squared buoyancy

gradient. The roll cells’ emergence is characterized by a growing

positive VRSSt term, of leading order in the energy balance, in

agreement with LT dynamics.

In summary, there are similarities between the submesoscale

roll cells simulated here and Langmuir circulations in LT, al-

though the former has much larger length scales L. While our

resolution limitations preclude making a definitive distinction

at this time, we conclude that there is likely a previously nu-

merically unresolved roll-cell mode of submesoscale currents

beyond the familiar wind-wave LT regime.

6. Summary and discussion

The present study focuses on the interactions between sur-

face gravity waves andmesoscale and submesoscale currents in

realistic simulations using ROMS with WRF- and WW3-

derived forcings. These simulations implement a recent de-

velopment of an improved approximation of the Stokes drift

(Romero et al. 2021) that produces Stokes drift amplitudes in

good agreement with WW3 full spectrum integration and not

restricted to deep-water waves. We perform a systematic

comparison of WEC with NO WEC solutions (without wave

forcing) and of a horizontal grid resolution sensitivity (grids L2

and L3 here).

Statistical differences between solutions with and without

WEC arise when the averaged wave amplitude is larger than

about 1.5m (Hs . 4.2m). In such wave conditions WEC sta-

tistically intensifies near-surface velocity and density gradients

in the submesoscale regime. The submesoscale dynamics

maintain cyclonic and convergence preferences but with

larger magnitudes. Dynamical balance analyses show that

large amplitude remote swells can trigger a source of ver-

tical shear, through the vertical shear of the Stokes drift,

that leads to the increase of surface vertical enstrophy.

Large wind-forced waves enhance vertical enstrophy

through the same mechanism, but additionally feed a sink of

surface buoyancy gradients through the onset of very small-

scale structures associated with large horizontal gradients of

vertical velocities. The source of vertical shear associated

with the vertical shear of the Stokes drift is directly derived

from the vortex force. We confirm in an instantaneous

FIG. 13. (a) Cross-velocity and (b) along-velocity (in colors), cross and vertical velocities (vectors), across two

roll-cell structures, at 1535 local time 27 Dec 2006 (during event 2). Vertical velocities have been amplified by 102.

The mixed layer depth is plotted in dashed black lines. The dashed green line is at the same location in this figure

and in Fig. 12.

FIG. 14. Time series (days since 0000 local time 1 Dec 2006,) of

EKE budget conversion terms from (10), (11), (12), and (13).

Vertical (VRS) and horizontal (HRS) Reynolds stress terms have

two counterparts: St is the conversion due to the Stokes drift, andE

is the conversion due to the Eulerian field. The buoyancy pro-

duction is PeKe (eddy potential to eddy kinetic energy conversion),

and PmKm is the mean potential to mean kinetic energy conversion

term. Fields are horizontally averaged in the sampled areas shown

in Fig. 1 and vertically integrated over the first 30m for the L3

WEC solution during the two large-wave-amplitude events of

December 2006.
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momentum balance analysis that the vortex force plays an

important role in both the familiar submesoscale fronts and

filaments and the smaller submesoscale roll cells.

These roll cells of positive and negative vorticity and di-

vergence are a previously unresolved simulated submesoscale

feature that is most evident in the large-amplitude wave regime

associated with strong wind. They are associated with large

vertical Lagrangian shear production in the KE budget, remi-

niscent of Langmuir cells, but here with the hydrostatic ap-

proximation. However, the horizontal and vertical scales of

these structures and their alignment with the Lagrangian sur-

face current (vh 1 vhSt) complicates their present interpreta-

tion. We leave further examination of this phenomenon to

future, higher-resolution simulations that can also include

nonhydrostatic dynamics in ROMS (Roullet et al. 2017).

This study focuses exclusively on two large-amplitude events

during December 2006 and thus lacks seasonal variability. This

choice is deliberate, as theNorthernHemisphere winter period

captures more energetic weather (wind and wave) and sub-

mesoscale events and therefore possibly displays more dra-

matic WEC consequences. We expect periods with calmer

conditions (summer, for instance) to display similar, yet smaller

WEC effects.

The small number of large-wave events in this study (two)

makes it difficult as yet to establish a universal criterion

quantifying the importance of WEC on ocean dynamics.

These events were initially identified by a large wave ampli-

tude (Awave * 1:5m; Hs * 4:2m) and a large Stokes drift,

* 0:1m s21. Seeking nondimensional measures, a comparison

with the local wind forcing using the turbulent Langmuir

number (Lat) in (9) shows that it becomes very small during

both events (& 0:3). However, other comparisons of Stokes

drift with Eulerian current measures were not as successful

in distinguishing these two events from other periods, even

though their anomalous WEC response is clear from the

outcome (Fig. 2, lower panels).

Even though an analysis of the larger domain in L2 shows a

clearWEC signal on the shelf and near the shore, here we have

deliberately left aside the surface wave interactions in the surf-

zone and inner-shelf by investigating solely open-ocean dy-

namics in deep water.We hope that particular cases of possible

shallow water, coastal interactions and large wave-breaking

associated with momentum inputs to currents will be the focus

of future investigations with finer grid resolution.
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