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Abstract. We consider a two parameter family of unitarily invariant diffusion processes on the general linear group GLy of N x N
invertible matrices, that includes the standard Brownian motion as well as the usual unitary Brownian motion as special cases. We
prove that all such processes have Gaussian spectral fluctuations in high dimension with error of order 0(%); this is in terms of the
finite dimensional distributions of the process under a large class of test functions known as trace polynomials. We give an explicit
characterization of the covariance of the Gaussian fluctuation field, which can be described in terms of a fixed functional of three freely
independent free multiplicative Brownian motions. These results generalize earlier work of Lévy and Maida, and Diaconis and Evans,
on unitary groups.

Résumé. Nous considérons une famille a deux parametres de processus unitairement invariants sur le groupe général linéaire GL y
des matrices N x N inversibles, contenant comme cas particuliers le mouvement brownien standard ainsi que le mouvement brownien
unitaire. Nous montrons que tous ces processus ont des fluctuations spectrales gaussiennes d’ordre 0(%) en grande dimension ;
ces fluctuations sont établies pour les distributions finies-dimensionnelles du processus sous une classe étendue de fonctions tests
appelées polyndmes a trace. Nous donnons une expression explicite de la covariance du champ gaussien des fluctuations en fonction
d’une fonctionnelle particuliere de trois mouvements browniens multiplicatifs librement indépendants. Ces résultats généralisent les
précédents travaux de Lévy et Maida, et de Diaconis et Evans, sur les groupes unitaires.
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1. Introduction

This paper is concerned with the spectral fluctuations of Brownian motions on the general linear groups GLy =
GL(N, C), in the large-N limit.

Let My denote the space of N x N complex matrices. A random matrix ensemble or model is a sequence of random
variables (B"V) ~N>1 such that BY e My. The first phenomenon typically studied is the convergence in noncommutative
distribution (cf. Section 2.4) of BV, meaning that for each noncommutative polynomial P in two variables, we ask
for convergence of E[tr(P(BN, BN *))], where tr is the normalized trace (so that tr(/y) = 1). In the special case that
BN = (BN)* is self-adjoint, this is morally (and usually literally) equivalent to weak convergence in expectation of
the empirical spectral distribution of BY: the random probability measure placing equal masses at each of the random
eigenvalues of the matrix. The prototypical example here is Wigner’s semicircle law [35]: if BV is a Wigner ensemble
(meaning it is self-adjoint and the upper triangular entries are i.i.d. normal random variables with mean 0 and variance
%) then as N — oo the empirical spectral distribution converges to %‘/ (4 — x2)4 dx. In fact, the weak convergence is
not only in expectation but almost sure.

For non-self-adjoint (and more generally non-normal) ensembles that cannot be characterized by their eigenvalues
alone, the noncommutative distribution is the right object to consider. As with Wigner’s law, in most cases, we have the
stronger result of almost sure convergence of the random variable tr(P(BY, BN *)) to its asymptotic mean. It is therefore
natural to ask for the corresponding central limit theorem: what is the rate of convergence to the mean, and what is the
noise profile that remains? More precisely, consider the random variables

w(P(BY, BV")) —E[u(P(BY, BY"))]
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for each noncommutative polynomial P; these are known as the spectral fluctuations. The question is: what is their order
of magnitude, and when appropriately renormalized, what is their limit in distribution as N — oo? The standard scaling
for this kind of central limit theorem in random matrix theory is well-known to be % instead of the classical «/LN (see the

fundamental work of Johansson [23]). Thus far, it was known that
N(uw(P(BY, BY")) — E[u(P(BY, BY))])

is asymptotically Gaussian when

BN isa Wigner random matrix (Cabanal-Duvillard, [8]);

BY is an iid (non-Hermitian) matrix (Nourdin and Peccati, [33]; Noreddine, [32]);

BV isa unitary random matrix whose distribution is the Haar measure (Diaconis and Evans, [17]);

B" is a unitary random matrix arising from a Brownian motion on the unitary group (Lévy and Maida, [28]) or the
orthogonal group (Dahlqvist, [14,15]).

Remark 1.1. The existence of Gaussian fluctuations of a random matrix model is referred to as a second order distribu-
tion in the work of Mingo, gniady, and Speicher; cf. [29,30], in which the authors gave the corresponding diagrammatic
combinatorial theory of fluctuations. The similar but more complicated combinatorial approach to fluctuations for Haar
unitary ensembles was done by Collins and Sniady in [10,12], where it goes under the name Weingarten calculus. The
more recent work of Dahlqvist [13—15] follows these ideas to provide the combinatorial framework for the finite-time
heat kernels on classical compact Lie groups. Since GLy is not compact, and consists of mostly non-normal matrices,
the approaches of Lévy—Maida and Dahlqvist do not apply in our setting.

Our main result is of this type, when BY is sampled from a two-parameter family of random matrix ensembles that
may rightly be called Brownian motions on GLy. Fix r,s > 0, and following [25], we will define (in Section 2.1) an
(r, s)-Brownian motion (B,]Ys (t))¢>0 on GLLy for each dimension N > 1. This family encompasses the two most well-

studied Brownian motions on invertible matrices: the canonical Brownian motion GV (¢) = BIIV , (t) on GLy, and the
22

canonical Brownian motion UM () = BIN o(t) on the unitary group Uy. These processes are given as solutions to matrix
stochastic differential equations

dGN @) =GN 1) dzN @), dUN@®) =iuN@ydxN ) - %UN(t) dr,

where the entries of ZV (¢) are i.i.d. complex Brownian motions of variance ﬁ, and XN (1) = V2R(ZN (1)). The study of
the convergence in noncommutative distribution of U N (1) was completed by Biane [4], and the case of GV (1) (for fixed
t > 0) was completed by the first author [9]; the second author introduced the general processes Br’YS (t) in [25,26] and
proved they converge (as processes) a.s. in noncommutative distribution to the relevant free analog, free multiplicative
(r, s)-Brownian motion (cf. Section 2.4). There has been significant recent interest in these processes — in particular on the
large- N limits of their eigenvalue distributions, cf. [19-21]. This naturally leads to the question of the spectral fluctuations
of all these processes, which we answer in our Main Theorem 3.3 and Corollary 3.6. We summarize a slightly simplified
form of the result here as Theorem 1.2.

Theorem 1.2. Let (Br{\; (t))i>0 be an (r, s)-Brownian motion on GLy. Letn e Nand t1,...,t, > 0;set T = (11, ..., 1),
and let B,N (T) = (B,IY9 (t),..., B,IYX (tn)). Let Py, ..., P, be noncommutative polynomials in 2n variables, and define the

K
random variables

X;j = N[ur(P;(BY,(T), BY.(T)*)) —Etr(P;(BN,(T), BY,(D)*))], 1<j<k. (1.1)
Then, as N — oo, (X1, ..., Xk) converges in distribution to a multivariate centered Gaussian.

As mentioned, Theorem 1.2 generalizes the main theorem [28, Theorem 2.6] to general r, s > 0 from the (r, s) = (1, 0)
case considered there. In fact, even when (r, s) = (1, 0) this is a significant generalization, as the fluctuations proved in
[28] were for a single time ¢ —i.e. for a heat-kernel distributed random matrix — while we prove the optimal result for the
full process — i.e. for all finite-dimensional distributions.
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Remark 1.3.

(1) In fact, [28, Theorem 8.2] does give a partial generalization to multiple times, in the sense that the argument of P;
in (1.1) is allowed to depend on Bf\,lo (¢j) for a j-dependent time; however, it must still be a function of Brownian
motion at a single time. Our generalization allows full consideration of all finite-dimensional distributions.

(2) To be fair, [28] yields Gaussian fluctuations for a larger class of single-variable test functions. In the case of a single
time ¢, the random matrix UV (#) is normal, and hence ordinary functional calculus makes sense; the fluctuations
in [28] extend beyond polynomial test functions to C' functions with Lipschitz derivative on the unit circle. Such a
generalization is impossible for the generically non-normal matrices in GL .

Theorem 3.3 actually gives a further generalization of Theorem 1.2, as the class of test functions is not just restricted
to traces of polynomials, but the much larger algebra of trace polynomials, cf. Section 2.2. That is, we may consider
more general functions of the form Y; = tr(P jl) cee tr(Pj’?) (or linear combinations thereof); then the result of Theorem 1.2
applies to the fluctuations X ; = N[Y; — E(Y;)] as well.

Remark 1.4. Moreover, Theorem 3.3 shows that the difference between any mixed moment in X1, ..., X; and the

corresponding mixed moment of the limit Gaussian distribution is 0(%). This implies that, in the language of [30],

the random matrices B/,

unnormalized trace, which accounts for the apparent discrepancy in normalizations.) Since the random matrices B,IYS () are
unitarily invariant for each ¢, it then follows from [29, Theorem 1] that the increments of (B, ;(¢));>0 are asymptotically
free of second order. From the second order distribution of Br{\’s (T) and the unitary invariance, it is also possible to
extend the fluctuations from traces of polynomials to more general linear functions of the entries of the matrices. One
can use for example [2, Corollary 2.6], and deduce that, if P is any non-commutative polynomial in 2n variables (where
T=(11,...,1,)), then each of the entries of the matrix P(B™ (T), BY (T)*) have Gaussian fluctuations.

(T) possess a second order distribution. (Note we normalize the trace, while [30] uses the

We can also explicitly describe the covariance of the fluctuations, and thus completely characterize them. The full
result is spelled out in Theorem 4.3. Here we state only one result of Corollary 4.5 (which already elucidates how the
covariance extends from the unitary (r, s) = (1, 0) case).

Theorem 1.5. Let (b;):>0, (¢1)r>0, and (d;)i>0 be freely independent free multiplicative (r, s)-Brownian motions in a
tracial noncommutative probability space (<, t) (for definitions, see Section 2.4). As in Theorem 1.2, let n = 1 and

T=T,andlet Py, ..., Py € C[X] be ordinary one-variable polynomials. Then the fluctuations associated to the random
variables tr Py, ..., tr P, have an asymptotic centered Gaussian distribution with covariance [or (i, j)li<i, j<k, where
r *
or(i, j) = (r +5) / o[0 Py (brer—o) (3 P (bydr )] dr. (12)
0

Here 0 P denotes the derivative of P relative to the unit circle:

i0y
8P(Z):(%i_r)%P(ze )0 P(z).

Remark 1.6. In [28], the authors denoted what we call 3 P by P’; we prefer different notation that is less likely to be

confused with the ordinary derivative ”Zl—f fo the polynomial P. In terms of the ordinary derivative, d P(z) =iz il—f.

Eq. (1.2) generalizes [28, Theorem 2.6]. As pointed out there, in the case of the unitary Brownian motion, i.e. (r, s) =
(1, 0), the covariances converge as T — oo to the Sobolev Hj > inner-product of the involved polynomials, reproducing
the main result of [17] (as it must, since the heat kernel measure on Uy converges uniformly and exponentially fast to
the Haar measure in the large time limit). Theorem 1.5 above, and the more general Theorem 4.3 below, show that, for
the general (r, s)-Brownian motions, and for more general trace polynomial test functions, the covariance can always
be described by such an integral, involving three freely independent free multiplicative Brownian motions in an input
function built out of the carré du champ intertwining operator determined by the (r, s)-Laplacian on GLy, cf. Section 3.1.

Let us say a few words about the notation used in the formulation of Theorem 3.3. In the first author’s paper [9] and the
second author’s papers [18,25,26], two different formalisms were developed to handle general trace polynomial functions.
Concretely, two different spaces were defined, namely C{X, X;‘ j€J}and Z(J); in Theorem 1.2, J ={1,...,k}.

Each space leads to a functional calculus adapted to linear combinations of functions from GLL to C of the form

(Gjjes = tu(Pi(Gj,Gi:jel))--w(P(G),G5:jel)),
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where Py, ..., P, are noncommutative polynomials in (G;);es and their adjoints. In the Appendix, we investigate
the relationship between these two spaces, demonstrating an explicit algebra isomorphism between a subspace of
C{X;, X}‘: j €J} and & (J) for a given index set J. For notational convenience, most of the calculations through-
out this paper (in particular in the proof of Theorem 3.3) are expressed using the space £ (J), but all the results and
proofs of this article can be transposed from #2(J) to C{X;, X ;“ : j € J} without major modifications.

The rest of the paper is organized as follows. In Section 2, we give the definition of the (7, s)-Brownian motion as well
as the definitions of #7(J), and we recall some results from [9,25,26]. Section 3 provides the full statement of our main
result Theorem 3.3, an abstract description of the limit covariance matrix, and the proof of Theorem 3.3. In Section 4, we
give an alternative description of the limit covariance, using three noncommutative processes in the framework of free
probability, extending the results in [28] from the unitary case to the general linear case, and beyond to all (r, s). Finally,
the Appendix defines the equivalent abstract space C{X ;, X ;‘ : j € J} to encode trace polynomial functional calculus, and
investigates the relationship between C{X;, X ;‘ j€J}and LZ(J).

2. Background

In this section, we briefly describe the basic definitions and tools used in this paper. Section 2.1 discusses Brownian
motions on GLy (including the Brownian motion on Uy as a special case). Section 2.2 addresses trace polynomials
functions, and the two (equivalent) abstract intertwining spaces used to compute with them. Section 2.3 states the main
structure theorem for the Laplacian that is used to prove the optimal asymptotic results herein. Finally, Section 2.4 gives
a brief primer on free multiplicative Brownian motion. For greater detail on these topics, the reader is directed to the
authors’ previous papers [9,18,25,26].

2.1. Brownian motions on Gy

Fix r, s > 0 throughout this discussion. Define the real inner product (-, -) Q’S on My by

vy L1 1 oo L1
<A,B)m=E ;+; NRTr(AB )+5 - NRTr(AB).

As discussed in [25], this two-parameter family of metrics encompasses real inner products on My = Lie(GLy) that
are invariant under conjugation by Uy in a strong sense that is natural in our context, and so we restrict our attention
to diffusion processes adapted to these metrics. An (r, s)-Brownian motion on GLLy is a diffusion process starting at
the identity and with generator %Aﬁv ¢» Where Afi ; 1s the Laplace—Beltrami operator on GLy for the left-invariant metric
induced by (-, )ﬁv ;- More concretely, if we fix any orthonormal basis ﬂf?/s of My for the inner-product (-, -)~., we have

r,s?
N 2
Ars = Z 85’

gepl
where, for £ € My, 0 denotes the induced left-invariant vector field on GLy:

d

o f(Ge™), GeGLy, f e C®@GLy). (2.1

=0

(0 F)(G) =

The (r, s)-Brownian motion BrIYS (t) may also be seen as the solution of a stochastic differential equation, cf. [25,
Section 2.1]. Let Wr{YY () denote the diffusion on My determined by the (r, s)-metric; in other words, let We(¢) be i.i.d.

standard R-valued Brownian motions for & € ,BVIYY, and take

W) = Z We (1)E.
gepl

This can also be expressed in terms of standard GUE" -valued Brownian motions:

W) =VrixN @) + JsYN @), 2.2)
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where XV (¢) and YV (¢) are independent Hermitian matrices, with all i.i.d. upper triangular entries that are complex
Brownian motions of variance % above the main diagonal and real Brownian motions of variance ﬁ on the main diagonal.
Then the (7, s)-Brownian motion on GLy is the unique (strong) solution of the stochastic differential equation

dBN.(t)=BN.t)dw) (1) - %(r —s)BN (1) dt (2.3)

with BN (0) = Iy, cf. [25, Equation (2.10)].

Fix an index set J; in this paper J will usually be finite. For all j € J, let Br]: ‘SN = (B,]: ’SN (t)):>0 be independent (r, s)-
Brownian motions! on GLy. Set BN = (Br]; ’SN) jes, which is the family of independent (r, s)-Brownian motions on GLy
indexed by J. The process (BN (t))s>0 1s therefore a diffusion process on GLL. More precisely, (BN (t))s>0 is a Brownian
motion on the Lie group G]Lljv for the metric ({-, ~)£YS)®J . The reader is directed to [25, Section 3.1] for a discussion of
the Laplace operators on GILIJ\, for the metric ((, )ﬁv Y)®J . The degenerate (r, s) = (1, 0) case gives the usual Laplacian on

U,J\,, while (r,s) = (%, %) yields the canonical Laplacian on GILZJV (induced by the scaled Hilbert—Schmidt inner product
on My = Lie(GLy)).
For each j € J, let Aj.v denote the Laplacian on the jth factor of GLLy in G]L]]V. That is to say,

N _ 2
A= 9.
Sjeﬁpys

where ﬁ,’YS is an orthonormal basis of My for the inner product (-, -)ﬁ\fs, and forall §; € ,B,IYS, agj is the left-invariant vector

field which acts only on the jth component of (G]L,J\,. For j € J,lett; >0, and set T = (¢;) jes. We consider the operator

T AV =AY 2.4)
jeJ

Definition 2.1. For J finite, denote by (BY (tT));>0 the diffusion process on G]LIJV with generator %T -AN,

We could write down a stochastic differential equation for BY (+T) similar to (2.3); for our purposes, we only need the
fact that it is a diffusion process.

A common computational tool used throughout [9,18,25,26] is the collection of so-called “magic formulas.” In the
present context, the form needed is as follows; cf. [25, Equations (2.7) and (3.6)].

Proposition 2.2. Let :Brl,\; be any orthonormal basis of My for the inner product (-, )fv ¢ Then, for any A, B € My, we
have

1
> wEA) wEB) = Z tr(6*A) (6" B) = ~7 (8 = U(AB)
gepl, gepl;

and

> w(E*A) uEB) = %(s +r)tr(AB).
gepl

2.2. The space P (J)

Let J be an index set as above, and let A = (A ) jes be a collection of matrices in My . A trace polynomial function on
My is a linear combination of functions of the form

A Py(A) tr(P1(A)) tr(P2(A)) - - tr( P (A))
for some finite m, where Py, ..., P, € C are noncommutative polynomials in J x {1, x} variables (i.e. the polynomials

may depend explicitly on A; and Aj for all j € J). Such functions arise naturally in our context: applying the operator

Iwe could vary the parameters r, s with j € J as well, with only trivial modifications to the following; at present, we do not see any advantage in doing
S0.
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T - AV to the smooth function A = Q(A) for any noncommutative polynomial Q generally results in a trace polynomial
function. The vector space of trace polynomial functions is closed under the action of T - AV, and this is a motiva-
tion for defining abstract spaces which encodes them. In [9] and in [18,25], two different spaces are defined, namely
Ci{x;, X;f: Jj € J} and Z2(J). In this section, we present the space Z7(J), and the relation between C{X ;, Xj jelJ}
and #(J) can be found in the Appendix.

First we give the definition of the space &2(J). Let £(J) = J,~;(J x {1, *})" be the set of all words whose letters
are pairs of the form (j, 1), or (j, %) for some j € J. Let v; = {ve: & € £(J)} be commuting variables indexed by all
such words, and let

Z(J)=Clv/]

be the algebra of commutative polynomials in these variables. That is, &2 (J) is the vector space with basis 1 together
with all monomials

Vo) - Uy, kK EN, 8(1), e e® ¢ &),
and the (commutative) product on Z?(J) is the standard polynomial product.

Remark 2.3. One can think of &?(J) as a particular framework of noncommutative functional calculus. Instead of con-
sidering tensor products of C(X;, X T : j € J) as usual in free probability, we consider symmetric tensor products of
C(Xj, X ’; : j € J), or equivalently, commutative polynomials in words in (j, 1), or (j, *). It turns out that the commuta-
tivity of the product in £ (J) is very convenient in the forthcoming computations.

We present now the following notions of degree, evaluation and conjugation (see [25] for a detailed presentation):

e In [25, Definition 3.2], the notion of degrees of elements in the space Z?(J) is defined:
deg(v,m - vpm) =[O+ + e @],

where |e] is the length of the string €.
e Let (&7, 7) be a noncommutative probability space (cf. Section 2.4). For each ¢ = ((ji, €1), - - -, (jn, €1)), there is an
evaluation function [ve](o7.7): @/ — C given, for eacha= (a;)je; € &7, by

[vel(w, o) (@) = T(“;] " a;’;)

Note, the * is no longer a formal symbol here: a;’.‘ means the adjoint of a; in .»7. More generally, for all P € Z(J) =
Clvy], we define [P] (o 1) : /7 — C by saying that, for all a € /7, the maps P — [Pl(er.v)(a) are algebra homo-
morphisms from Z(J) = C[v,] to C. Let us emphasize that this implies the following commutativity between the
evaluation and the product: for all polynomials P, Q € #(J) and a € &7/, we have

[POl(w )@ =[Plw,)(@) - [Ql(wr,1)(@).

In the particular case where (<7, ) = (GLy, tr), we will simply denote the map [P] ;) by [P]y. We finally remark
that if a = (a;)jey withaj =1, for all j € J, then [P](y r)(a) does not depend on the space (7, 7), and we will
simply denote it by

P) =[Pl 1 (a).

e There is a natural notion of conjugation on & (J): P* is the result of taking complex conjugates of all coefficients, and
reversing 1 <> x in all indices. In terms of evaluation as a trace polynomial function, we have [P*]y = [P]y, cf. [25,
Lemma 3.17].

2.3. Computation of the heat kernel

We are now able to see how the Laplacian acts on the space of trace polynomial functions (i.e. functions on My given by
evaluations [P]y of P € Z2(J)).

Theorem 2.4. [26, Theorems 3.8 and 3.9] Let T be as in (2.4) above. There exist two linear operators DY and LT on
P(J), independent from N, such that:
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1. DY is a first-order operator, i.e. for all P, Q € 2(J), DY (PQ) =DY(P)Q + PDT(Q);
2. LT is a second-order operator, i.e. for all P, Q, R € 2 (J),

LYPOR) =LY PR+ PLYOR) + LY PR)Q - LT (P)OR— PLT(Q)R— POLT(R);

3. Forall P e 2(J), (T- AN)([P]x) = [(DT + 3 LT)(P)]y.

Remark 2.5. In [26, Section 3.3], there is an inductive definition of DT and £T which are denoted similarly. In [9, Sec-
tions 4.1 and 4.2], there is an explicit definition of DT in the simple cases of J = {1} and (r,s) = (1,0) or (r, s) = (%, %),
which corresponds respectively to Ay and Ay, and of £T in the same simple cases, which corresponds respectively to
AU and AG L. Since we don’t need any more details about DT and [IT, we refer to [9,18,25,26] for further informations
about those operators.

Using Definition 2.1, we deduce the following result from Theorem 2.4.

Corollary 2.6. Let BN = (Br]; ’SN) jeJs be a collection of independent (r, s)-Brownian motions on GLy. Let P € 2 (J).
Then fort >0,

E((PIy(BY (D)) = [2 P 3250 ()] ).

The exponenetial of the operator DT + #ET on Z(J) makes sense since &?(J) is a union of finite-dimensional
subspaces (those trace polynomials of each fixed finite degree) that are invariant under the operator; hence, the exponential
can be defined either by matrix exponentiation or by power series. Corollary 2.6 is merely the statement, in the present
language, of the fact that the expectation of any function of a diffusion can be computed by applying the associated heat
semigroup to the function and evaluating at the starting point.

2.4. Free multiplicative Brownian motion

Here we give a very brief description of free stochastic processes, and free probability in general. For a complete in-
troduction to the tools of free probability, the best source is [31]. For brief summaries of central ideas and tools from
free stochastic calculus, the reader is directed to [11, Section 1.2—1.3], [25, Section 2.7], [26, Section 2.4-2.5], and [27,
Section 1.1-1.2].

A noncommutative probability space is a pair (<, T) where .2/ is a unital algebra of operators on a (complex) Hilbert
space, and t is a (usually tracial) state on <7 a linear functional 7 : &/ — C such that (1) =1 and t(ab) = t(ba). Typ-
ical examples are .« = My, T = tr (deterministic matrices), or &/ = My ® L~ (P), T = tr Ep (random matrices with
entries having moments of all orders). In infinite-dimensional cases, it is typical to add other topological and continuity
properties to the pair (<7, T) that we will not elaborate on presently. Elements of the algebra .7 are generally called ran-
dom variables. In any noncommutative probability space, one can speak of the noncommutative distribution of a collection

of random variables ay, ..., a, € <7: it is simply the collection of all mixed moments in ay, ..., a,, ai‘, ..., ay; that is,
the collection t[P(a;, a;)lf j<n] for all noncommutative polynomials P in 2n variables. We then speak of convergence
in noncommutative distribution: if (&7y, Tjy) are noncommutative probability spaces, a sequence (a{v e a,llv ) € d]\'}
converges in distribution to (ay, ..., a,) € " if

‘L'[P((ij, (aj-v)*)lfjg] — r[P(aj,aj)ISan] as N — oo, foreach P.

Free independence (sometimes just called freeness) is an independence notion in any noncommutative probability
space. Two random variables a, b € o/ are freely independent if, given any n € N and any noncommutative polynomials
Pi,..., Py, Q1,..., Qpu,eachin two variables, which are such that 7 (P; (a, a*)) = ©(Q (b, b*)) = 0 for each j, it follows
that t(Py(a,a*)Q1(b,b*)--- Py(a,a®)Q,(b,b*)) = 0. This gives an algorithm for factoring moments: it implies that
7(a@"b™) =t(a™)t(b™) for any n, m € N, just as holds for classically independent random variables, but it also includes
higher-order noncommutative polynomial factorizations; for example 7 (abab) = t(a®)t (b)*> +t(a)*t (b*) — t(a)*1 (b)>.
One finds freely independent random variables typically only in infinite-dimensional noncommutative probability spaces,
although random matrices often exhibit asymptotic freeness (i.e. they converge in noncommutative distribution to free
objects).

In [34], Voiculescu showed that there exists a noncommutative probability space (any free group factor, for example)
that possesses limits x(¢), y(¢) of the matrix-valued diffusion processes X" (r), Y (r) of (2.2) that are freely independent.
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Note that this convergence is not just for each ¢ separately, but for the whole process: convergence of the finite-dimensional
noncommutative distributions. The one-parameter families x (¢), y(¢) are known as (free copies of) additive free Brownian
motion. We refer to them as free stochastic processes, although they are deterministic in the classical sense.

There is an analogous theory of stochastic differential equations in free probability, cf. [5,6]. One may construct
stochastic integrals with respect to free additive Brownian motion, precisely mirroring the classical construction. In suf-
ficiently rich noncommutative probability spaces (such as the one Voiculescu dealt with in [34]), free Itd stochastic
differential equations of the usual form

dm(t) = p(t,m(0)) dt + o (1, m(t)) dx(t)

have unique long-time solutions with a given initial condition, assuming standard Lipschitz continuity and growth con-
ditions on the drift and diffusion coefficient functions w, o (cf. [24]). In particular, letting w, (1) = \/rix(¢) + /sy (1)
(mirroring (2.2)), the free stochastic differential equation analogous to (2.3),

1
dbr,s (t) = br,s(t) dwr,s (t) - E(r - s)br,s (t) dt, br,s(o) =1,

has a unique solution (that exists for all positive time) which we call free multiplicative (r, s)-Brownian motion. In the
special case (r, s) = (1, 0), the resulting process takes values in unitary operators and is known as free unitary Brownian
motion; when (r, s) = (%, %), it is known as (standard) free multiplicative Brownian motion. Both were introduced in [3],
where it was proven that the process (Bf{o(t))tzo converges to the process (b1,0(t));>0. The main theorem of [25] is the

corresponding convergence result for the general processes (Brlf’s ())r>0 to (brs(t))r>0.

3. Gaussian fluctuations

In this section, we prove our main Theorem 3.3, which is summarized in the slightly weaker form of Theorem 1.2 in the
Introduction. To begin, in Section 3.1 we set the stage with the main tool involved in the computation: the carré du champ
form associated to the Laplacian on G]LL. Section 3.2 then gives the statement of our Main Theorem 3.3 and associated
results that together yield the Gaussian fluctuations of the GILy Brownian motions. Section 3.3 is devoted to the proof of
Theorem 3.3 in the important special case of a product of two factors (i.e. explicit computation of the covariance), to give
the reader a self-contained treatment of most of the tools needed for the general proof. Finally, Section 3.4 is devoted to
the full proof of Theorem 3.3.

3.1. The carré du champ form

We define the carré du champ form of T - AN for all twice continuously differentiable f, g : G]LZJ\, — Cby

1
PN 8 =5 ((T-aY)(fg) = (T-aAY) (g = f(T- AY)(9)).

or equivalently by

1
PN =5 D 1@ Nge). 3.1)

gepl.jet

This is a version of the carré du champ form introduced by P. Meyer (cf. [16]), and plays a key role in the work of Bakry,
Ledoux, and Saloff—Coste (cf. [1]) and many others; it measures the precise defect of a diffusion generator from being
first-order. What we define here is really just I'D: one can iterate the construction to define I'® for all k € N, and these
higher-order carré du champ forms contain a lot of information about the underlying diffusion (and the geometry of the
space in which it lives). For our purposes, only the first carré du champ will be needed.

As with the operator T - A" in Theorem 2.4, the operator F}, is the push forward of an operator on &?(J) as follows.
Let us define the symmetric bilinear form on & (J) x £ (J) by

1
r'r, o) = §(£T<P 0)-LYP)o - PLY(Q)). (3.2)

Proposition 3.1. Forall P, Q € 2(J), we have N*T L, ([P1n,[QIn) =TT (P, Q)In.



532 G. Cébron and T. Kemp
Proof. Let us denote by D% the operator DT + ﬁET; thus
T 2(yT T
L' =N*(D" —Dy).

Note from Theorem 2.4 that DT(P Q) — DT(P)Q — PDT(Q) = 0. As a consequence,

N2
rtr,0)= 7(D£<P Q) — DY (P)Q — PD}(Q)).

Using (T - A¥)([P]n) = [D} (P)]n, we obtained that

2

N
[P, @] = 5 ((T-AY)(PQIy) — (T- AN)((P1x) - [Qly — [Py - (T- AV)(Q1w) ).
which equals N2F}}([P]N, [Q]n), as desired. O

Since LT is a second-order differential operator, we have the following.

Lemma 3.2. Forall P, Q,R e Z(J),
rYcro,R)=TYP,R)- 0+ P -TT(Q,R).

Additionally, for all Py, ..., Py € 2 (J),

k
ET(P1~-~Pk)=ZP1"'P1'~'P1<ET(P1')+2 Z P---Pi---Pj--- BTY(P, P)),
i=1

I<i<j<k
where the hats mean that we omit the corresponding factors in the product.
Proof. Using the second-order property of £T (cf. Theorem 2.4), we compute
2rY (PO, R)=LY(POR) — LY PO)R - POLY(R)
=LY PR)Q - LY(P)OR — POLT(R)
+PLYQR) - PLY Q)R- POLY(R)
=2rYP,R)-Q+2P-TT(Q,R).
By a direct induction, we deduce that
LYPy - P = LY(Pr - Po) Pe+ Pro-- Pt LY(PO + 2T (P -+ Py, P

=LY(P1- P)Pi+ P P LY(PO+2 ) Pro P BTN (P P

1<i<k

:ipl...ﬁ...pkgT(pi)_f_z Z Pl"'E"'ﬁj"'PkFT(Pi,P/)~
i=1 l<i<j<k U
3.2. Main theorem
For all P € #(J), denote by
X3 = N([PIn(BY(T)) —E([PIx(BY (D)) (3.3)

the fluctuation random variable measured by P. For ¢ € [0, 1], define

PT=c7D'p (3.4)
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and define, for P, Q € L(J),

1 T
or(P, Q):/O [e2P7(rT(PT, OF))] ) ar. (3.5)

Note that P € & (J), and the finite-dimensional subspace of elements with degree lower than or equal to the degree of P
is invariant under DT (cf. [25, Corollary 3.10]). Hence, exp(%DT) makes sense in this context (defined either by matrix
exponentiation or power series). The same argument applied twice more shows that the integrand makes sense, and the
finite-dimensionality of all involved polynomials yields continuity, so the integral is perfectly well-defined.

The following theorem says that the quantities of the form E(X 1;,]1 e X gk ) satisfy a Wick formula asymptotically as
N — o0, with covariances given by or; this is tantamount to having an asymptotically joint Gaussian distribution, as we
now explain. Let us denote by P, (k) the set of (unordered) pairings of {1, ..., k}.

Theorem 3.3. Forany Py, ..., Py € Z(J), we have

1
E(xp - Xxp)= > ] (TT(Pi’Pj)‘f‘O(N).

mePy(k){i,jlen

Theorem 3.3 is proved in Section 3.4 below.
A centered jointly Gaussian random vector (X1, ..., X, ) satisfies Wick’s formula: for any indices p1, ..., pk,

E(Xp, - Xp) = Z 1_[ E[XPiXI’_i]'

nweP, (k) {i,jlen

Since this relationship also determines all the higher mixed moments in terms of the covariance, Wick’s formula also
characterizes Gaussians (among those distributions determined by their moments). Theorem 3.3 states that the fluctuation
random variables X ;V,l s X gk satisfy Wick’s formula asymptotically as N — oo. It is therefore natural to expect this
means that the joint distribution of this random vector converges to a Gaussian as N — oo. This is indeed correct. One
convenient way to make this precise is using the language of Gaussian Hilbert spaces, as follows.

Lemma 3.4. There exists a complex Gaussian Hilbert space K (cf. [22]) with some specified random variables
(YP)pew € K such that P+ yp is linear, E(ypyg) = or(P, Q) and yp = yp~.

Proof. Firstly, the map oy is symmetric, non-negative and bilinear on the subspace &, of self-adjoint elements of
P (J), and therefore there exists a real Gaussian Hilbert space H and a linear map P > yp from £, to H such that
E(ypyo) = o1(P, Q). Let K = Hc, the complexification of H. For all P € &, we set yp = Y(p+p*)/2 + IV(P—P*))2i
which is linear in P. By bilinearity of o, E(ypyg) = or(P, Q). Finally,

YP =V(P+P*)/2 — IV(P—P*))2i = V(P*+P)/2 T LY(P*—P)/2i = VP*. U

Remark 3.5. To clarify: a Gaussian Hilbert space K is a closed subspace of the L? space of a probability space with the
property that every random variable y € K has a centered Gaussian distribution; this is sometimes called an isonormal
Gaussian process. Common alternative language is to index Gaussian random variables g(y) for y € K, in which case we
have the isometry property E(g(y1)g(12)) = (v1, ¥2) k. We presently choose to use the language and notation of Gaussian
Hilbert spaces from Janson’s book [22], in particular to yield a simple proof of the following corollary to Theorem 3.3.

Corollary 3.6. As N — oo, (Xg)pe@(]) converges to (yp) pe(y) in finite-dimensional distribution: for all Py, ...,
Pre Z(J),

N N ()
(XPl""’XPk)m(ypl"”’ypk)'

Otherwise stated, in the dual space & (J)* endowed with the topology of pointwise convergence, the random linear map
XN:P— X g converge to the random linear map y : P +— yp in distribution:

xV D,

N—o0
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Note that, for P and Q in £ (J), the asymptotic covariance of X g and X g, or equivalently the covariance of yp and
v0.1s E(ypyYg) =E(ypyo+) = or(P, Q*), which is different from ot (P, Q).

Proof. Let k € N and Py, ..., Py € #(J). Because the vector (yp,, ..., yp,) is Gaussian, it suffices to prove the con-
vergence of the x-moments of (X Nl yees X gk ) to those of (yp,, ..., yp,). (This is because the putative limit Gaussian
distribution is determined by its moments; cf. [7, Theorem 30.2].)

Letl <iy,...,ig, ji1,..., jm <k. First note that

E(Xp X, XY XN ) =E(x}y XY XN xN)

n j 1 /m 1 n J1 Jm

By Theorem 3.3, this expectation is equal to the Wick formula sum for covariance o, up to O(1/N); this Wick for-
mula sum describes the moments of the Gaussian random variables (yp,, ..., yp,), according to [22, Theorem 3.9] and
Lemma 3.4. Thus

— = 1

il
Finally, according to Lemma 3.4, vpr = yp; for each j. Thus, we have shown that
N N ¥N N —

E(XP"I . XP’" X Pj) ' XP/m) m E(ypil YR, J/P.fl o J/me)

concluding the proof. ]
3.3. Computation of the covariance

Before proceeding with the full proof of Theorem 3.3, it will be instructive to consider the (easier) special case k = 2:
namely, the leading order terms in the % expansion of the covariance E(X g X g). Here P, Q are abstract trace polyno-
mials in &?(J), and the random variables X p, X o are the corresponding rescaled fluctuations of a Brownian motion on
GLY,, asin (3.3):

Xp=N([PIy(B" (D) —E[[PIy(B" (D)]).
X =N(1QIx(BY (D)) —E[[Q]In(BY (D))]).
Denote by (P) and (Q) the constants
=E[[PIy(BY(D)]. (@) =E[[QIn(BY(D)].

We will compute the covariance E(X pX ) to leading order in % We do so using the intertwining formula of Corol-

lary 2.6: namely, we use the operators D = DT and £ = L" (cf. Theorem 2.4) on the space of abstract trace polynomials
satisfying

E[[Ply(BY ()] = (2 P32 p) 1),

where 1 means evaluating all the variables in the abstract trace polynomial at 1. The operators D and £ depend on T,
but we suppress this; they are independent of N. What is important is that D is first-order, meaning that D satisfies the
ordinary product rule (cf. Theorem 2.4),

DPQ)=(DP)Q+ P(DQ).

It follows (by a standard power-series argument) that, for any s > 0, e3P

bilinear form I" on trace polynomials as in (3.2),

is an algebra homomorphism. If we define a

1
r(pP, Q)= E(ﬁ(PQ) —(LP)Q — P(LQ))
then, of course, we have
L(PQ)=(LP)Q+ P(LQ)+2I'(P, Q). 3.6)

This is the “carré du champ” of the second order operator L.
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We may now proceed with the calculation. First, using the intertwining formula, we have

E(XpXg) = N2(e? PR (P = (P))(Q - (0)))) D). (3.7)

We start by comparing this to the large-N limit, by separating out the O (1/N?) term in the exponent. A good way to do
this is with Duhamel’s formula, which says that, for linear operators A and B on a finite-dimensional vector space,

1
ed — B = / SA(A - B)e(lﬂ)B ds.
0

(We give a proof of this below in Lemma 3.8.) Setting A = %(D + #L’) and B = %D (acting on the finite-dimensional
subspace of trace polynomials with degree no more than the sum of the degrees of P and Q), this yields

1 1—s
e%(D+ﬁ£) — 3D + #/0 e3Pre = Pys.
Applying this to (3.7) yields
1 s
E(XpXg)=N%eP((P — (P))(Q — (2)(D) + 5/0 (e3P Le TP ((P — (P))(Q — (©)))) (1) ds.

. . 1p. . . .
Let’s deal with the first term first. Since 22 is an algebra homomorphism, as is evaluation at 1,

e2P((P = (P))(Q — (2))(D) = (2P P) (1) — (P))((e2P0) (1) — (). (3.8)

Now, from the intertwining formula (Corollary 2.6),

(P) =E[[PIy (B (D)] = (2 P32 p) (1),

and similarly for (Q). Hence, the two terms in the product in (3.8) each have the form

(P P)() — (2P0 p) (1) = 0(%) (3.9)

which follows simply from the power-series expansion of the exponential (or by Duhamel’s formula again, if the reader
prefers). Thus, the expression in (3.8) is O(1/N?) - O(1/N?%) = O(1/N*#), and so even multiplying by N2 we have

1t - 1
E(XpXg) = 5/ (e3PLe T P((P = (P))(Q - (0)))) (D) ds + 0(?)' (3.10)

0

Now we proceed with the expression inside the integral. Since e >D

ing) can be written as

is a homomorphism, the integrand (before evaluat-

e?PL((Py = (P)) (05 — (Q))).

where, for ease of reading, we’ve denoted Py = e%DP (cf. (3.4)). We now use the “second order product rule” (3.6) for
L. Combined with the fact that £ kills constants, we have

L((Ps - <P>)(Qs - <Q>)) =£(Ps) : (Qs - (Q)) + (Ps - <P>) ‘C(Qs) +2F(P57 Qs),

where we’ve also used the fact that I'(P +a, Q + b) =T'(P, Q) for any constants a, b. Plugging this into the integral in
(3.10), this means that there are three terms:

1

1 7', 1 s
E(XPXQ)=§/O (efD[z:(Ps)~(Qs—<Q>)])(1)ds+§/ (e2P[(Py — (P)) - L(Q9)]) (D) ds

0

Lo 1
+/(; (eiDr(Ps, 0y))()ds + 0(?)
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. s . . 1=s s
In the first two terms, we use the homomorphism property of e ;D again. Recalling that Qs = e 7D Q,wehave e 3D Qs =
1
e2D Q, and so

S

(3P[L(P) - (05 — ()] = (3PLP)) D) - (2P 0) (1) — (Q)).

The second factor is O (1/N?), as established in (3.9), and so the whole integral is O (1/N?). The same argument applies
to the second term. Thus, all in all, we have

1
E(XpXg) = / (e3P (P, Qs>)(1>ds+0<i2>.
0 N

This integral expression is exactly the definition of the limit covariance o1 (P, Q), thus proving the kK = 2 case of Theo-
rem 3.3 as desired.

Remark 3.7. The preceding calculation demonstrates some, but not all, of the kinds of terms that come up in the full
computation of the next section. When one considers expectations of products of 3 or more terms, some of the sub-
leading contributions can be O(1/N) instead of O(1/N 2); but the basic idea is the same, it’s just a matter of more
involved bookkeeping.

3.4. Proof of Theorem 3.3

We now generalize the computation of the preceding section to expectations of longer strings of fluctuation variables
X p. Observing that (P, ..., Py) E(Xg] ---ng) and (P, ..., P) — ZnePz(k) ]—[(i‘j)eﬂ or(P;, Pj) are symmetric
multilinear forms on Z(J), it suffices by polarization to verify the asymptotic when P = --- = P, = P (cf. [22, Ap-
pendix D]). In this case, set Oy = P — E[[P]y (BN (T))]. (Note that Oy is an element of the abstract space Z(J); it
should not be confused with the notation [ Q]y for evaluation as a trace polynomial function on My .) We want to prove
that

Elom y(BYM)= Y ] orp, P)+0( )

mePyk) (i,j)er

To begin, we remark that

E([(0n)!]y (BY (D)) =[2 P 350 ((onh) ),

T T
thanks to Corollary 2.6. The proof will consist in identifying the leading term in the expansion of e? (D e 2Eh

1
of N

in powers

Appropriate norms. In order to control the negligible terms in the expansion, we will work on finite dimen-
sional spaces. Let d € N be the degree of Qu (which is independent of N). The subalgebra P, of elements
of #(J) whose degrees are < kd is finite dimensional and we endow it with some fixed unital algebra norm
Il - llkay- Let us denote by ||| - [llxqy the induced operator norm on the finite dimensional algebra End(%4), and
by I - ll(z,q- the induced norm of bilinear maps from Py x Py to P44y when d + d" < kd (in the follow-
ing development, we will often omit the indices (kd) or (d,d’)). Throughout this proof, we will denote by D,
L and T the operators DT, LT and I'T restricted to the finite dimensional algebra Z7,. Let us denote by re-
spectively O(1/N?), O(1/N?) and O(1/N?) the class of elements A(N) in respectively C, Py and End(Zy)
such that |A(N)| (resp. |[A(N)|lkay and [JAN) Il kay) is < C/N? for some constant C. We have the following re-
sult.

Lemma 3.8. Forallt >0, we have

L(ptL 1 Uy oppt _
ez(m”w:e%”m/ SPERD LD gy, (3.11)
0



Fluctuations of Brownian motions on GLy 537

(D+ L _

In particular, e? 20 1 0(1/N?). More generally, for all m € N, we have

m
L 1 1 1 4 h—1—
1(D+5zL) _ 5D E _ 2D "2
e =e2” + N e2"Le
n=1 0<ty<--<n<l

1 m+l (py 1 g t,,,—th 1-1

+ — e ? (DH3z )Le Dp...Le2 Ddt]~-~dtm 1

2ym+1 +
(2N) 0<ty41=---<n1<1

n oy
Pp...Le>Pdaty---dt,

Proof. Let us define S(7) = 2Ptz L) ¢~ 2D then § is differentiable, and
/ 5D+ 1 _ip_ |1 D
S'(t) == e2 <D+ mL—D)e P 2NzS(t)e2 Le %P

Since S(0) = Iy, it follows that S(1) = 1 + # fol S(t)e2P Le= 2P dr. Multiplying by e22 on the right yields (3.11). We
can then compute

et 50 - 2] < o [t L <

The last formula is obtained by induction over m, using at each step the first formula. ]

Remark 3.9. The first formula is often called Duhamel’s formula: for any operators A, B on some finite dimensional
vector space V,

1
et —eB = / SA(A - B)e(lﬂ)B ds.
0

For n € N, let us denote by A,, C R” the simplex
Ap={t1,....t)) ER": 0<t, <t <--- <1 <1}.

1
Using Lemma 3.8 at step m = [k/2], the study of the limit of N* [ez(D+

the limits of:

1. N¥[e2P(Qk)1(1),
2.

(Q )](1) is decomposed into the study of

n—1"In

n 1 —t 1—1
NE[fy e3PLe™ 2 P Le T PLe 2 Py - d1y (Q)]() for 1 <n < [k/2], and

1
(2N2)”
k+] t—t, - 1—
3N e T PR LD D LS gty 1 ()1,
which we address separately in the following three steps. In the fourth step, we sum up the three convergences to conclude
the proof. We will see, using Lemma 3.8, that the only term which does not vanish in the large-N limit is the second term
considered when n = [k/2].

Step 1. Since the map A +— [A(P)](1) is linear on End(Zyy), it is therefore bounded and we deduce that

1 1
[2 P3P ()] (1) = [e2P(P)) (1) + O(1/N?)
3(D+5L) 1D 2 N
from 2" N7 =e2” + O(1/N<). But we have Qy = P — E[[P]y(BY(T))] =P
Corollary 2.6. Consequently, for k > 1,

— 1e2P+7P (P)](1) thanks to
0k = (P =[] )" +0(1/N%). (3.12)

Since 22 is an algebra homomorphism, we therefore deduce that
[e2P(04)](0) = [e2P (P = [2P ()| 1) ]() + O (1/N*) = ([e2P(P)(1) = [2P ()| D]*) () + O(1/N*)
= ([e22(P)]() = [e2P(P)] ()" + 0(1/N%) = 0(1/N).

Hence, we see that N* ezD(Q )1(1) = O(1/N¥), and item 1 is negligible in the large-N limit.
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Step 2. We are assuming at this step that 2 < k. Forall R € #(J), t > 0 and n > 2, we have by Lemma 3.2
L((¢P0n)" - R) = (P On)"L(R) +2n('P Qn)"~'T (¢! On, R)
+n(e2”0n)" " L(e*P ON)R +n(n — 1) (e3P 0n)" T T (2P Qn, 2P ON)R.
In others words, for all d’ < (k — 1)d, if we define the bilinear map By, : (S, R) + S - L(R) +2nT'(S, R) +nL(S) - R
from Py x Py to Py, we have, forall R € Py,
L((e3P(0n)" - R) = (2P On)""'Bu(¢2P 0, R) + n(n — 1)(e3” Qn)"’T (2P Qn, 2P Qn)R. (3.13)
Lemma 3.10. Denote
G(t)=ePT(e' 7Py, e 7 PQy) € P

Foralln suchthat 1 <n <[k/2]and 0 <t, <--- <ty =1, there exists erlv € Pn—1ya bounded uniformly in N, ty, .. .1,
such that

h_1—n

Le"FPL . L 7P (k)
k!
= (k—2n)!(e

k—2n+1

1—2tn DQN)k—Zne_%D(G(tl)_”G(tn)) + (el_TtnDQN) Rl{,V (314)

1—t
Proof. Indeed, when n = 1, setting RN = kL(eTlD On) € &, we have

-1

Le T P(04) =kik — (e TP 0x) T (e T P On, e TP 0N) + (e T P on) T RY
Note that | RV || < KIILIIe2"P[ O || Because of (3.12),
lonl < [P = [22 (P + | — P+ [e2P(P)] )] = | P~ [2P(P)] )] + O(1/N?). (3.15)

Therefore, Oy is bounded uniformly in N, and so too is R{V . Assume now that 2 <n < [k/2] and that (3.14) has been
verified up to level n — 1. We compute

tn—1—tn) 1—1
Le'™ 7 PL...Le 7 P (QK)
n—1"In k! 1=t,—1 k—2n+2 _ -1
=Le 2 P[——— (e P T P(G(t1) - Gty
€ <(k—21’l+2)'(e QN) e ( (t1) (tn 1))

1=ty —
+ (eTDQN)k 2n+3Rl{l\/_l)

k!
T k—2n +2)!L((6

HL((e P o) TR,

I py QN)k—2n+26—%D(G(t1) . G(ln—l)))

We now apply (3.13) to each term. The first term leads to

k! —ta Com
M(e%DQN)k n, ZD(G(t1)~~-G(t,,))
k!

+ (k—2n+2)!(e

1=t k—2n+1 Lup _tp
2 P0n) Bi—ong2(e 2 POn, e  2P(G(t1) - G(ta=1))).
and the second term to
1—4
(eTnDQN

+(k—2n+3)(k—2n+2)(e

)k_2n+23k—2n+3 (el%D ON, Ry—1)

1=y k—2n+1_, l=m
7 Poy) ez Poy.e

Lo p N
2 QN)Rnfl’
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Thus, Rflv € P(2n—1)a can be defined by

k!
RN=— "B
(k —2n+2)!

+ (e%DQN)Bk—Zn-H(e%DQN’ RY )

+k—2n+3)k— 2+ (e POy, e P QN RY

n—1°

1—ty _t
i amia(e 2 PON, e 3P (Gt -+ Gt 1)

which verifies (3.14) and which is bounded by

k!
(k —2n +2)!

2
+ P O 121 Be—ant3 g an—ya | R4 |

+ (k=20 +3)(k — 21+ DTl g0V 1ON 1P| RY, |-

Il B—2n+2ll @ 20— 1yaye M ON | G | -+ | G ta1) |

Because of (3.15), it is bounded uniformly in N. We deduce also that
i 1—t; 1-1;
G(t) =3P (e 2Py, e 2 PQy)

is bounded by |||F|||(d’d)e"|D”| lOwnII? and consequently is bounded uniformly in N, 1, ..., t,. Thus, R,’1V is bounded uni-
formlyin N, #1, ..., t,, as required. |

We now use, again, the fact that e?P isan algebra homomorphism. Applying e?P to (3.14) on the left, we obtain
that, for all 1 <n <[k/2], N e N, and (1, ..., ;) € A,, there exists R, € & 2,—1)q bounded uniformly in N, o, ...,
such that

In—1"n

n 1—t k!
e3P L™ DL...LETID(Q’;V) =

. k—2n
T (k—2n)!

Gt) - Gty) + (e2Py) !

1
(eiD QN) Ri’h
where G(t) denotes the element e’DF(e%DQN, e%DQN) € Pyy.
From (3.12), we deduce that we have [(e2PQn)F2"](1) = O(1/N**") and [(e2PQn)F1-2"1(1) =
t 1-1; -t
O(1/N?+1=41) We have already remarked in the proof of (3.14) that G(r;) = eZPT(e 2 PQy,e 7 PQp) and Oy
are bounded uniformly in N, 71, ..., t,; consequently,

NP # [(e220) " G(t1) -+ G (1) ]1) and N¥H=21[ (e3P 0 ) R, (1)

are bounded uniformly in N, 71, ..., t,, and we deduce that

0 th_1—In 1t
Nk—2n|:/ e3P " DL_._LeT‘Ddtl...dtn(Q',‘V)}(l)

is O(1/N) if k > 2n and is equal to k!fAn(G(tl) - G(ty)))dty ---dt, + O(1/N) if k =2n.

In the case where k = 2n, because the integrand is symmetric in fq, .. ., t,, the remaining term is equal to
k! k'[! T 2n)!
= (G- Gt Wydn ---dt, =~ ( / [G®]m) dt) = ""Zo1(Qv. ON)".
n:Jo<t,...t,<1 n!' \Jo n!

where the last equality follows from the definition (3.5) of ot and the definition of G(¢) (cf. Lemma 3.14). Note that L
kills constants, and similarly I'(P +c¢, Q +d) =T'(P, Q) for any ¢, d € C. As a consequence, oT(Qy, On) = o1(P, P).
To sum up: referring to the second term in Lemma 3.8,

1 h—1"n =1
(2N2)n~Nk[f e"PLe” 7 PL...Le Ddt1~--dt,,(Q’1‘V):|(1)

is equal to $op(P, P)" + O(1/N) if k =2n and O(1/N) if not.
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Step3. We have 0%, = (P — [¢22(P)](1))* + O(1/N?*) and

Consequently

< IL||" 2 NLIHIDI)

%+l py L k+1~ Tk 1-1)
/ e 7 Pty 55 Dp...Le > Pdty - diyy
JAVES]

Tke+1 1

et —t,
|:/ eT(D-‘rmL)Le k+| kDL Le 2 Dd[l dtk-‘rl(Q][(\/')iI(l)
Agt1

is bounded uniformly in N. On the other hand, k — 2([k/2] + 1) < —1 and N¥—2(%/21+D) jg therefore O (1/N). Thus, the
term studied is O(1/N).

Step 4. Finally, applying Lemma 3.8 with n = [k /2], and using the limits computed in the three previous steps, we have
NFE(Q}, (BN (1)) = 57 « /2),0T(P P)¥/2 4+ O(1/N) if k is even and O (1/N) if not. Because the cardinality of P, (k)

if k is even and O if not, we have demonstrated the desired bound,

‘E(oy(BYM))= Y ] orce Q)+0< )

mePyk) (i, j)er

k!
1S #7272

This concludes the proof of Theorem 3.3. |

4. Study of the covariance

In [28], Lévy and Maida established a central limit theorem for random matrices arising from a unitary Brownian motion,
which corresponds to our (7, s) = (1, 0) case.

Theorem 4.1. [28, Theorem 2.6] Let (UtN)tzo be a unitary Brownian motion on Uy; UN (t) = BIN0 (t) in our language.
Let Pi,..., P, €C[X,X '], and T > 0. When N — oo, the random vector

N(tr(P (U™ (D)) = E[u(P (U D))]) 1 <1<,

converges in distribution to a Gaussian vector.

In fact, the test functions allowed in their approach were not only polynomials but C! real-valued functions with
Lipschitz derivative on the unit circle. Generalizing to GLy does not allow for such functional calculus. The statement
above for Laurent polynomials is obtained easily from the real-valued case by linearity.

The limit covariance involves three free unitary Brownian motion (u;);>0, (v;);>0 and (w;);>0 which are freely inde-
pendent (cf. Section 2.4, in the special case (r,s) = (1, 0)). For all P € C[X, X1, we denote by aP € C[X, X1 the
derivative of P on the unit circle:

i0
9P(2) = lim L) " P@ o ew
6—0 0
(In [28], this was denoted P’.) Concretely, for all n € Z, if P = X" then P = inX". Lévy and Maida proved that, for
all P,Q eC[X, X —11, the covariance of the two scaled fluctuation random variables N (trP(U;V ) — E[tr P(U%V )]) and

N (r QUN) — Eltr Q(UM)]) is asymptotically equal to

T
/O (3P (uvr—) (3 Q(uwr—p))") dt, 4.1

and moreover that, as 7 — 00, this approaches the Sobolev Hj, inner product of P, Q (cf. [28, Theorem 9.3]). Note
that the expression (4.1) is obtained from the expression of the covariance in [28, Definition 2.4] by linearity (since the
expression of the covariance in [28, Definition 2.4] is only valid for real-valued functions).

In this section, we relate our result to theirs by giving another expression of the covariance of the fluctuations of the

more general processes Br .» which naturally generalizes (4.1).
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4.1. New characterization of the covariance

Denote by / AJ, the identity element (Iy, ..., Iy) € GL%. In the following proposition, we express the covariance with the
help of three independent (r, s)-Brownian motions.

Proposition 4.2. Let BN, CN, DN be three independent (r, s)-Brownian motions on G]L]JV. Forall P,Q € 2(J), we
have

1 1
o1(P. 0= N* [ BT AP (B OG- [0 (BODYyu)) (1) ar +0( 31 ).

To be clear on notation: the functions in the arguments of F};, above are
G [PIn(BYGC{{_r) and G~ [QIn(BNYGD{_,y).

We then apply FIT, to these functions of G and evaluate at G = [ AJ, before taking the expectation value and integrating
with respect to ¢. This (-) notation is used throughout this section.

Proof. Forall P, Q € #(J), we have

1 1—t 1—t
or(P, Q) = / [3P" (P (e 7P P, e D" Q)] (1) dt.
0

As in the proof of Theorem 3.3, we restrict our computations on a finite- dimensional space Z; (take d to be the sum

¢ T
of the degrees of P and Q). Because of Lemma 3.11, N2(67DT — ez(D v 20
consequently, it is straightforward to verify that

GT(P,Q)=/(;[ (DT+ ET)(FT( ’(DT+ £T)P 1'(DTJr L)Q))](l)dt—i-O(%).

) is bounded uniformly in N and ¢;

Hence, the proof will be complete once we show that, for 0 <t <1,

[Z(DT+ LT)( SO+ ET)P DT+ LT)

e 0))]
= NE[Tx (IPIn (B CY_yr)- [QIN (B D 1)) (13)]- 4.2)

Fix r € [0, 1]. We start from the left side to recover the right side. First of all, using Theorem 2.4, Proposition 3.1 and
Definition 2.1, we have

[ 5D+ £T>( T (e HoT+L D p "(DT+#L‘T)Q))](1)
= ATAN[PT( TP D p T PR o) (1)
N
_ N2[L @AY (T 1 DT+ LT Ho"+5Lh J
= N[ ™AV ([e 7 TP e EEel)(w)
= N[ TAD (T (e = APy, 2 TV 101))] (1)
= NE[(T (e = 40Py, e = T4 01010)) (B])]
Referring to the definition (3.1) of 'Y, this last quantity is equal to the expectation of
1 - -
VLT TN e 5 ) | (53) @3)
gepN. jel

where ,B,IYY is an orthonormal basis of My for the metric (-, )%, rs» and for all § € ,8, s> & is the left-invariant vector field
which acts only on the jth component of G]LIJV. Consider the first term in the first summand of (4.3) (ignoring the factor
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of %Nztj); by definition (2.1) of ng, it is equal to

O (e%(T'AN)[p]N)(B%) _4 e%(T.AN)[P]N(BfYre%f'). (4.4)

db |y
Now, the action of the diffusion operator ¢ T TAY) 61 2 €% function f is given by
Lt (p. AN
(e 7 TEV1)©) =E[£(GC )]

We apply this to the right-hand-side of (4.4); since the function f = [P]y is evaluated at the random point G = B%e%i,
the result is a conditional expectation:

d )
5| E[[PI(Bye™ - C{l_r)IB/Y]-
0=0

By local uniform boundedness, we can move the derivative inside the conditional expectation, which yields
1=t (p. AN
(e 7 TOVIPI) (B/r) =E[3 [PIn (Br(O)C(_yr) (1) 1Bx] (4.5)

An entirely analogous calculation with the second term in the product in (4.3), this time using the Brownian motion
Dé\l'ft)T instead of C(’\Lt)T, yields

9, (¢ 7 TAV101N) (BY) = E[0, [01n (B DY _yp) (13)1BY]. (4.6)

Taking the product of (4.5) and (4.6), and noting the conditional independence of these terms given B% (due to the
independence of CV and DV), this shows that (4.3) is equal to

1
5N2[ > r./E[as,-[PJN(B,’%o)C(N]f)T)ﬂs,-[Q]N(B%(-)DfY,)T)(Izé)lB%]]-
tepl.jel

Taking the expectation, and referring again to the definition (3.1) of F%, leads to the right side of (4.2). This concludes
the proof. O

We shall now let the dimension tend to infinity in the previous proposition in order to have a new expression of the
covariance involving three freely independent free multiplicative (r, s)-Brownian motions.

Theorem 4.3. Forall P, Q € L(J), there exists f‘T(P, 0) e P(J3) such that for all N e N, and all B,C, D € GLY,

NN (IPIn (B()C). [QIn(B()D))(I3) = [TT(P. ©)] 4 (B.C. D) 4.7)

and in this case, taking three families b, c, d of free multiplicative (r, s)-Brownian motions indexed by J which are freely
independent in a noncommutative probability space (<, T), we have

1
o1, 0 = [ [P ) rmocamimda-omdr

This expression for the covariance, albeit instructive, is not explicit, but in the next section, we will compute the
function [['T(P, Q)]y explicitly in the one-variable case J = {1} and T = (T).

Proof. Let us suppose first that the polynomials P and Q are given by P = v, and Q = vs, with ¢ = ((j1, 1), - -,
(Ju>en)) € & and 6 = ((k1, 81), ..., (ki,8m)) € &. Hence, for any input G € My,

[PIN(BGC) =tr((BGO)!---(BGC)?),  [QIN(BGD)=tr((BGD),' - (BGD)").
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We can then compute

o, (LPIn (B()C)) 28] i w((BCYj -+ (BEC)S: -+ (BO))

= 6;.5 (e [v.0 1N (B.C. D)),

where ¢ is a word in &(J?), which depends on ¢ and /. Similarly,

m
3; ([QIN(BOD))(I5) =Y 8 ju r(€% - [vsm v (B, C, D)),
h=1
where 8 is a word in &(J3), which depends on 8 and . Finally, using the magic formula of Proposition 2.2, we have
N? ;
5 2 ud5(PIN(BOC)% (101w (BOD)) (1Y)

gepl.jel

1 n m
=5 Z Y Y 8708 (s + o1 tr([v,01(B. C. D) - [vsim In (B, C. D)),

jed I=1h=l

where o; , € {1} depends on €, §, [ and h. Thus, the element

B l n m
I (e, vs) = 3 DD 80abin(s oL vsm € P(J°)

jed 1=l h=l

satisfies (4.7). 5
We extend the definition of I'T to all elements of Z2(J) of the form Py --- Py, Q1--- Q; € P by the relation

FYP--- P, Qr-O)= Y Y Pi--Pi---PQi--- Q- QT (P, Q)),

l<i<kl<j<l

and finally, we extend I'T to all elements of Z?(J) by bilinearity. Because FIT, fulfills the same relations, this demonstrates
4.7).
Thanks to Proposition 4.2, we have

or(P, Q)=N2/01 (T8 (P (B OCY _yr) [QIn (B (D I)T))(IJ)]dHO(%)
=E[/()1[1:T(Pa )]y (B C{{_pyr- D _yr) ‘”} + 0(%)
:E[[/O] (FT(P, Q))dt:| (B C{l_iyr- {1 - ,)T)} + 0(1\}2)
In [25], it is proved that, for all R € Z2(J3), we have

1
N N N
E[[R]N(B,Tv C(l—t)T’ D(l t)T)] = [R](,Q{,t)(thv C(1-T» d(l—t)T) + 0<m>,

(cf. Remark 4.4). Letting N — o0, it follows that

1
or(P, Q) 2/0 [FT(P, Q)](Q/,T)(sz, c(1-nt,da—nT)dt. 0
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Remark 4.4. The main theorem [25, Theorem 1.1] is stated in the special case that R is the trace of a noncommutative
polynomial, and moreover only for instances of a single Brownian motion. However, [25, Corollary 5.6] shows how to
quickly and easily extend this to the more general setting of convergence of any trace polynomial in instances of any finite
family of independent Brownian motions, as we use presently.

4.2. Polynomial test functions

Throughout this section, we investigate the case where J = {1} and T = (7). In this case, we have the injective map
from C(X, X*) to tr(C{J}) = &(J) denoted by tr, and similarly the injective map from C(X1, X7, X2, X3, X3, X;‘) to
tr(C{J3}) = 2 (J3) also denoted by tr.

In the case of a polynomial, it is possible to compute explicitly the term [['T(P, Q)] of Theorem 4.3, and thus recover
the expression for the covariance given by (4.1).

Corollary 4.5. Let us suppose J = {1}, T=(T), and P, Q € C[X]. Then, following Theorem 4.3,

(f‘T(tr P, tr Q)) =T(s—r) tr(3P(X1X2)8 Q(X1X3)),

(T (r P,tr 0%)) =T (r + ) tr(3P(X1X2) (0Q(X1X3))")
and

(T (e P*,tr 0%)) =T (s — ) tr((IP(X1X2)) " (0Q(X1X3))").
Consequently, taking three free multiplicative (r, s)-Brownian motions b, c, d which are freely independent in a noncom-
mutative probability space (&7, T), we have

T
o1t P Q)= (s =) [ e[aPbier)0Qbrdr] .

T
aT(trP,trQ*)=(r+s)/ t[dP(bicr—)(0Q(bdr—1))]dt  and
0

T
UT(trP*,trQ*)z(s—r)/O t[(aP(brer—1) (0 Q(bydr—1)) "] dt.

Remark 4.6. Let us make a few comments on this final corollary.

(1) In the case (r,s) = (1, 0) (the unitary Brownian motion), this result shows that, for all P, Q € C[X], the covariance
of the random variables N (tr P(U}V) — E[tr P(U}V)]) and N (tr Q(U}V) — E[tr Q(U}V)]) is asymptotically equal to
or(tr P, tr %), which reproduces exactly the expression of (4.1) found by Lévy and Maida in [28].

(2) Inthe case (r,s) = (%, %) (the standard Brownian motion on GIL ), this result shows that, for all P € C[X], the fluc-

tuation random variable N (tr(P(G¥ ) — E[tr(P(G’}/ ))]) is asymptotically a rotationally-invariant complex normal

distribution of variance fOT T(@P(bicr—1)(OP(bidr—1))*) dt, where b, ¢, d are three freely independent standard free
multiplicative Brownian motions.

n times

— e
Proof. Let P = X" and Q = X™. We have trP = v, and trQ = vs with ¢ = ((1,1),...,(1,1)) € & and § =

m times

—_—

(1, D,...,(1,1))e&. Let NeN,and B,C, D € GLL. Then for all G € My,
[tr PIn(CGB) =te((CGB)Y").  [tr Qly(DGB) =te((DGB)").

We compute for all £ € B

3 ([tr PIn(B()C))(I7) = nte(6(CB)")

and

3 ([tr O1n (B()D))(I¥) = mtr(£(DB)Y™).
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Finally, using the magic formula of Proposition 2.2, we have

mN? Z T3 ([tr Py (B(-)C))de ([tr QIn (B()D))(In) =T (s — r)mntr((CB)"(DB)")
gepl

= ([T P, tr Q))(B,C, D)
with (T (e P, tr 0)) = T (s —r) r(d P (X, X2)9Q(X1X3)). Similar computations lead to the formulas (Tt P, Q") =
T(r +5)r(dP(X1X2)dQ(X1X3)*) and ([T (tr P*, tr Q%)) = T(s — r) r(d P(X1 X2)*d Q(X1X3)*), and we extend the

formulas to P, Q € C[X] by bilinearity.
Thanks to Proposition 4.3, we know that

1
or(tr P, tr Q) :/o (I:T(P, Q))(bit, c1—nyT, d(1—nT) dt
1
—T(s—r) /0 e[8 P (berea—nm)d Qb da—nr)] dr

T
=(s—r) /0 [0 (brer—)9Qbydr )] dt.

and the two others cases are treated similarly. O

Appendix. The intertwining spaces 22(J) and C{J}

Let J be an index set. In this appendix, we describe the link between two spaces used to study trace polynomial functions,
that is to say linear combination of functions MIJV — My of the form

A Py(A) tr(P1(A)) tr(P2(A)) - - tr( P (A))

for some finite m, where Py, ..., P, € C are noncommutative *-polynomials in J variables. In Section 2.2, we already
defined the space #(J), introduced in [18,25]. Let us now define the space C{J}, another space which was introduced
in [9]. Finally, we will see that those two spaces are linked by a natural isomorphism.

The abstract trace polynomial algebra C{J} is a C-algebra equipped with a center-valued expectation functional
tr: C{J} — Z(C{J}): a linear map with values in the center of C{J} and satisfying tr(1c{s}) = l¢ysy and tr(tr(A) B) =
tr(A) tr(B) for all A, B € C{J}. (Note: the symbol tr is presently denoting an abstract function, not necessarily the nor-
malized trace on My .) The algebra C{J} is an extension of C{J) = C(X;, X ;" : j € J), the noncommutative polynomials
in J variables and their adjoints, in the sense that we have the injective inclusion C(J) C C{J}. In [9], it is denoted by

CJy=C{x;,Xj: jeJ}.

It is defined by a universal property [9, Universal Property 1.1]: let <7 be any C-algebra equipped with a center-valued
trace 7, and specified elements (A(j ¢)) jes,ec{l,+) in /. Then there is a unique algebra homomorphism f: C{J} — &
such that

(1) forall (j,e) € J x {1, %}, f(Xjf) = A(j¢); and

(2) forall X e C{J}, t(f(X)) = f (tr(X)).

This property uniquely defines C{J} up to adapted isomorphisms, cf. [9, Proposition-Definition 1.3], but we can also

construct explicitly one realization of C{J} as a partially symmetrized tensor algebra over C(J). As a vector space, it has
as a basis the set

{MotrM1 -otrMy, ke N, My, ..., M; are monomials in (C(J)}.

Following [9], the universal property allows also to define a C{J}-calculus. It is explicitly given as follows: for each
a=(aj)je; €/’ andeach Py, ..., P, € C(J), we have

(Potr Py« tr P)(a) = Po(a) - T(Pi(a)) - T(Pr(a)),
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and P — P (a) is an algebra homomorphism. As a consequence, the space C{J} can be used to index the trace polynomial
function on My .
As we will now see, & (J) is isomorphic to the “scalar part” tr(C{J}) of C{J}.

Lemma A.1. For any index set J, there is an algebra isomorphism
T: C(J)® Z(J) — C{J}

such that the restriction Y| g2y Is an algebra isomorphism onto tr(C{J}). More explicitly, Y is given as follows: for
any monomial Moy € C(J) and any words 9 € &, we have

T =1, T (Mo ® vy - Vi) = Mo tr( X)) - - tr( X)),

where, for all € = ((j1,€1), ..., Gn, €n)), Xe = Xj]‘ . ~Xj:.
Proof. The homomorphism Y transforms a basis of C{J) ® &(J) into a basis of C{J}, and is therefore a vector space
isomorphism. It is simple to check that it is also an algebra homomorphism. Alternatively, C(J) ® £?(J) is naturally
isomorphic to the construction of C{J} in [9, Appendix] as the partial symmetrization of the tensor algebra over C(J) —
the polynomial algebra #Z(J) is nothing other than the symmetric tensor algebra over C(J). It is also easy to see that this
map defines an algebra isomorphism using the universal property defining the space C(J) in [9], where the center-valued
expectation on the algebra C(J) ® & (J) is the tracing map 7 of [18, Definition 3.12], defined by

T (X0 @ Ugt) -+ Vgk) = Vg V(D) * * * Uglh)
for any words @ b g O

It is immediate that, identifying tr(C{J}) with £ (J) via the isomorphism Y, the C{J}-calculus is the same as the
P (J)-calculus defined in 2.2: for all P € tr(C{J}) = Z(J), and all a € A’ we have

P(a) =[Ply o (a).

Acknowledgements

The authors wish to thank Bruce Driver for several very helpful mathematical conversations during the production of
this paper. In particular, we thank him for making us aware of the integral representation of Lemma 3.8, which greatly
simplified the exposition of the proof of Theorem 3.3. We also wish to extend our gratitude to the Fields Institute, for its
excellent Workshop on Analytic, Stochastic, and Operator Algebraic Aspects of Noncommutative Distributions and Free
Probability in July 2013, during which the authors met for the first time and conceived of the core ideas that led to the
present work. Finally, we wish to express our thanks to the anonymous referee, who provided very detailed feedback on
the paper, especially in Sections 3 and 4, that helped us to significantly improve the exposition.

Funding

The first author was Supported by the ERC advanced grant “Noncommutative distributions in free probability”. The
second author was Supported by NSF CAREER Award DMS-1254807.

References

[1] D.Bakry, M. Ledoux and L. Saloff-Coste. Markov Semigroups at Saint-Flour. Probability at Saint-Flour. Springer, Heidelberg, 2012. MR3075390

[2] F. Benaych-Georges, G. Cébron and J. Rochet. Fluctuation of matrix entries and application to outliers of elliptic matrices. Canad. J. Math. 70 (1)
(2018) 3-25. MR3744883 https://doi.org/10.4153/CIM-2017-024-8

[3] Biane and P. Free. Brownian motion, free stochastic calculus and random matrices. In Free Probability Theor (Waterloo, ON, 1995) 1-19. Fields
Inst. Commun 12. Amer. Math. Soc., Providence, RI, 1997. MR 1426833

[4] Biane and P. S. Transform. Functional calculus on matrix spaces and the theory of semi-circular and circular systems. J. Funct. Anal. 144 (1)
(1997) 232-286. MR1430721 https://doi.org/10.1006/jfan.1996.2990


http://www.ams.org/mathscinet-getitem?mr=3075390
http://www.ams.org/mathscinet-getitem?mr=3744883
https://doi.org/10.4153/CJM-2017-024-8
http://www.ams.org/mathscinet-getitem?mr=1426833
http://www.ams.org/mathscinet-getitem?mr=1430721
https://doi.org/10.1006/jfan.1996.2990

[5

[t}

[6

=

[7

—

[8]

[9]
[10]
[11]
[12]
(13]
[14]
[15]
[16]
(17]
(18]
[19]
[20]
(21]

(22]
[23]

[24]
[25]
[26]
[27]
(28]
[29]
(30]
(31]
(32]
(33]
(34]

(35]

Fluctuations of Brownian motions on GLy 547

P. Biane and R. Speicher. Stochastic calculus with respect to free Brownian motion and analysis on Wigner space. Probab. Theory Related Fields
112 (3) (1998) 373-409. MR1660906 https://doi.org/10.1007/s004400050194

P. Biane and R. Speicher. Free diffusions, free entropy and free Fisher information. Ann. Inst. Henri Poincaré Probab. Stat. 37 (5) (2001) 581-606.
MR1851716 https://doi.org/10.1016/S0246-0203(00)01074-8

P. Billingsley. Probability and Measure, 3rd edition. Wiley Series in Probability and Mathematical Statistics. John Wiley & Sons, Inc., New York,
1995. MR1324786

T. Cabanal-Duvillard. Fluctuations de la loi empirique de grandes matrices aléatoires. Ann. Inst. Henri Poincaré Probab. Stat. 37 (3) (2001)
373-402. MR 1831988 https://doi.org/10.1016/S0246-0203(00)01071-2

G. Cébron. Free convolution operators and free Hall transform. J. Funct. Anal. 265 (11) (2013) 2645-2708. MR3096986 https://doi.org/10.1016/
j-jfa.2013.07.022

B. Collins. Moments and cumulants of polynomial random variables on unitary groups, the Itzykson—Zuber integral, and free probability. Int.
Math. Res. Not. 17 (2003) 953-982. MR1959915 https://doi.org/10.1155/S107379280320917X

B. Collins and T. Kemp. Liberation of projections. J. Funct. Anal. 266 (4) (2014) 1988-2052. MR3150150 https://doi.org/10.1016/j.jfa.2013.10.
034

B. Collins and P. gniady. Integration with respect to the Haar measure on unitary, orthogonal and symplectic group. Comm. Math. Phys. 264 (3)
(2006) 773-795. MR2217291 https://doi.org/10.1007/s00220-006- 1554-3

A. Dahlqvist. Dualité de Schur—Weyl, mouvement Brownien sur les groupes de Lie compacts classiques et étude asymptotique de la mesure de
Yang—Mills. PhD thesis, Pierre et Marie Curie, 2013.

A. Dahlqvist. Free energies and fluctuations for the unitary Brownian motion. Comm. Math. Phys. 348 (2) (2016) 395-444. MR3554890
https://doi.org/10.1007/s00220-016-2756-y

A. Dahlqyvist. Integration formulas for Brownian motion on classical compact Lie groups. Ann. Inst. Henri Poincaré Probab. Stat. 53 (4) (2017)
1971-1990. MR3729643 https://doi.org/10.1214/16- ATHP779

C. Dellacherie and P.-A. Meyer. Probabilities and Potential. North-Holland Mathematics Studies. 29. North-Holland Publishing Co., Amsterdam-
New York, 1978. MR0521810

P. Diaconis and S. Evans. Linear functionals of eigenvalues of random matrices. Trans. Amer. Math. Soc. 353 (7) (2001) 2615-2633. MR1828463
https://doi.org/10.1090/S0002-9947-01-02800-8

B. K. Driver, B. C. Hall, Kemp and T. The. Large-N limit of the Segal-Bargmann transform on Uy . J. Funct. Anal. 265 (11) (2013) 2585-2644.
MR3096985 https://doi.org/10.1016/j.jfa.2013.07.020

B. K. Driver, B. C. Hall and T. Kemp. The Brown measure of the free multiplicative Brownian motion. Available at arXiv:1903.11015. MR3998225
https://doi.org/10.1016/j.aim.2019.106771

B. C. Hall and T. Kemp. Brown measure support and the free multiplicative Brownian motion. Adv. Math. 355 (2019) 106771, 36. MR3998225
https://doi.org/10.1016/j.aim.2019.106771

C. W. Ho and P. Zhong. Brown measures of free circular and multiplicative brownian motions with self-adjoint and unitary initial conditions.
Available at arXiv:1908.08150.

S. Janson. Gaussian Hilbert Spaces. Cambridge University Press, Cambridge, 1997. MR1474726 https://doi.org/10.1017/CB0O9780511526169
K. Johansson. On fluctuations of eigenvalues of random Hermitian matrices. Duke Math. J. 91 (1) (1998) 151-204. MR 1487983 https://doi.org/10.
1215/S0012-7094-98-09108-6

V. Kargin. On free stochastic differential equations. J. Theoret. Probab. 24 (3) (2011) 821-848. MR2822483 https://doi.org/10.1007/
$10959-011-0341-z

T. Kemp. The large-N limits of Brownian motions on GLy . Int. Math. Res. Not. IMRN 13 (2016) 4012-4057. MR3544627 https://doi.org/10.
1093/imrn/rnv245

T. Kemp. Heat kernel empirical laws on Uy and GLy. J. Theoret. Probab. 30 (2) (2017) 397-451. MR3647064 https://doi.org/10.1007/
$10959-015-0643-7

T. Kemp, 1. Nourdin, G. Peccati and R. Speicher. Wigner chaos and the fourth moment. Ann. Probab. 40 (4) (2012) 1577-1635. MR2978133
https://doi.org/10.1214/11- AOP657

T. Lévy and M. Maida. Central limit theorem for the heat kernel measure on the unitary group. J. Funct. Anal. 259 (12) (2010) 3163-3204.
MR2727643 https://doi.org/10.1016/j.jfa.2010.08.005

J. A. Mingo, P. Sniady and R. Speicher. Second order freeness and fluctuations of random matrices. IL. Unitary random matrices. Adv. Math. 209
(1) (2007) 212-240. MR2294222 https://doi.org/10.1016/j.aim.2006.05.003

J. A. Mingo and R. Speicher. Second order freeness and fluctuations of random matrices. I. Gaussian and Wishart matrices and cyclic Fock spaces.
J. Funct. Anal. 235 (1) (2006) 226-270. MR2216446 https://doi.org/10.1016/j.jfa.2005.10.007

A. Nica and R. Speicher. Lectures on the Combinatorics of Free Probability. London Mathematical Society Lecture Note Series 335. Cambridge
University Press, Cambridge, 2006. MR2266879 https://doi.org/10.1017/CB0O9780511735127

S. Noreddine. Fluctuations of the traces of complex-valued random matrices. In Séminaire de Probabilités XLV 401-431. Lecture Notes in Math.
2078. Springer, Cham, 2013. MR3185924 https://doi.org/10.1007/978-3-319-00321-4_16

I. Nourdin and G. Peccati. Universal Gaussian fluctuations of non-Hermitian matrix ensembles: From weak convergence to almost sure CLTs.
ALEA Lat. Am. J. Probab. Math. Stat. 7 (2010) 341-375. MR2738319

D. Voiculescu. Limit laws for random matrices and free products. Invent. Math. 104 (1) (1991) 201-220. MR 1094052 https://doi.org/10.1007/
BF01245072

E. P. Wigner. On the distribution of the roots of certain symmetric matrices. Ann. of Math. (2) 67 (1958) 325-327. MR0095527 https://doi.org/10.
2307/1970008


http://www.ams.org/mathscinet-getitem?mr=1660906
https://doi.org/10.1007/s004400050194
http://www.ams.org/mathscinet-getitem?mr=1851716
https://doi.org/10.1016/S0246-0203(00)01074-8
http://www.ams.org/mathscinet-getitem?mr=1324786
http://www.ams.org/mathscinet-getitem?mr=1831988
https://doi.org/10.1016/S0246-0203(00)01071-2
http://www.ams.org/mathscinet-getitem?mr=3096986
https://doi.org/10.1016/j.jfa.2013.07.022
http://www.ams.org/mathscinet-getitem?mr=1959915
https://doi.org/10.1155/S107379280320917X
http://www.ams.org/mathscinet-getitem?mr=3150150
https://doi.org/10.1016/j.jfa.2013.10.034
http://www.ams.org/mathscinet-getitem?mr=2217291
https://doi.org/10.1007/s00220-006-1554-3
http://www.ams.org/mathscinet-getitem?mr=3554890
https://doi.org/10.1007/s00220-016-2756-y
http://www.ams.org/mathscinet-getitem?mr=3729643
https://doi.org/10.1214/16-AIHP779
http://www.ams.org/mathscinet-getitem?mr=0521810
http://www.ams.org/mathscinet-getitem?mr=1828463
https://doi.org/10.1090/S0002-9947-01-02800-8
http://www.ams.org/mathscinet-getitem?mr=3096985
https://doi.org/10.1016/j.jfa.2013.07.020
http://arxiv.org/abs/arXiv:1903.11015
http://www.ams.org/mathscinet-getitem?mr=3998225
https://doi.org/10.1016/j.aim.2019.106771
http://www.ams.org/mathscinet-getitem?mr=3998225
https://doi.org/10.1016/j.aim.2019.106771
http://arxiv.org/abs/arXiv:1908.08150
http://www.ams.org/mathscinet-getitem?mr=1474726
https://doi.org/10.1017/CBO9780511526169
http://www.ams.org/mathscinet-getitem?mr=1487983
https://doi.org/10.1215/S0012-7094-98-09108-6
http://www.ams.org/mathscinet-getitem?mr=2822483
https://doi.org/10.1007/s10959-011-0341-z
http://www.ams.org/mathscinet-getitem?mr=3544627
https://doi.org/10.1093/imrn/rnv245
http://www.ams.org/mathscinet-getitem?mr=3647064
https://doi.org/10.1007/s10959-015-0643-7
http://www.ams.org/mathscinet-getitem?mr=2978133
https://doi.org/10.1214/11-AOP657
http://www.ams.org/mathscinet-getitem?mr=2727643
https://doi.org/10.1016/j.jfa.2010.08.005
http://www.ams.org/mathscinet-getitem?mr=2294222
https://doi.org/10.1016/j.aim.2006.05.003
http://www.ams.org/mathscinet-getitem?mr=2216446
https://doi.org/10.1016/j.jfa.2005.10.007
http://www.ams.org/mathscinet-getitem?mr=2266879
https://doi.org/10.1017/CBO9780511735127
http://www.ams.org/mathscinet-getitem?mr=3185924
https://doi.org/10.1007/978-3-319-00321-4_16
http://www.ams.org/mathscinet-getitem?mr=2738319
http://www.ams.org/mathscinet-getitem?mr=1094052
https://doi.org/10.1007/BF01245072
http://www.ams.org/mathscinet-getitem?mr=0095527
https://doi.org/10.2307/1970008
https://doi.org/10.1016/j.jfa.2013.07.022
https://doi.org/10.1016/j.jfa.2013.10.034
https://doi.org/10.1215/S0012-7094-98-09108-6
https://doi.org/10.1007/s10959-011-0341-z
https://doi.org/10.1093/imrn/rnv245
https://doi.org/10.1007/s10959-015-0643-7
https://doi.org/10.1007/BF01245072
https://doi.org/10.2307/1970008

	Introduction
	Background
	Brownian motions on GLN
	The space P(J)
	Computation of the heat kernel
	Free multiplicative Brownian motion

	Gaussian ﬂuctuations
	The carré du champ form
	Main theorem
	Computation of the covariance
	Proof of Theorem 3.3
	Appropriate norms
	Step 1
	Step 2
	Step 3
	Step 4


	Study of the covariance
	New characterization of the covariance
	Polynomial test functions

	Appendix. The intertwining spaces P(J) and C{J}
	Acknowledgements
	Funding
	References

