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Abstract
We analyze a class of stochastic dynamic games among teams with asymmetric information,
where members of a team share their observations internally with a delay of d . Each team is
associatedwith a controlledMarkovChain, whose dynamics are coupled through the players’
actions. These games exhibit challenges in both theory and practice due to the presence of
signaling and the increasing domain of information over time.We develop a general approach
to characterize a subset of Nash equilibria where the agents can use a compressed version
of their information, instead of the full information, to choose their actions. We identify two
subclasses of strategies: sufficient private information-Based (SPIB) strategies, which only
compress private information, and compressed information-based (CIB) strategies, which
compress both commonandprivate information.We show that SPIB-strategy-based equilibria
exist and the set of payoff profiles of such equilibria is the same as that of all Nash equilibria.
On the other hand, we show that CIB-strategy-based equilibria may not exist. We develop a
backward inductive sequential procedure,whose solution (if it exists) provides aCIB strategy-
based equilibrium. We identify some instances where we can guarantee the existence of a
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solution to the above procedure. Our results highlight the tension among compression of
information, ability of compression-based strategies to sustain all or some of the equilibrium
payoff profiles, and backward inductive sequential computation of equilibria in stochastic
dynamic games with asymmetric information.

Keywords Game theory · Dynamic games · Decentralized control · Stochastic dynamic
systems · Compression-based equilibria · Sequential decomposition

1 Introduction

Dynamic games with asymmetric information appear in many socioeconomic contexts. In
these games, multiple agents/decision makers interact repeatedly in a changing environment.
Agents have different information and seek to optimize their respective long-term payoffs.
For example, multiple companies may compete with each other in a market over time and
each company attempts to optimize its own long-term benefits [5,7,12,32,33]; the market is
also changing over time driven by the actions the companies take. Another instance of such
games arises in cyberphysical systems [1,2,48,52,70]; at each time, attackers make decisions
on which hosts to attack, and the system administrators/defenders choose actions to defend
against the attackers, for example, by isolating some hosts from the rest of the system [52];
the system’s state changes over time as a result of the attackers’ and defenders’ actions. In all
instances of these games, when an agent takes an action, she needs to consider not only how
the action will affect her current payoff but also how it will influence the system’s evolution
and the future actions of all agents, and hence her future payoffs.

In some settings, agents can form groups, or teams [9,49]. The agents in the same group
share a common goal but may have different information available to them. This information
asymmetry among teammates appears in many engineering applications. In most of these
applications, the state of the system changes rapidly, and agents have to make real-time
decisions. Moreover, the communication between agents is either costly, or restricted by
bandwidth or delay. Examples of these settings include competing fleets of automated cars
from rival companies [18] and theDARPASpectrumChallenge [19]. In theDARPASpectrum
challenge setup, individual transceivers work in teams to maximize the sum throughput of
their networks. Teams compete with other teams, and members of the same team need to
coordinate and evolve their responses over time. In these settings, agents in the same team aim
to choose their strategy jointly to achieve team optimality (i.e., to choose the joint strategy
profile that maximizes the expected utility of the team over all joint strategy profiles) rather
than just person-by-person optimality (PBPO).1 We study a stylized model of such settings
in this paper.

It is worth stating that the games among teams problems we focus on in this paper are
different from cooperative games in economics research (e.g., see [36] Chapters 8–10). In
cooperative game theory, the goal is to study the group formation process among agents with
different objectives. In our setting, groups are assumed to be fixed and given, and we focus
instead on determining the optimal actions and payoffs for each group. A unilateral deviation
in our problemsmeans one or more agents in one group deviates, but the community structure
of the agents stays the same.

1 A team strategy is person-by-person optimal (PBPO) when each team member’s strategy is an optimal
response given other team members’ strategy profile.
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The key challenges in the study of dynamic games among single agents with asymmetric
information are: (i) Due to signaling2 in many instances, an agent’s assessment of the status
of the game at time t , hence her strategy at time t , depends on the strategies of agents
who acted before her.3 Therefore, we cannot obtain the standard sequential decomposition
(that sequentially determines the components of an equilibrium strategy profile) of the kind
provided by the dynamic programming algorithm for centralized stochastic control (where
the agent’s optimal strategy at any time t does not depend on past strategies) [25]. (ii) The
domain of the agents’ strategies increases with time, as the agents acquire information over
time. Thus, the computational complexity of the agents’ strategies increases with time.

To address these challenges, one can look for compression-based strategies that can be
sequentially computed. This creates an additional challenge: compression-based strategies
could restrict the agents’ ability to sustain all or some of the equilibrium payoffs of the game.

In games among teams, we have the additional challenge of coordination within asymmet-
rically informed teammembers so as to achieve team optimality instead of person-by-person
optimality.

In this paper, we propose a general approach to characterize a subset of equilibrium
strategy profiles of dynamic games among teams with the following goals: (i) to determine
appropriate compression of information for each agent to base their decision on; (ii) to develop
a sequential decomposition of the game. In addition, we would like to determine sufficient
conditions for the existence of such equilibrium strategies.

1.1 Related Literature

To understand games among teams, we first examine a team’s best-response strategy
when other teams’ strategies are fixed. Team problems, or decentralized control prob-
lems, have been extensively studied in the control literature. Researchers have developed
various methodologies/approaches to decentralized control problems to determine team
optimal strategies or PBPO strategies, and to determine structural results/properties for the
above-mentioned strategies. Thesemethodologies include: (i) the person-by-person approach
[23,30,38,39,54–59,61–64,66] (ii) the designer’s approach [28,65] (iii) the coordinator’s
approach [29,41,43,53]. The person-by-person approach has been used to determine qualita-
tive/structural properties of team optimal or PBPO strategies. In this approach, the strategies
of all team members/agents except one, say agent i , are assumed to be arbitrary but fixed;
then, the qualitative properties of agent i’s best response strategy are determined. These
properties are then valid for all possible (fixed) strategies of the other agents. The designer’s
approach investigates the decentralized control/team problem from the point of view of a
designer who knows the system model and the joint probability distributions of the primitive
random variables (the system’s initial state, the noise driving the system, and the noise in
the agents’ observations). The designer chooses the strategies of all team members at time 0
by solving an open-loop stochastic control problem, where her decision at each time is the
strategy/control law for all the team members/agents. Applying stochastic control results,
the designer can obtain a dynamic programming decomposition. The methodology devel-

2 In contrast to signaling in teams, signaling in games is complicated by the fact that agents have diverging
incentives.
3 Example of such strategy dependencies appears in Ho [20] and in Nayyar and Teneketzis [40] for team
problems with non-classical information structure. Since these strategy dependencies are solely due to the
problem’s information structure, they also appear in dynamic games with non-classical information structure
(see [21]).
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oped in this paper is inspired by the coordinator’s approach used in Nayyar et al. [41,43],
Tavafoghi et al. [53]. Similar to the designer’s approach, the coordinator’s approach assumes
that a fictitious agent, called the coordinator, assigns instructions to agents. However, unlike
the designer’s approach, the coordinator is assumed to know the common information of all
agents and assigns partial strategies (prescriptions) instead of full strategies to agents. The
partial strategies tell an agent how to utilize her private information to generate actions. Both
the designer’s approach and the coordinator’s approach lead to the determination of globally
optimal team strategy profiles.

Research on dynamic games roughly consists of two directions: One direction focuses
on repeated games or multi-stage games, where the instantaneous payoffs at each stage
is only affected by actions in this stage but not by the actions in the previous stages. In
these games, researchers investigated long-term interactions among agents (e.g., punishment
and reward strategies) and characterized the set of equilibrium payoffs (e.g., see [31] or [36]
Chapter 7). The other direction focuses on gameswith an underlying dynamic system, in other
words, games where instantaneous payoffs can be affected by previous actions. In this more
complicated setting, researchers attempted to develop methodologies for the determination
of equilibria with either a general structure or a specialized structure. In this paper, we focus
on the latter direction.

Games of individual agents (i.e., agents do not form teams) with an underlying dynamic
system have been studied in both the economics and the control literature. Dynamic games
with symmetric information have been studied extensively [4,14]. In Maskin and Tirole
[34], the authors propose the concept of Markov Perfect Equilibrium (MPE) for the case
where the state of the system and agents’ actions are perfectly observable. The research on
dynamic games with asymmetric information can be classified into two categories: zero-sum
games and general (i.e., not necessarily zero-sum) games. Zero-sum games are analyzed in
Renault [46,47], Zheng and Castañón [69], Gensbittel and Renault [15], Li and Shamma [26],
Cardaliaguet et al. [8], Li et al. [27], Kartik and Nayyar [21]. In these works, the authors
take advantage of many properties of zero-sum games, such as having a unique value and
the interchangeability of equilibrium strategies. These properties do not extend to general
nonzero-sum games. The literature on general dynamic games includes [16,17,35,37,42,44,
45,50,51,60]. In Nayyar et al. [42], the authors extend the MPE concept in Maskin and
Tirole [34] to the case where the underlying dynamics is only partially observable. Under the
crucial assumption that the common information-based (CIB) belief is strategy-independent,
the authors prove that there exist equilibria where agents play CIB strategies, i.e., the agents
choose their actions based on CIB belief and private information instead of full information.
Furthermore, such equilibria can be found through a sequential decomposition of the game.
In our setup, the system state is not perfectly observed; thus, our model is distinctly different
from that of Maskin and Tirole [34]. Furthermore, in contrast to Nayyar et al. [42], the CIB
belief in our model is strategy-dependent.

The closest work to our paper in terms of both model and approach is [45]. In Ouyang
et al. [45], the authors consider a game model where, in contrast to Nayyar et al. [42], the
CIB beliefs are strategy-dependent. They propose the concept of Common Information-
Based Perfect Bayesian Equilibrium (CIB-PBE) as a solution concept for this game model
and prove that CIB-PBE can be found through a sequential decomposition whenever this
decomposition has a solution. The game model of Ouyang et al. [45] has multiple features
that prevent us from directly applying their results in our analysis in Sect. 5. We will make
a more detailed comparison in Sect. 3. Our work is also close in spirit to Maskin and Tirole
[35]. In Maskin and Tirole [35], the authors extend their work in Maskin and Tirole [34] by
considering games where actions are observable, but each agent has a fixed, private utility
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type. They propose Markov Sequential Equilibrium (MSE) as a solution concept for these
games, where the agents choose their actions based on a compression of their information
along with their beliefs on the types of other agents. The authors show by example that MSE
do not necessarily exist. As an alternative toMSE, they propose a new concept obtained from
limits of ε-MSE as ε goes to 0.

Unlike either team problems or dynamic games among individual agents, games among
teams (in particular, ones with an underlying dynamic system) have not been systematically
studied in the literature. There are only a fewworks on special models of games among teams.
In Farina et al. [13] and Zhang and An [68], the authors proposed algorithms to compute
equilibria for zero-sum multiplayer extensive form games, where a team of players plays
against an adversary. In Anantharam and Borkar [3], the authors provide an example of a
zero-sum game which involves a team. However, the players in this team have symmetrical
information; hence, the team is equivalent to an individual player with vector-valued actions.
InNayyar andBaşar [37], the authors briefly extend their results inNayyar et al. [42] to games
among teams for a specialized model where the CIB belief is strategy independent. In both
Colombino et al. [9] and Summers et al. [49], the authors solve a two-team zero-sum linear
quadratic stochastic dynamic game. In Bhattacharya and Başar [6], the authors formulate and
solve a game between two teams of mobile agents. The model and information structure of
Bhattacharya and Başar [6] are different from ours. Additionally, games among teams have
been the subject of empirical research (see, for example, [10,11]). In our work, we study
analytically a model of nonzero-sum dynamic stochastic games among teams where the CIB
belief is strategy dependent.

1.2 Contribution

In this paper, we consider a model of dynamic games among teams with asymmetric infor-
mation. We assume that each team is associated with a dynamical system that has Markovian
dynamics driven by the actions of all agents of all teams. The state of each dynamical system is
assumed to be vector-valued, where each component represents an agent’s local state. Agents
can observe their own local states perfectly and communicate them within their respective
teams with a delay of d . All actions are public, i.e., observable by every agent in every
team. We also assume the presence of public noisy observations of the system’s state. The
instantaneous reward of a team depends on the states and actions of all teams. Our model is
a generalization of the model in Ouyang et al. [45] to competing teams.

Our contributions are as follows:

– We identify appropriate compression of information for each agent. The compression is
achieved in two steps: (i) the compression of team-private information that depends only
on the team strategy; (ii) the compression of common information that depends on the
strategy of all agents. The compression steps induce two special classes of strategies: (i)
Sufficient Private Information-Based (SPIB) strategies, where agents only apply the first
step of compression; and (ii) Compressed Information-Based (CIB) strategies, where
agents apply both steps of compression.

– We show that SPIB-strategy-basedNash equilibria always exist, and the set of equilibrium
payoff profiles of such equilibria is the same as that of all Nash equilibria.

– We develop a sequential decomposition of the game where agents play CIB strategies.
We show that any solution of the sequential decomposition forms a Nash equilibrium of
the game.
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– We show that CIB-strategy-based Nash equilibria do not always exist. We identify some
simple instances where CIB-strategy-based equilibria are guaranteed to exist.

1.3 Organization

We organize the rest of the paper as follows: In Sect. 2, we formally present our model and
problem. In Sect. 3, we transform the game among teams into an equivalent game among
coordinators where each coordinator represents a team. In Sect. 4, we introduce our first step
of compression of information and SPIB strategies. We show the existence of SPIB-strategy-
based equilibria and the equivalence of sets of payoff profiles between SPIB-strategy-based
equilibria and Nash equilibria. In Sect. 5, we introduce the second step of compression
and CIB strategies, and we provide a sequential decomposition of the game. We also show
the general non-existence of CIB-strategy-based equilibria and provide some conditions for
existence. We present some extensions and special cases of our results in Sect. 6. Then,
we discuss our results in Sect. 7. We conclude in Sect. 8. Proof details are provided in the
Appendix.

1.4 Notation

We use capital letters to represent random variables, bold capital letters to denote random
vectors, and lower case letters to represent realizations. We use superscripts to indicate teams
and agents, and subscripts to indicate time. We use i to represent a typical team, and −i
represents all teams other than i . We use t1 : t2 to indicate the collection of timestamps
(t1, t1 + 1, . . . , t2). For example, X1

5:8 stands for the random vector (X1
5, X

1
6, X

1
7, X

1
8). For

random variables or random vectors represented by Latin letters, we use the corresponding
script capital letters to denote the space of values these random vectors can take. For example,
Hi

t denotes the space of values the random vector Hi
t can take. The products of sets in this

paper are Cartesian products. We use P(·) and E[·] to denote probabilities and expectations,
respectively. We use ∆(Ω) to denote the set of probability distributions on a finite set Ω .
Whenwriting probabilities, wewill omit the randomvariableswhen the lower case letters that
represent the realizations clearly indicates the random variable it represents. For example, we
will use P(yit |xt , ut ) as a shorthand for P(Y i

t = yit |Xt = xt ,Ut = ut ). When λ is a function
from Ω1 to ∆(Ω2), with some abuse of notation we write λ(ω2|ω1) := (λ(ω1))(ω2) as if λ

is a conditional distribution. We use 1A to denote the indicator random variable of an event
A.

In general, probability distributions of random variables in a dynamic system are only
well defined after a complete strategy profile is specified. We specify the strategy profile
that defines the distribution in superscripts, e.g., Pg(xit |h0t ). When the conditional probabil-
ity is independent of a certain part of the strategy (git )(i,t)∈Ω , we may omit this part of the
strategy in the notation, e.g., Pg1:t−1(xt |y1:t−1, u1:t−1), Pgi (xit |h0t ) or P(xt+1|xt , ut ). We say
that a realization of some random vector (for example h0t ) is admissible under a partially
specified strategy profile (for example g−i ) if the realization has strictly positive probability
under some completion of the partially specified strategy profile (In this example, that means
Pgi ,g−i

(h0t ) > 0 for some gi ). Whenever we write a conditional probability or conditional
expectation, we implicitly assume that the condition has nonzero probability under the spec-
ified strategy profile. When only part of the strategy profile is specified in the superscript, we
implicitly assume that the condition is admissible under the specified partial strategy profile.
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2 Problem Formulation

2.1 SystemModel and Information Structure

We consider a finite horizon dynamic game among finitely many teams each consisting of
a finite number of agents, where agents have asymmetric information. Let I = {1, . . . , I }
denote the set of teams and T = {1, . . . , T } denote the set of time indices. We use a tuple
(i, j) to indicate the j-th member of team i . For a team i ∈ I, let Ni = {(i, 1), . . . , (i, Ni )}
denote team i’s members. Let N = ⋃

i∈I Ni denote the set of all agents. At each time
t ∈ T , each agent (i, j) selects an action Ui, j

t ∈ U i, j
t , where U i, j

t denotes the action space
of agent (i, j) at time t . Each team is associated with a vector-valued dynamical system
Xi
t = (Xi, j

t )(i, j)∈Ni which evolves according to

Xi
t+1 = f it (X

i
t ,Ut ,W

i,X
t ), i ∈ I,

where Ut = (Uk, j
t )(k, j)∈N , and (Wi,X

t )i∈I,t∈T is the noise in the dynamical system. We
assume that Xi, j

t ∈ X i, j
t for (i, j) ∈ N and t ∈ T .

We assume that the actions of all agents are publicly observed. Further, at time t , after all
the agents take actions, a public observation of team i’s state is generated according to

Y i
t = &it (X

i
t ,Ut ,W

i,Y
t ), i ∈ I,

where Y i
t ∈ Y i

t , and (Wi,Y
t )i∈I,t∈T are the observation noises.

The order of events occurring between time steps t and t+1 is shown in the figure below:

t

Xi
t U i, j

t Y i
t

t + 1

Xi
t+1

We assume that the functions ( f it )i∈I,t∈T , (&it )i∈I,t∈T are common knowledge among
all agents. We further assume that (Xi

1)i∈I , (W
i,X
t )i∈I,t∈T , and (Wi,Y

t )i∈I,t∈T are mutually
independent primitive random variables whose distributions are also common knowledge
among all agents. As a result, the teams’ dynamics (Xi

t )t∈T , i ∈ I, are conditionally
independent given the actions, and the public observations of different teams’ systems are
conditionally independent given the states and actions of all teams.

At each time t , the following information is available to all agents:

H0
t = (Y1:t−1,U1:t−1),

whereYt = (Y i
t )i∈I ,Ut = (Ui, j

t )(i, j)∈N .We refer to H0
t as the common information among

teams.
We assume that each agent (i, j) observes her own state Xi, j

t . Further, agents in the same
team share their states with each other with a time delay d ≥ 1. Thus, at time t , all agents in
team i have access to Hi

t , given by

Hi
t = (Y1:t−1,U1:t−1,Xi

1:t−d), i ∈ I.

We call Hi
t the common information within team i .

Finally, the information available to agent (i, j) at time t , denoted by Hi, j
t , is

Hi, j
t = (Y1:t−1,U1:t−1,Xi

1:t−d , X
i, j
t−d+1:t ), (i, j) ∈ N .
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This model captures the hierarchy of information asymmetry among teams and team
members. It is an abstract representation of dynamic oligopoly games [44,45] where each
member of the oligopoly is a team.

Remark 1 Our model also captures the scenarios where a team has only one member. Such
a team can be incorporated in our framework by adding a dummy agent to it and assuming
a suitable internal communication delay d . If all teams are single-member teams, then d can
be arbitrarily chosen.

To illustrate the key ideas of the paper without dealing with the technical difficulties
arising from continuum spaces, we assume that all the system random variables (i.e., all
states, actions, and observations) take values in finite sets.

Assumption 1 X i, j
t ,Y i

t ,U
i, j
t are finite sets for all (i, j) ∈ N , t ∈ T .

2.2 Strategies and Reward Functions

For games among teams, there are three possible types of team strategies one could consider:
(1) pure strategies, i.e., deterministic strategies; and (2) randomized strategies where team
members independently randomize; (3) randomized strategies where team members jointly
randomize.

A pure strategy profile of a team is defined to be a collection of functions µi =
(µ

i, j
t )(i, j)∈Ni ,t∈T , where µi, j

t : Hi, j
t $→ U i, j

t . Define Mi, j
t as the space of functions from

Hi, j
t to U i, j

t . Let Mi = ∏
t∈T

∏
(i, j)∈Ni

Mi, j
t . Any randomized strategy of a team, either

of type 2 or type 3, can be described by a mixed strategy σ i ∈ ∆(Mi ). In particular, if team
members independently randomize, the mixed strategy σ i being used to describe the strategy
profile will be a product of measures on Mi, j =∏t∈T Mi, j

t for (i, j) ∈ Ni .
Team i’s total reward under a pure strategy profile µ = (µ

i, j
t )(i, j)∈N ,t∈T is

J i (µ) = Eµ

[
∑

t∈T
r it (Xt ,Ut )

]

,

where the functions (r it )i∈I,t∈T , r it : Xt × Ut $→ R, representing the instantaneous rewards,
are common knowledge among all agents. Team i’s total reward under a mixed strategy
profile σ = (σ i )i∈I , σ i ∈ ∆(Mi ), is then an average of the total rewards under pure
strategy profiles, i.e.,

J i (σ ) =
∑

µ∈M

(
∏

i∈I
σ i (µi )

)

J i (µ).

Note that while members of the same team may jointly randomize their strategies, the
randomizations of different teams are independent of each other.

Remark 2 For convenience of notation and proofs, for t ∈ {−(d − 1), . . . ,−1, 0}, we define
X i, j
t = U i, j

t = Y i
t = {0} and r it (Xt ,Ut ) = 0 for all i ∈ I and (i, j) ∈ N .

2.3 Solution Concept

In this work, a team refers to a group of agents that have asymmetric information and the same
objective. Because of the shared objective, members of the same team can jointly decide on
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the strategy to use before the start of the game for the collective benefit of the team. Therefore,
when considering an equilibrium concept, we should consider team deviations rather than
individual deviations, i.e., multiple members of the same team may decide to change their
strategies. We consider randomized strategies where team members jointly randomize. To
implement an arbitrary mixed strategy, a team can jointly choose a random strategy profile
out of the distribution specified by themixed strategy at the beginning of the game. Example 2
of Appendix A.1 illustrates why such strategies must be considered when we study games
among teams.

The above discussion motivates the definition of a Team Nash equilibrium.

Definition 1 (Team Nash equilibrium) A mixed strategy profile σ ∗ = (σ ∗i )i∈I , σ ∗i ∈
∆(Mi ), is said to form a Team Nash Equilibrium (TNE) if for all i ∈ I,

J i (σ ∗i , σ ∗−i ) ≥ J i (σ̃ i , σ ∗−i )

for any mixed strategy profile σ̃ i ∈ ∆(Mi ).

Since stochastic dynamic games among teams with asymmetric information is a relatively
new class of dynamic games, we start with the simplest equilibrium concept, which is the
Team Nash Equilibrium.

The primary objective of this paper is to characterize compression-based subclasses of
Team Nash Equilibria.

3 Game Among Coordinators

In this section, we present a game among individual players that is equivalent to the game
among teams formulated in Sect. 2.

We view the members of a team as being coordinated by a fictitious coordinator as in
Nayyar et al. [43]: At each time t , team i’s coordinator instructs themembers of team i how to
use their private information, Hi, j

t \Hi
t , based on Hi

t and her past instructions up to time t−1
(see [43]). Using this vantage point, we can view the game among teams as a game among
coordinators, where the coordinators’ actions are the instructions, or prescriptions, provided
to individual agents. Notice that unlike agents’ actions, coordinators’ actions (prescriptions)
are not publicly observed. To proceed further, we formally define coordinators’ actions and
strategies and prove Lemma 1.

Definition 2 (Prescription)Coordinator i’s prescriptions at time t is a collection of functions
γ i
t = (γ

i, j
t )(i, j)∈Ni where γ

i, j
t : X i, j

t−d+1:t $→ U i, j
t .

Define Ai, j
t to be the space of functions that map X i, j

t−d+1:t to U i, j
t . Define Ai

t =
∏

(i, j)∈Ni
Ai, j

t .

Definition 3 (Pure coordination strategy) Define the augmented team-common information
of team i to be H

i
t = (Hi

t ,Γ
i
1:t−1), where Γ i

1:t−1 are the past prescriptions assigned by the
coordinator of team i . A pure coordination strategy of team i is a collection of mappings
νi = (νit )t∈T where νit : H

i
t $→ Ai

t .
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Definition 4 We call two strategies gi , g̃i of team i payoff-equivalent if the two strategies
generate the same total expected reward for all agents under all pure team strategy profilesµ−i

of teams other than i , that is, J k(gi , µ−i ) = J k(g̃i , µ−i ) for all k ∈ I and all µ−i ∈ M−i .4

The next lemma establishes the equivalence between pure coordination strategies and pure
strategies of a team.

Lemma 1 For every pure strategy µi of team i, there exists a payoff-equivalent pure coordi-
nation strategy νi and vice versa.

Proof See Appendix B. ()
Based on the above lemma, we can immediately conclude that a mixed strategy for a team

is payoff-equivalent to a mixed coordination strategy (i.e., a distribution on the space of pure
coordination strategies). As a result, Team Nash equilibria, as defined in Sect. 2.3, will be
equivalent to Nash equilibria of coordinators, where the coordinators can use mixed coor-
dination strategies. An example illustrating how a mixed team strategy can be transformed
into a payoff-equivalent behavioral coordination strategy is presented in Appendix A.2.

Therefore, we can transform the game among teams to a game among individual players,
where each player is a (team) coordinator whose actions are prescriptions. Following the
standard approach in game theory, we now consider behavioral strategies of the individuals
(i.e., the coordinators) in this lifted game since, unlike mixed strategies, behavioral strategies
allow for independent randomizations across time and therefore, better facilitate a sequential
decomposition of the dynamic game.

Definition 5 (Behavioral coordination strategy) A behavioral coordination strategy of team
i is a collection of mappings gi = (git )t∈T where git : H

i
t $→ ∆(Ai

t ).

Given that the coordinators have perfect recall, that is, at any time t , the coordinator
remembers all her observations up to time t , and all her “actions” (prescriptions) up to time
t − 1, we can conclude from Kuhn’s theorem [24] that behavioral coordination strategies are
payoff-equivalent to mixed coordination strategies.

Lemma 2 For any mixed coordination strategy ς i of coordinator i , there exists a payoff-
equivalent behavioral coordination strategy gi and vice versa.

Based on this equivalence, we can first define Nash equilibria for the coordinator’s game
and then restate our objective from Sect. 2.3.

Definition 6 (Coordinators’ Nash equilibrium) For any behavioral coordination strategy pro-
file g, define

J i (g) = Eg

[
∑

t∈T
r it (Xt ,Ut )

]

.

A behavioral coordination strategy profile g∗ = (g∗i
t )i∈I,t∈T where g∗i

t : Hi
t $→ ∆(Ai

t )

is said to form a Coordinator’s Nash Equilibrium (CNE) if for any i ∈ I,

J i (g∗i , g∗−i ) ≥ J i (g̃i , g∗−i )

for any behavioral coordination strategy profile g̃i : Hi
t $→ ∆(Ai

t ).

4 We do not restrict the strategy types of gi and g̃i in Definition 4. In particular, each of gi and g̃i could be a
coordination strategy or a team strategy.
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In other words, a coordination strategy profile g forms a CNE if the behavioral strategies
of coordinators form a Bayes–Nash equilibrium in the game of coordinators.

Given that we have lifted the game among teams to a game among coordinators, we adjust
the terminology for the information structure accordingly. From now on, we will refer to
the common information among all teams (i.e., H0

t ) as simply the common information,
while the information that members of team i share but is not known to other teams (i.e.,
H

i
t\H0

t = (Xi
1:t−d ,Γ

i
1:t−1)) will be referred to as the private information of coordinator

i . The information that is private to an agent (i.e., Xi, j
t−d+1:t ) will be referred to as hidden

information since none of the coordinators observe this information.

Remark 3 The game among coordinators we obtain has a few differences from the game
model in Ouyang et al. [45]:

– Actions in Ouyang et al. [45] are publicly observable. As mentioned before, in our
game among coordinators, the “actions” (prescriptions) of the coordinators are private
information.

– The local state Xi
t in Ouyang et al. [45] is perfectly observable by player i without delay.

In our game among coordinators, at time t , a coordinator can only observe her local state
up to time t − d .

– The transitions of local states in Ouyang et al. [45] are conditionally independent given
the actions, i.e., P(xt+1|xt , ut ) =

∏
i P(xit+1|xit , ut ). In our game among coordinators,

transition of local states are not independent given the prescriptions.
– The public observations of local states inOuyang et al. [45] are conditionally independent

given the local states and actions, i.e., P(yt |xt , ut ) = ∏
i P(yit |xit , ut ). In our game

among coordinators, public observations of local states are not independent given the
prescriptions and local states.

Due to the above differences, we cannot directly apply the results of Ouyang et al. [45] to
the game of coordinators.

4 Compression of Private Information

In this section, we identify a compression of a coordinator’s private information that is suffi-
cient for decision-making for the game of coordinators formulated in Sect. 3. We refer to this
compression as the Sufficient Private Information (SPI). We restrict attention to Sufficient
Private Information-Based (SPIB) strategies, where coordinators choose prescriptions based
on their sufficient private information along with the common information. As a result, the
coordinators do not need full recall to play SPIB strategies. We show that for any behav-
ioral coordination strategy, there exists a payoff-equivalent (See Definition 4) SPIB strategy.
Consequently, there always exists a Coordinator’s Nash equilibrium where coordinators play
SPIB strategies, and the set of equilibrium payoffs of such equilibria is the same as the set of
equilibrium payoffs for CNE. Therefore, the restriction to SPIB strategies does not hurt the
coordinators’ ability to achieve any payoff profile that is achievable in a CNE.

We proceed as follows. We first present a preliminary result that plays an important role
in the subsequent analysis. We then introduce our results. We then formally define Sufficient
Private Information and Sufficient Private Information-Based (SPIB) strategies. Finally, we
establish the payoff-equivalence betweenSPIB strategies and general behavioral coordination
strategies.
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4.1 A Preliminary Result

We show that the states and prescriptions of different coordinators are conditionally inde-
pendent given the common information.

Lemma 3 (Conditional independence)Under any behavioral coordination strategy profile g
and for each time t ∈ T , (Xi

1:t ,Γ
i
1:t )i∈I are conditionally independent across coordinators

given the common information H0
t , i.e.,

Pg(x1:t , γ1:t |h0t ) =
∏

i∈I
Pg(xi1:t , γ

i
1:t |h0t ) ∀h0t ∈ H0

t .

Furthermore, Pg(xi1:t , γ
i
1:t |h0t ) depends on g only through gi .

Proof See Appendix C. ()

As a result of Lemma 3, coordinator i’s estimation of other coordinators’ state and pre-
scriptions is independent of her own strategy and private information. In other words, while
coordinator i has access to both the common information and her private information, her
belief on the other coordinators’ private information (history of states and prescription) is
solely based on the common information.

4.2 Sufficient Private Information and SPIB Strategy

We now identify a compressed version of private information that is sufficient for decision-
making.

Recall that coordinator i’s information at time t consists of (Y1:t−1,U1:t−1,Xi
1:t−d ,Γ

i
1:t−1).

To choose her prescriptions at time t , coordinator i needs to estimate her hidden information
(i.e., Xi

t−d+1:t ). When d = 1, the belief on hidden information is simply constructed using
(Xi

t−1,Ut−1) and the knowledge of the transition probabilities of the underlying system.
However, when d > 1, more information in addition to (Xi

t−d ,Ut−d:t−1) is needed to form
the belief.

To illustrate this, we start with the case d = 2. When d = 2, the belief of coordina-
tor i on her hidden information would depend on the last prescription Γ i

t−1 in addition to
(Xi

t−2,Ut−2:t−1). This is due to the signaling effect of the action Ui
t−1: since coordinator i

knows Ui
t−1, she can infer something about Xi

t−1 through the prescription used to produce

these actions (recall that Ui, j
t−1 = Γ

i, j
t−1(X

i, j
t−2:t−1) for (i, j) ∈ Ni ). Hence at time t , coordi-

nator i needs to take Γ i
t−1 into account when forming her belief on the hidden information.

Furthermore, for d = 2, when making a decision at time t , coordinator i can use a
compressed version of the prescription Γ i

t−1 instead of Γ i
t−1 itself. This is because at time

t , coordinator i has learned Xi
t−2 that she did not know at time t − 1. The coordinator can

then focus on the following essential question: given the knowledge of Xi
t−2, what is the

relationship between Xi
t−1 and Ui

t−1?
Similarly, for a general d > 1, to estimate the hidden information, each coordinator needs

to utilize her past (d−1) prescriptions. Again, a coordinator can use a compressed version of
the past (d−1) prescriptions, since she can incorporate the additional information she knows
at time t that she did not know backwhen the prescriptionswere chosen. Each coordinator can
now focus on the relationship between the unknown states and the known actions, given what
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is already known. Thismotivates the definition of (d−1)-step partially realized prescriptions
(PRPs).

Definition 7 The (d − 1)-step partially realized prescriptions5 (PRPs) for coordinator i at
time t is a collection of functions Φ i

t := (Φ
i, j
t−l,l)(i, j)∈Ni ,1≤l≤d−1, where

Φ
i, j
t−l,l = Γ

i, j
t−l (X

i, j
t−l−d+1:t−d , ·)

is a function from X i, j
t−d+1:t−l to U i, j

t−l .

Remark 4 When d = 1, the (d − 1)-step PRP Φ i
t is empty by definition.

PRPs have smaller dimension than prescriptions. To illustrate this point, consider the case
where d = 2: A prescription γ

i, j
t−1 can be represented as a table, where the rows represent

xi, jt−2 ∈ X i, j
t−2, the columns represent xi, jt−1 ∈ X i, j

t−1, and the entries represent the correspond-

ing action ui, jt−1 = γ
i, j
t−1(x

i, j
t−2:t−1) to take. On the other hand, the 1-step partially realized

prescription φ
i, j
t = γ

i, j
t−1(x

i, j
t−2, ·) can be represented by one row of the table of γ

i, j
t−1 chosen

based on the realization of Xi, j
t−2.

When d > 1, in addition to (Xi
t−d ,Ut−d:t−1,Φ

i
t ), coordinator i also needs to use

Y i
t−d+1:t−1 to form a belief on her hidden information since Y i

t−d+1:t−1 can provide addi-
tional insight onXi

t−d+1:t−1 that (X
i
t−d ,Ut−d:t−1,Φ

i
t ) cannot necessarily provide. The belief

coordinator i has on her hidden information is summarized in the following lemma.

Lemma 4 Suppose that the behavioral coordination strategy profile g = (gi )i∈I is being
played. Then, the conditional distribution of Xi

t−d+1:t given H
i
t under g can be expressed as

a fixed function of (Y i
t−d+1:t−1,Ut−d:t−1,Xi

t−d ,Φ
i
t ), i.e.,

Pg(xit−d+1:t |h
i
t ) = Pi

t (x
i
t−d+1:t |yit−d+1:t−1, ut−d:t−1, xit−d ,φ

i
t ) ∀hit ∈ Hi

t (1)

for some function Pi
t that does not depend on g.

Proof See Appendix D. ()

Remark 5 The above result can be interpreted in the following way: Xi
t−d is perfectly

observed; hence, coordinator i can discard Xi
1:t−d−1 which are irrelevant information due to

the Markov property. Since Xi
t−d+1:t−1 are not perfectly observed by coordinator i , every

public observation and action based upon Xi
t−d+1:t−1 are important to coordinator i since

it can help in estimating the state Xi
t−d+1:t−1. Note that Φ i

t encodes the essential informa-
tion coordinator i needs to remember at time t about her previous signaling strategy: how
does Xi

t−d+1:t−1 (unknown) map to Ui
t−d+1:t−1 (known)? With this piece of information,

coordinator i can fully interpret the signals sent through Ui
t−d+1:t−1.

We now formally define the Sufficient Private Information (SPI) and SPIB strategieswhich
will be used in the rest of the paper.

5 The (d − 1)-step PRPs are the same as the partial functions defined in the second structural result in Nayyar
et al. [41].
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Definition 8 (Sufficient private information) For a given d > 0, the Sufficient Private Infor-
mation (SPI) for coordinator i at time t is defined as Sit = (Xi

t−d ,Φ
i
t ).

6

Definition 9 (Sufficient private information-based strategy)A Sufficient Private Information-
Based (SPIB) strategy for coordinator i is a collection of functions ρi = (ρi

t )t∈T , ρi
t :

H0
t × S i

t $→ ∆(Ai
t ).

It can be easily verified that Sit can be sequentially updated, i.e., there exists a fixed,
strategy-independent function ιit such that

Sit+1 = ιit (S
i
t ,X

i
t−d+1,Γ

i
t ). (2)

Therefore, a coordinator does not need full recall to play an SPIB strategy.

4.3 Payoff-equivalence of SPIB Strategies with General Behavioral Coordination
Strategies

To establish the payoff-equivalence between SPIB strategies and general behavioral coordi-
nation strategies, we introduce the following definition.

Definition 10 Consider a behavioral coordination strategy gi = (git )t∈T of coordinator i .
An SPIB strategy ρi = (ρi

t )t∈T is said to be associated with gi if for all t ∈ T ,

ρi
t (h

0
t , s

i
t ) =

∑

x̃ i1:t−d ,γ̃
i
1:t−1

git (h
0
t , x̃

i
1:t−d , γ̃

i
1:t−1)Pgi (x̃ i1:t−d , γ̃

i
1:t−1|h0t , sit )

for all (h0t , s
i
t ) admissible under gi .

Recall that due to Lemma 3, Pg(x̃ i1:t−d , γ̃
i
1:t−1|h0t , sit ) depends on a behavioral coordina-

tion strategy profile g only through gi . Hence, the above definition is independent of other
coordinators’ strategies.

Remark 6 The distribution ρi
t (h

0
t , s

i
t ) can be seen as the conditional distribution of Γ i

t given
H0
t = h0t , S

i
t = sit under the behavioral coordination strategy g

i . Similar construction is also
used in Lemma 4 of Kartik et al. [22].

Lemma 5 Let ρi be an SPIB strategy associated with coordinator i’s strategy gi ; then ρi

and gi are payoff-equivalent.

Proof See Appendix E. ()
An SPIB strategy profile ρ = (ρi

t )i∈I,t∈T , ρi
t : H0

t × S i
t $→ ∆(Ai

t ) is called a Sufficient
Private Information-Based Coordinators’ Nash Equilibrium (SPIB-CNE) if ρ, seen as a
profile of behavioral coordination strategies, forms a Coordinator’s Nash equilibrium (see
definition 6). The following theorem follows naturally from Lemma 5.

Theorem 1 SPIB-CNE exist for the dynamic game among coordinators. Furthermore, the
set of equilibrium payoff profiles of SPIB-CNEs is the same as the set of equilibrium payoff
profiles for CNEs.

6 The compression of private information of coordinators in our model is closely related to Tavafoghi et al.’s
[53] sufficient information approach. One can show that our sufficient private information Sit = (Xi

t−d ,Φ
i
t )

satisfies the definition of sufficient private information (Definition 4) in Tavafoghi et al. [53] (hence, we choose
to use the same terminology).
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Proof Let g = (gi )i∈I be a CNE. Let ρi be an SPIB strategy associated with gi for each
i ∈ I, then ρ = (ρi )i∈I is an SPIB-CNE: Using Lemma 5 iteratively, we can show that

J i (ρi , ρ−i ) = J i (gi , g−i ) ≥ J i (g̃i , g−i ) = J i (g̃i , ρ−i )

for any behavioral coordination strategy g̃i of coordinator i .
We also know that ρ has the same equilibrium payoffs as g due to Lemma 5. Therefore,

the set of equilibrium payoff profiles of SPIB-CNEs is the same as the set of equilibrium
payoff profiles for CNEs. ()

5 Compression of Common Information and Sequential Decomposition

The SPIB strategies defined in the previous section use sufficient private information instead
of the entire private information for each coordinator. If the setsXt ,Yt ,Ut are time-invariant,
the set of possible values of sufficient private information used in SPIB strategies is also
time-invariant. However, the common information still increases with time and this means
that the domain of SPIB strategies keeps increasing with time. In order to limit the growing
domain of SPIB strategies, we introduce a subclass of SPIB strategies, named Compressed
Information-Based (CIB) strategies, where the coordinators use a compressed version of
common information instead of the entire common information. We show that this new class
of strategies satisfies a key best-response/closedness property. Based on this property, we
provide a backward inductive procedure that identifies an equilibrium in this subclass of
strategies if each step of this procedure has a solution. While equilibria in CIB strategies may
not exist in general (see example in Sect. 5.5), we identify classes of games among teams
where such equilibria do exist.

5.1 Compressed Common Information and CIB Strategy

In decentralized control problems [43,53] and games among individuals [45,51], agents can
compress their common information into beliefs on hidden and (sufficient) private informa-
tion for the purpose of decision-making. Similarly, we would like to consider a subclass of
SPIB strategies where each coordinator compresses the common information H0

t to a belief
on sufficient private information and hidden information, i.e., P(Xk

t−d:t = ·,Φk
t = ·|H0

t ) for
k ∈ I. Due to Lemma 4, these beliefs can be constructed from P(Xk

t−d = ·,Φk
t = ·|H0

t ) and
(Y k

t−d+1:t−1,Ut−d:t−1). Therefore, we will consider strategies where coordinators use com-
mon information-based beliefs on the sufficient private information Skt = (Xk

t−d ,Φ
k
t )k∈I

along with the uncompressed values of (Yt−d+1:t−1,Ut−d:t−1), instead of the whole H0
t .

We formalize the above discussion in the rest of this subsection.

Definition 11 (Belief generation system) A Belief Generation System for coordinator i con-
sists of a sequence of functionsψ i = (ψ i,k

t )k∈I,t∈T whereψ i,k
t :

(∏
l∈I ∆(Sl

t )
)
×Yt−d+1:t×

Ut−d:t $→ ∆(Sk
t+1)

Coordinator i can use this system to generate common information-based beliefs Π i,k
t ∈

∆(Sk
t ) for all k ∈ I as follows:
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– Π i,k
1 is the prior distribution of (Xk

−(d−1),Φ
k
1), i.e., a measure which assigns probability

1 to the event (Xk
−(d−1) = 0,Φk

1 = φ̂k
1), where φ̂k

1 is the PRP that always produces

actions uk, jt = 0 for all (k, j) ∈ Nk, t ≤ 0 (see Remark 2);
– Π i,k

t+1 = ψ i,k
t ((Π i,l

t )l∈I ,Yt−d+1:t ,Ut−d:t ), t ≥ 1.

Π i,k
t represents coordinator i’s subjective belief on coordinator k’s sufficient private infor-

mation Skt . These beliefs along with (Yt−d+1:t−1,Ut−d:t−1) will serve as coordinator i’s
compressed common information.

Definition 12 (Compressed common information) We define coordinator i’s Compressed
Common Information (CCI) at time t as

Bi
t =

((
Π i,l

t

)

l∈I
,Yt−d+1:t−1,Ut−d:t−1

)
,

where (Π i,l
t )l∈I are generated using the belief generation system defined in Definition 11.

Note that when d = 1, we have Bi
t = ((Π i,l

t )l∈I ,Ut−1).

We can write the belief update using Bi
t as Π i,k

t+1 = ψ i,k
t (Bi

t ,Yt ,Ut ). With a slight abuse
of notation, we use ψ i

t to represent the collection (ψ i,k
t )k∈I and write the belief updates

collectively as (Π i,l
t+1)l∈I = ψ i

t (B
i
t ,Yt ,Ut ).

We now define a subclass of strategies where coordinator i uses her CCI instead of the
entire common information.

Definition 13 (Compressed information-based strategy) Let Bt =
(∏

k∈I ∆(Sk
t )
)

×
Yt−d+1:t−1 × Ut−d:t−1. A Compressed Information-Based (CIB) strategy for coordinator
i is a pair (λi ,ψ i ), where λi = (λit )t∈T is a collection of functions λit : Bt × S i

t $→ ∆(Ai
t ),

and ψ i = (ψ i,k
t )k∈I,t∈T , ψ i,k

t : Bt × Yt × Ut $→ ∆(Sk
t+1) is a belief generation system as

defined in Definition 11.

Under aCIB strategy, coordinator i uses her belief generation system to compress common
information into beliefs and then uses these beliefs along with (Yt−d+1:t−1,Ut−d:t−1, Sit )
to select a randomized prescription. Thus, a CIB strategy (λi ,ψ i ) is equivalent to an SPIB-
strategy

ρi
t (h

0
t , s

i
t ) = λit

((
π i,k
t

)

k∈I
, yt−d+1:t−1, ut−d:t−1, sit

)
∀h0t ∈ H0

t ,∀sit ∈ S i
t

where (π i,k
t )k∈I is generated from h0t through the belief generation system defined in Defi-

nition 11.

Remark 7 One advantage of CIB strategies is that at each time coordinator i only needs to
use her current CCI rather than the full common information (i.e., H0

t ) which increases with
time. Thus, if the sets Xt ,Yt ,Ut are time-invariant, the mappings λit ,ψ

i
t in a CIB strategy

have a time-invariant domain.

Remark 8 We have not imposed any restriction on the mapping ψ i
t in coordinator i’s belief

generation system (see Definition 11). Intuitively, however, one can imagine that coordinator
i has some prediction about others’ strategies and is rationally using her prediction about
others’ strategies to update her beliefs through the mapping ψ i

t . In the following discussion,
our focus will be on such “rational” ψ i

t where the notion of rationality will be captured by
Bayes’ rule.
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We end this subsection by pointing out that coordinator i’s belief generated fromψ i can be
grouped into two parts: (Π i,−i

t )t∈T and (Π i,i
t )t∈T . The first part represents what coordinator

i believes about other coordinators’ SPI. The second part represents what coordinator i thinks
is the other coordinators’ belief on her own SPI.

5.2 Consistency and Closedness of CIB Strategies

As mentioned before, our interest in CIB strategies is motivated by the common information
belief-based strategies that appeared in the solution of decentralized control problems [43,
53] or games among individuals [42,45]. The common beliefs used in these prior works
are compatible with Bayes’ rule (i.e., the beliefs can be obtained using Bayes’ rule along
with the knowledge of the system model and the strategies being used). Inspired by these
observations, we are particularly interested in CIB strategies where the belief generation
system is compatible with Bayes’ rule, i.e., the beliefs generated by coordinator i using ψ i

agree with those generated using Bayes’ rule along with the knowledge of the system model
and the strategies being used.

In the following discussion, we identify a key property of such Bayes’ rule compatible
CIB strategies. To do so, we use the following technical definition.

Definition 14 (Consistency) Given λit : Bt × S i
t $→ ∆(Ai

t ), a belief generation function
ψ∗,i
t : Bt × Yt × Ut $→ ∆(S i

t+1) is said to be consistent with λit if the following holds:
For all bt = ((π l

t )l∈I , yt−d+1:t−1, ut−d:t−1) ∈ Bt , ψ
∗,i
t (bt , yt , ut ) is equal to the conditional

distribution of Sit+1 given the event (Yt = yt ,Ut = ut ) found using Bayes rule (whenever
Bayes rule applies), assuming that yt−d+1:t−1 and ut−d:t−1 are the realization of recent
observations and actions, Sit has prior distribution π i

t , and given Sit = sit , Γ
i
t has distribution

λit (bt , s
i
t ). That is,

[ψ∗,i
t (bt , yt , ut )](sit+1) =

Υ i
t (bt , y

i
t , ut , s

i
t+1)∑

s̃it+1
Υ i
t (bt , y

i
t , ut , s̃

i
t+1)

(3)

whenever the denominator of (3) is nonzero, where

Υ i
t (bt , y

i
t , ut , s

i
t+1)

:=
∑

s̃it

∑

x̃ it−d+1:t

∑

γ̃ i
t :γ̃ i

t (x̃
i
t−d+1:t )=uit

[
P(yit |x̃ it , ut )1{sit+1=ιit (s̃

i
t ,x̃

i
t−d+1,γ̃

i
t )}

× λit (γ̃
i
t |bt , s̃it )Pi

t (x̃
i
t−d+1:t |yit−d+1:t−1, ut−d:t−1, s̃it )π

i
t (s̃

i
t )
]

for all

bt = ((π l
t )l∈I , yt−d+1:t−1, ut−d:t−1) ∈ Bt , yit ∈ Y i

t , ut ∈ Ut , sit+1 ∈ S i
t+1,

ιit is defined in (2) and Pi
t is as described in Lemma 4.

For any index set Ω ⊂ I × T , we say that ψ∗,i = (ψ∗,i
t )(i,t)∈Ω is consistent with

λi = (λit )(i,t)∈Ω if ψ∗,i
t is consistent with λit for all (i, t) ∈ Ω .

A CIB strategy (λi ,ψ i ) for coordinator i is said to be self-consistent if ψ i,i is consis-
tent with λi . Since self-consistency can be viewed as Bayes’ rule compatibility, the beliefs
(Π i,i

t )t∈T represents true conditional distributions of coordinator i’s SPI given the common
information under a self-consistent strategy.
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Lemma 6 Let (λi ,ψ i ) be a self-consistent CIB strategy of coordinator i . Denote the behav-
ioral strategy generated from (λi ,ψ i ) as gi . Let h0t ∈ H0

t be admissible under g
i
1:t−1, then

Pgi1:t−1(sit , x
i
t−d+1:t |h0t ) = π i,i

t (sit )P
i
t (x

i
t−d+1:t |yit−d+1:t−1, ut−d:t−1, sit )

∀sit ∈ S i
t ∀xit−d+1:t ∈ X i

t−d+1:t

where π i,i
t is the belief obtained using ψ i under the realization h0t of common information

and Pi
t is as described in Lemma 4.

Proof See Appendix F. ()

Now, consider a game with two coordinators: Suppose that coordinator 1 plays a self-
consistent CIB strategy with belief generation system ψ1. Since the belief Π1,1

t generated
fromψ1 is a true conditional distribution on coordinator 1’s SPI, coordinator 2 can useΠ1,1

t as
her belief on coordinator 1’s SPI. Further, coordinator 2 can useψ1 to compute coordinator 1’s
belief about coordinator 2’s SPI. This suggests that coordinator 2 should mimic coordinator
1’s belief generation systemwhen coordinator 1’s strategy is self-consistent. This observation,
along with results from Markov decision theory, leads to the following crucial best-response
property of CIB strategies.

Lemma 7 (Closedness of CIB strategies) Suppose that all coordinators other than coordina-
tor i are using self-consistent CIB strategies. Let (λk,ψk) be the CIB strategy of coordinator
k ∈ I\{i}. Suppose that ψ j = ψk for all j, k ∈ I\{i}. Then, a best-response strategy for
coordinator i is a CIB strategy with the same belief generation system as the other coordi-
nators.

Proof See Appendix G. ()

5.3 Interpretation and Discussion of Consistency and Closedness Property

Lemma 7 imposes two conditions on the CIB strategies of coordinators other than i , namely
(I) they are self-consistent, and (II) their belief generation systems are identical. In order to
illustrate the significance of both conditions, we first describe how coordinator i could form
her best response when all coordinators other than i are playing some generic CIB strategies
that are not necessarily self-consistent or do not have an identical belief generation system.

The problem of finding coordinator i’s best response to others’ CIB strategies can be
thought of as a stochastic control problem with partial observation. This suggests that in
order to form a best response at time t , coordinator i needs to compute (or form beliefs
on) the data that coordinators −i’s CIB strategies use, i.e., the CCI and the SPI of other
coordinators. Coordinator i also needs to estimate all the hidden information in order to
evaluate the payoffs. Coordinator i’s estimation task can be divided into three sub-tasks: (i)
to form a belief on her own hidden information Xi

t−d+1:t , (ii) to recover coordinators −i’s
CCI (Bk

t )k∈I\{i}, and (iii) to form a belief on coordinators −i’s SPI and hidden information
X−i
t−d+1:t .
For the first sub-task, coordinator i can compute the belief through the function Pi

t defined
in Lemma 4 using (Y i

t−d+1:t−1,Ut−d:t−1, Sit ) , without using any belief generation system.
For the second sub-task, recall that Bk

t includes (Y i
t−d+1:t−1,Ut−d:t−1), which coordinator i

already knows. Thus, to complete the second task, coordinator i can simply use (ψk)k∈I\{i}
and the common information H0

t to compute all the beliefs in (Bk
t )k∈I\{i}. Condition (I),
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namely that the CIB strategies for coordinators other than i are self-consistent, ensures that
coordinator i can also accomplish the third sub-task using the beliefs in (Bk

t )k∈I\{i} due
to Lemma 6. By using self-consistent CIB strategies, coordinators −i effectively “invite”
coordinator i to use the same belief generation system as −i .

Thus, all of coordinator i’s sub-tasks can be done if she keeps track of her own Sit and
the CCI (Bk

t )k∈I\{i} used by others. Therefore, coordinator i can form a best response with
a strategy that chooses prescriptions based on (Bk

t )k∈I\{i} and Sit at time t . Condition (II),
namely that the belief generation systems are identical, ensures that Bk

t ’s are identical for all
k ∈ I\{i}, and hence, the best response described above becomes a CIB strategy with the
same belief generation system as the one used by all coordinators other than i .

Remark 9 Note the CIB strategy that is a best-response strategy for coordinator i in Lemma 7
may not necessarily be self-consistent. However, the equilibrium strategies in a CIB-CNE
(which we will introduce later) will be self-consistent for all players.

5.4 Coordinators’Nash Equilibrium in CIB Strategies and Sequential Decomposition

The fact that one of coordinator i’s best responses to others usingCIB strategies (with identical
and self-consistent belief generation systems) is itself a CIB strategy (with the same belief
generation system as others) suggests the possibility of a Coordinators’ Nash equilibrium
(CNE)where all coordinators are usingCIB strategieswith identical and self-consistent belief
generation systems. We refer to such a CNE as a CIB-CNE. More formally, a CIB-CNE is a
CIB strategy profile (λ∗i ,ψ i )i∈I where (i) all coordinators have the same belief generation
system, i.e., for all i ∈ I, ψ i = ψ∗ for some ψ∗, (ii) for each k ∈ I, ψ∗,k is consistent with
λk , and (iii) for each i ∈ I, the CIB strategy (λ∗i ,ψ i ) is a best response for coordinator i to
(λ∗k,ψk)k∈I\{i}.

Notice that in a CIB-CNE all coordinators are using the same belief generation system,
hence the CCI Bi

t (as defined in Definition 12) is the same for all coordinators. We denote the
identical Bi

t for all coordinators by Bt . Furthermore, when all coordinators other than i are
using fixed CIB strategies, (Bt , Sit ) can be viewed as an information state for coordinator i’s
stochastic control problem (see proof of Lemma 7 for details). Based on this observation, we
introduce a backward inductive computation procedure for determining CIB-CNEs where
Bt is used as an information state. Our procedure decomposes the game into a collection of
one-stage games, one for each time t and each realization of Bt . These one-stage games are
used to characterize a CIB-CNE in a backward inductive manner.

Definition 15 (Stage game) Given the value functions Vt+1 = (V i
t+1)i∈I , where V i

t+1 :
Bt+1 × S i

t+1 $→ R, a realization of the compressed common information bt =
(π t , yt−d+1:t−1, ut−d:t−1) where π t = (π i

t )i∈I ,π
i
t ∈ ∆(S i

t ), and update functions ψ∗
t =

(ψ∗,i
t )i∈I ,ψ

∗,i
t : Bt × Yt × Ut $→ ∆(S i

t+1), we define a stage game for the coordinators
dynamic game as follows:

Stage Game Gt (Vt+1, bt ,ψ∗
t ):

– There are |I| players, each representing a coordinator.
– (Vt+1, bt ,ψ∗

t ) are commonly known.
– Nature chooses Zt = (St ,Xt−d+1:t ,WY

t ),
7 where St = (Skt )k∈I .

– Player i observes Sit = sit .

7 Since Xt ,Ut ,Yt are finite sets, one can assume thatWY
t also takes finite values without lost of generality.
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– Player i’s belief on Zt is given by

β i
t (z̃t |sit ) = 1{s̃it=sit }

∏

k -=i

πk
t (s̃

k
t )×

×
∏

k∈I
Pk
t (x̃

k
t−d+1:t |ykt−d+1:t−1, ut−d:t−1, s̃kt )P(w̃

k,Y
t ),

∀z̃t = (s̃t , x̃t−d+1:t , w̃Y
t ) ∈ St × Xt−d+1:t × WY

t . (4)

where Pk
t is the belief function defined in Eq. (1).

– Player i selects a prescription Γ i
t ∈ Ai

t as her action.
– Player i has utility

Qi
t (Zt ,Γ t ) = r it (Xt ,Ut )+ V i

t+1(Bt+1, Sit+1), (5)

where

Uk, j
t = Γ

k, j
t (Xk, j

t ) ∀(k, j) ∈ N ,

Bt+1 = ((Πk
t+1)k∈I , (yt−d+2:t−1,Yt ), (ut−d+1:t−1,Ut )),

Πk
t+1 = ψ∗,k

t (bt ,Yt ,Ut ) ∀k ∈ I,

Y k
t = &

j
t (X

k
t ,Ut ,W

k,Y
t ) ∀k ∈ I,

Sit+1 = ιit (S
i
t ,X

i
t−d+1,Γ

i
t )

Given the stage game Gt (Vt+1, bt ,ψ∗
t ), we define two associated concepts:

Definition 16 (IBNE correspondence) Given the value functions Vt+1 = (V i
t+1)i∈I , where

V i
t+1 : Bt+1 × S i

t+1 $→ R and belief update functions ψ∗
t = (ψ∗,i

t )i∈I ,ψ
∗,i
t : Bt × Yt ×

Ut $→ ∆(S i
t+1), the Interim Bayesian Nash equilibrium correspondence IBNEt (Vt+1,ψ

∗
t )

is defined as the set of all λt = (λit )i∈I , λ
i
t : Bt × S i

t $→ ∆(Ai
t ) such that

λit (bt , s
i
t ) ∈ argmax

η∈∆(Ai
t )




∑

z̃t ,γ̃t



η(γ̃ i
t )Q

i
t (z̃t , γ̃t )β

i
t (z̃t |sit )

∏

k -=i

λkt (γ̃
k
t |bt , s̃kt )









∀bt ∈ Bt , sit ∈ S i
t ,∀i ∈ I,

where β i
t and Qi

t are defined using (V i
t+1, bt ,ψ

∗
t ) in (4) and (5), respectively.

Definition 17 (DP operator) Given a value function V i
t+1 : Bt+1 × S i

t+1 $→ R and a CIB
strategy profile (λ∗

t ,ψ
∗
t ) at time t , where λ∗

t = (λ∗i
t )i∈I , λ∗i

t : Bt × S i
t $→ ∆(Ai

t ) and
ψ∗
t = (ψ∗,i

t )i∈I ,ψ
∗,i
t : Bt × Yt × Ut $→ ∆(S i

t+1), the dynamic programming operator DP
i
t

defines the value function at time t through

[DPit (V i
t+1, λ

∗
t ,ψ

∗
t )](bt , sit ) :=

∑

z̃t ,γ̃t

Qi
t (z̃t , γ̃t )β

i
t (z̃t |sit )

∏

k∈I
λ∗k
t (γ̃ k

t |bt , s̃kt ),

where β i
t and Qi

t are defined using (V i
t+1, bt ,ψ

∗
t ) in (4) and (5), respectively.

Theorem 2 (Sequential decomposition) Let (λ∗i ,ψ∗)i∈I be a CIB strategy profile with iden-
tical belief generation system ψ∗ for all i ∈ I. If this strategy profile satisfies the dynamic
program defined below:

V i
T+1(·, ·) = 0 ∀i ∈ I;
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and for t ∈ T

λ∗
t ∈ IBNEt (Vt+1,ψ

∗
t ); (6)

ψ∗
t is consistent with λ∗

t ;
V i
t := DPit (V

i
t+1, λ

∗
t ,ψ

∗
t ) ∀i ∈ I, (7)

then (λ∗i ,ψ∗)i∈I forms a CIB-CNE.

Proof See Appendix H. ()

Remark 10 Note that (6) and (7) can be verified for each realization bt ∈ Bt separately, i.e.,
one can check that λ∗

t (bt , ·) is an IBNE of the stage game Gt (Vt+1, bt ,ψ∗
t (bt , ·)), and that

ψ∗
t (bt , ·) is consistent with λ∗

t (bt , ·) for each bt .

5.5 Existence of CIB-CNE

We have shown in Theorem 1 that an SPIB-CNE always exists. However, a CIB-CNE does
not necessarily exist, even when each team contains only one member (i.e., in games among
individuals). We present below one example where CIB-CNEs do not exist.

Example 1 Consider a 3-stage dynamic game (i.e., T = {1, 2, 3}) with two players: Alice
(A) and Bob (B). Each player forms a one-person team. Let X A

t ∈ {−1, 1} and XB
t ≡ ∅,

i.e., Bob is not associated with a state. Let Yt = ∅, i.e., there is no public observation of
the states. The initial state X A

1 is uniformly distributed on {−1, 1}. At t = 1, (a) Alice can
choose an action U A

1 ∈ {−1, 1} and Bob has no actions to take; (b) the next state is given by
X A
2 = X A

1 ·U A
1 ; (c) the instantaneous reward is given by

r A1 (X1,U1) = −r B1 (X1,U1) = ε · 1{U A
1 =+1},

where ε ∈ (0, 1
3 ).

At t = 2, (a) neither player has any action to take; (b) the state at next time is given by
X A
3 = X A

2 ; (c) the instantaneous rewards are 0 for both players; (This stage is a dummy stage
inserted in the game to alter the definition of the CCI at the beginning of the last stage.)

At t = 3, (a) Alice has no action to take, and Bob chooses UB
3 ∈ {L,R}; (b) The

instantaneous reward r A3 (X3,U3) for Alice is given by

r A3 (−1,L) = 0, r A3 (−1,R) = 1

r A3 (+1,L) = 2, r A3 (+1,R) = 0

and r B3 (X3,U3) = −r A3 (X3,U3).

In a game where each team contains only one person, we can assume the delay d to be
any number (see Remark 1). In the next proposition, we view Example 1 as a game among
teams with internal delay d = 1.

Proposition 1 There exist no CIB-CNE in the game described in Example 1.

Proof See Appendix I. ()
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Remark 11 One can provide an example for non-existence of CIB-CNE for any d > 0 by
inserting d − 1 additional dummy stages (analogous to stage 2) into Example 1, and viewing
it as a game among teams with internal delay d . Example 1 can also be used to show that the
CIB-PBE concept defined in Ouyang et al. [45] for games among individuals does not exist
in general, hence the conjecture in Ouyang et al. [45] that a CIB-PBE always exists is not
true.

Intuitively, the reason that a CIB-CNE does not exist in this game is that at t = 3, a
CIB strategy requires Bob to choose his action based only on a compressed version of his
information rather than the full information. This compression does not hurt Bob’s ability to
form a best response. However, in an equilibrium, Bob needs to carefully choose from the
set of optimal responses to induce Alice to play the predicted mixed strategy. Being unable
to choose different actions under different histories due to information compression makes
Bob unable to sustain an equilibrium. In this game, as in the example in Maskin and Tirole
[35], payoff irrelevant information plays an essential role in sustaining the equilibrium.

In the remainder of this section, we present two subclasses of the dynamic games described
in Sect. 2 where CIB-CNEs exist.

5.5.1 Signaling-Neutral Teams

In this subsection, we consider d = 1. One subclass of games where CIB-CNEs exist is when
the teams are signaling-neutral. In these games, the agents are indifferent in terms of signaling
to other teams, i.e., revealing more or less information about their private information to
the other teams does not affect their utility. (Note that agents can always actively reveal
information to their teammates through their actions.)

We shall now describe the game:

Definition 18 A team i whose stateXi
t can be recovered from (Yi

t ,Ut ) (i.e., for every fixed ut ,
&it (x

i
t , ut ,W

i,Y
t ) has disjoint support for different xit ∈ X i

t ) is called a public team. Otherwise,
it is called private team.

For a public team i , the private state Xi
t−1 is effectively part of the common information

of all members of all teams at time t .

Definition 19 (Information dependency graph) The information dependency graph G of a
dynamic game is a directed graph defined as follows: The vertices represent the teams.
A directed edge i ← j is present if either the state transition, the observation, or the
instantaneous reward of team i at some time t depends directly on either the state or the
actions of team j . In other words, there is no directed edge from j to i if and only if
Xi
t+1 = f it (X

i
t ,U

− j
t ,Wi,X

t ), Yi
t = &it (X

i
t ,U

− j
t ,Wi,Y

t ) and r it (Xt ,Ut ) = r it (X
− j
t ,U− j

t ) for
some functions f it , &

i
t , r

i
t for all t . Self-loops are not considered in this graph.

Theorem 3 Let d = 1. If every strongly connected component of the information dependency
graph G of a dynamic game consists of either (I) a single team, or (II) multiple public teams,
then a CIB-CNE exists.

Proof See Appendix J. ()

Remark 12 The precedence relation among teams considered in Theorem 3 is similar to the
s-partition of teams that was presented and analyzed in Yoshikawa [67].
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When the condition in Theorem 3 is satisfied, all teams will be neutral in signaling: When
a private team i sends information, this information is only useful to those teams whose
actions do not affect team i’s utility. Public players are always neutral in signaling since their
state history is publicly available.

Notice that in Example 1, Alice (as a one-person team) is a private team while Bob is a
public team. The instantaneous reward of Bob at t = 3 depends on Alice’s state X A

2 , while
Alice’s instantaneous reward at t = 3 depends on Bob’s action. Hence, Alice and Bob form
a strongly connected component in the information dependency graph.

5.5.2 Signaling-Free Equilibria

In this section, we introduce another class of games where CIB-CNE exists. These games
are games-among-teams extensions of Game M defined in Ouyang et al. [45]. We present
the result for a general d > 0.

Theorem 4 A dynamic game that satisfies all of the following conditions has a CIB-CNE:

(i) States are uncontrolled, i.e., Xi
t+1 = f it (X

i
t ,W

i,X
t ).

(ii) Observations are uncontrolled, i.e., Y i
t = &it (X

i
t ,W

i,Y
t ).

(iii) Instantaneous rewards of team i can be expressed as r it (X
−i
t ,Ut ).

Proof See Appendix K for a direct proof. Alternatively, one can first assume that the teams
share information with a delay of d = 0, then we can view a team as one individual since
teammembers have the same information. One can then apply results forGameM in Ouyang
et al. [45] to obtain an equilibrium where each player/team plays a public strategy (i.e., a
strategy that does not use private information), in particular, a strategy where actions are
solely based on the common information-based belief. Since public strategies can also be
played when d > 0, we conclude that the equilibrium we obtained is also an equilibrium for
the original game. ()

6 Additional Result

Consider a special case of the model in Sect. 2 where both the evolution and the observations
of the local states of each member of each team are conditionally independent given the
actions, i.e.,

Xi, j
t+1 = f i, jt (Xi, j

t ,Ut ,W
i, j
t ),

Yi
t = (Y i, j

t )(i, j)∈Ni ,

Y i, j
t = &

i, j
t (Xi, j

t ,Ut ,W
i, j,Y
t ),

where (Wi, j,X
t ,Wi, j,Y

t )t∈T ,(i, j)∈N are mutually independent primitive random variables.
In this case, we show that the independence among teammembers’ state dynamics enables

us to consider equilibria where the coordinators assign prescriptions that map Xi, j
t to Ui, j

t

(instead of mapping Xi, j
t−d+1:t toU

i, j
t ). This is because, given Hi

t , the belief of member (i, j)

about her teammates’ states is independent of Xi, j
t−d+1:t . In other words, one can replace the

hidden information Xi
t−d+1:t with the sufficient hidden information Xi

t .
8

8 The compression of hidden information to sufficient hidden information is similar to the shedding of irrel-
evant information in Mahajan [29].
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Definition 20 (Simple prescriptions) A simple prescription for coordinator i at time t is a
collections of functions γ̄ i

t = (γ̄
i, j
t )(i, j)∈Ni , γ̄

i, j
t : X i, j

t $→ U i, j
t .

Lemma 8 Let gi be a behavioral coordination strategy of coordinator i . Then, there exists a
behavioral coordination strategy ḡi payoff-equivalent to gi such that ḡi only assigns simple
prescriptions.

Proof See Appendix L. ()
Given the above result, one can restrict attention to sufficient hidden information-based

strategies where each coordinator i assigns simple prescriptions based on H
i
t . With this

restriction, results analogous to that of Sects. 4 and 5 can be derived considering similar
compression of private and common information.

7 Discussion

7.1 Implementation of Behavioral Coordination Strategies

One can interpret behavioral coordination strategies as strategies with coordinated random-
ization, i.e., the strategies are randomized, but all the team members know exactly how this
randomization is done. We note that one can view the main purpose of randomization as to
“confuse” other teams. As such, it is best to use coordinated randomization where every team
member knows what partial mapping their teammate is using; such coordinated randomiza-
tion is superior to private and independent randomization by each individual member in a
team: This is because individual randomization can create information that are unknown to
teammates, while the same “confusion” effect to other teams can be achieved with coordi-
nated randomization.

To implement behavioral coordination strategies, a team can utilize a correlation device
which generates a random seed at each time t . Then, each member (i, j) of the team i
can choose an action based on Hi, j

t and present and past random seeds generated by the
correlation device, or equivalently, choose an action based on (Hi, j

t ,Γ i
1:t−1) and the current

random seed, where Γ i
1:t−1 is sequentially updated. If the behavioral coordination strategy is

a CIB strategy, thenmember (i, j) needs to use (Bt ,Xi
t−d ,Φ

i
t , X

i, j
t−d+1:t ) and current random

seed to chose an action, where (Bt ,Φ
i
t ) are sequentially updated.

In the absence of correlation devices accessible at every time, a behavioral coordination
strategy can also be implemented as its equivalent mixed strategy (recall Lemma 1 and
Lemma 2): Before the beginning of the game, the team can jointly pick a strategy profile in
Gi randomly, according to a distribution induced from the behavioral coordination strategy.

7.2 Stage Game: IBNEVersus BNE

One can observe that the belief of the agents defined in the stage game (Definition 15) can
be seen as a conditional distribution derived from the common prior

βt (z̃t ) =
∏

k∈I

[
πk
t (s̃

k
t )P

k
t (x̃

k
t |ykt−d+1:t−1, ut−d:t−1, s̃kt )P(w̃

k,Y
t )

]
. (8)

However, in the aforementioned stage game we focus on the beliefs of agents instead of a
common prior, and we use Interim Bayesian Nash equilibrium (IBNE) as the equilibrium
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concept instead of BNE. This is because, unlike a standard Bayesian game with a common
prior, the true prior of the stage game is dependent on the actual strategy played in previous
stages. The prior βt described in (8) may not be a true prior, since some coordinator i may
have already deviated from the strategy prediction which π i

t ’s were relying on. However,
coordinator i is always trying to optimize her reward given (bt , sit ), no matter π i

t (s
i
t ) = 0

or not. Hence, in this stage game, we must consider the player’s belief and strategy for all
possible realizations sit under any strategy profile, not just those with positive probability
under the prior in (8). The corresponding equilibrium concept is Interim Bayesian Nash
Equilibrium instead of Bayes–Nash equilibrium. IBNE strengthens BNE by requiring the
strategy of an agent to be optimal under all private information realizations, including those
with zero probability under the common prior.

7.3 Choice of Compressed Common Information

In decentralized control [43] and certain settings of games among individuals [42,45], a
common information-based beliefΠt on the state is usually enough to serve as an information
state, or compression of common information. However, in our setting we use a subset of
actions and observations in addition to theCIBbelief as the compressed common information.
We argue below that this is necessary for our setting.

To illustrate the point, consider the case d = 1 and assume that all coordinators use the
same belief generation system and hence, the same CCI (denoted by B∗

t ). An alternative for
the CCI B∗

t = ((Π∗,i
t )i∈I ,Ut−1) is the CIB belief Π̃

∗
t = (Π̃∗,i

t )i∈I , Π̃
∗,i
t ∈ ∆(X i

t−1:t )where
Π̃∗,i

t represents the belief on Xi
t−1:t based on common information. One might argue that

we can use Π̃
∗
t instead of B

∗
t through the following argument: After we transform the game

into games among coordinators, because of the full recall of coordinator i , coordinator i’s
belief (on other coordinators’ private information and all hidden information) is independent
of her behavioral coordination strategy g̃i . Hence, coordinator i can always form this belief
as if she was using the strategy prediction g∗i no matter what strategy she is actually using.

However, this argument can run into technical problems: A crucial step for Lemma 7
is Eq. (26), which establishes that coordinator i’s belief can be expressed as a function of
(B∗

t ,X
i
t−1) for any behavioral coordination strategy g̃i coordinator i might use. To use Π̃

∗
t

alone as the information state, one needs to argue that coordinator i’s belief on her hidden
information, P(Xi

t = ·|xit−1, ut−1), can be computed solely through (π̃∗,i
t , xit−1) without

using ut−1. Through belief independence of strategy, one may argue that

P(xit |xit−1, ut−1) = Pg∗i ,g∗−i
(xit |xit−1, ut−1)

= Pg∗,i ,g∗,−i
(xit |xit−1, y1:t−1, u1:t−1)

= Pg∗,i ,g∗,−i
(xit , x

i
t−1|y1:t−1, u1:t−1)

Pg∗,i ,g∗,−i
(xit−1|y1:t−1, u1:t−1)

= π̃∗,i
t (xit−1, x

i
t )∑

x̃ it
π̃∗,i
t (xit−1, x̃

i
t )
. (9)

However, the above argument is not always valid. It is only valid when the denominator
of (9) is nonzero, but it can be zero. One simple example is the following: Let x̂ it−1 ∈ X i

t−1
be some fixed state and ûit−1 ∈ X i

t−1 be some fixed action profile. Let Âi
t−1 be the set of

prescriptions that maps x̂ it−1 to û
i
t−1. Suppose that the strategy prediction g

∗i is a behavioral
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coordination strategy satisfying the following:

g∗i
t−1(h

i
t−1)(γ

i
t−1) = 0 ∀hit−1 ∈ Hi

t−1, γ
i
t−1 ∈ Âi

t−1,

i.e., under g∗i , coordinator i never assigns any prescription that maps x̂ it−1 to û
i
t−1. If π̃∗,i

t is
consistent with the strategy prediction g∗i , then

∑

x̃ it

π̃∗,i
t (x̂ it−1, x̃

i
t ) = Pgi ,g−i

(x̂ it−1|h0t ) = 0

if uit−1 = ûit−1. When coordinator i uses a strategy g̃i such that Xi
t−1 = x̂ it−1,U

i
t−1 = ûit−1

could happen with nonzero probability, coordinator i cannot use π̃∗,i
t to form her belief on

her hidden information. This is contrary to what we need in Eq. (26) in the proof of Lemma 7,
which states that the belief function is compatible with any behavioral coordination strategy
g̃i .

8 Conclusion and FutureWork

We studied a model of dynamic games among teams with asymmetric information, where
agents in each team share their observations with a delay of d . Each team is associated with
a controlled Markov Chain whose dynamics are controlled by the actions of all agents. We
developed a general approach to characterize a subset of Nash equilibria with the following
feature: At each time, each agent can make their decision based on a compressed version of
their information, instead of the full information. We identified two subclasses of strategies:
sufficient private information-based (SPIB) strategies, which only compresses private infor-
mation, and compressed information-based (CIB) strategies,which compresses both common
and private information.We showed that SPIB-strategy-based equilibria always exist and can
attain all the payoff profiles of Nash Equilibria. On the other hand, CIB strategy-based equi-
libria do not always exist. We developed a backward inductive sequential procedure, whose
solution (if it exists) is a CIB strategy-based equilibrium. We characterized certain game
environments where the solution exists. Our results highlight the discord between compres-
sion of information, ability of compression-based strategies to sustain all or some of the
equilibrium payoff profiles, and backward inductive sequential computation of equilibria in
stochastic dynamic games.

Moving forward, there are a few research problems arising from this work: (i) discovering
broader conditions for the existence of CIB-CNE in themodel of this paper; (ii) developing an
efficient algorithm which solves the dynamic program of CIB-CNE (when a solution exists);
(iii) determiningminimal additional information needed to be added to theCCI such that CIB-
CNE (under the newCCI) is guaranteed to attain some or all of the equilibriumpayoff profiles;
(iv) defining a notion of ε-CIB-CNE, analyzing its existence, and developing sequential
computation procedures to find them; (v) characterizing compression-based subclasses of
equilibrium refinements for games among teams.

Other future research directions include identifying a suitable compression of information
and developing a sequential decomposition for other models of games among teams, for
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example (i) games with continuous state and action spaces (e.g., linear quadratic Gaussian
settings), and (ii) general models with non-observable actions.
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A Two Examples

A.1 AMotivating Example for Sect. 2

The following example illustrates the importance of considering jointly randomized mixed
strategies when we study games among teams. Similar to the role mixed strategies play in
games among individual players, the space of jointly randomized mixed strategies contains
the minimum richness of strategies that ensures an equilibrium exists in games among teams.
In particular, if we restrict the teams to use independently randomized strategies, i.e., type 1
and type 2 strategies described in Sect. 2.2, then an equilibrium may not exist. This example
is similar to the examples in Farina et al. [13], Zhang and An [68], Anantharam and Borkar
[3] in spirit, despite the fact that in our example the players in the same team have asymmetric
information.

Example 2 (Guessing game) Consider a two-stage game (i.e., T = {1, 2}) of two teams
I = {A, B}, each consisting of two players. The set of all agents is given by N =
{(A, 1), (A, 2), (B, 1), (B, 2)}. Let XA

t = (X A,1
t , X A,2

t ) ∈ {−1, 1}2 and Team B does not
have a state, i.e., XB

t = ∅. Assume U i, j
t = {−1, 1} for t = 1, i = A or t = 2, i = B and

U i, j
t = ∅ otherwise, i.e., Team A moves at time 1, and Team B moves at time 2. At time

1, X A,1
1 and X A,2

1 are independently uniformly distributed on {−1, 1}. Team A’s system is
assumed to be static, i.e., XA

2 = XA
1 .

The rewards of Team A are given by

r A1 (X1,U1) = 1{X A,1
1 U A,1

1 X A,2
1 U A,2

1 =−1},

r A2 (X2,U2) = −1{X A,1
2 =UB,1

2 } − 1{X A,2
2 =UB,2

2 },

and the rewards of Team B are given by

r B1 (X1,U1) = 0,

r B2 (X2,U2) = 1{X A,1
2 =UB,1

2 } + 1{X A,2
2 =UB,2

2 }.

Assume that there are no additional common observations other than past actions, i.e.,
Yt = ∅. We set the delay d = 2, i.e., agent (A, 1) does not know X A,2

t throughout the
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game and a similar property is true for agent (A, 2). In this game, the task of Team A is to
choose actions according to their states at t = 1 in order to earn a positive reward, while not
revealing too much information through their actions to Team B. The task of Team B is to
guess Team A’s state.

It can be verified (see Appendix A.2.1 for a detailed derivation) that if we restrict both
teams to use independently randomized strategies (including deterministic strategies), then
there exists no equilibria. However, there does exist an equilibriumwhere TeamA randomizes
in a correlated manner, specifically, the following strategy profile σ ∗: At t = 1, TeamA plays
γ A = (γ A,1, γ A,2) with probability 1/2, and γ̃ A = (γ̃ A,1, γ̃ A,2)with probability 1/2, where

γ A,1(x A,1
1 ) = x A,1

1 , γ A,2(x A,2
1 ) = −x A,2

1 ,

γ̃ A,1(x A,1
1 ) = −x A,1

1 , γ̃ A,2(x A,2
1 ) = x A,2

1

and at t = 2, the two members of Team B choose independent and uniformly distributed
actions on {−1, 1}, independent of their action and observation history. In σ ∗, each agent
(A, j) chooses a uniform random action irrespective of their states. It is important to have
(A, 1) and (A, 2) choose these actions in a correlated way to ensure that they obtain the full
instantaneous reward while not revealing any information.

A.2 An Illustrative Example for Sect. 3

The following example illustrates how tovisualize games among teams from the coordinators’
viewpoint.

Example 3 Consider a variant of the Guessing Game in Example 2 with the same system
model and information structure but different action sets and reward functions. In the new
game, TeamAmoves at both t = 1 and t = 2, withU A, j

t = {−1, 1} for t = 1, 2 and j = 1, 2.
Team B moves only at time t = 2 as in the original game. The new reward functions are
given by

r A1 (X1,U1) = 0,

r A2 (X2,U2) = 1{X A,2
2 =U A,1

2 ,X A,1
2 =U A,2

2 } + 1{XA
2 -=UB

2 },

r B1 (X1,U1) = 0,

r B2 (X2,U2) = 1{XA
2 =UB

2 }.

In this example, Team A’s task is to guess its own state after a round of publicly observable
communication while not leaking information to Team B.

A Team Nash equilibrium (σ ∗A, σ ∗B) of this game is as follows: Team A chooses one of
the four pure strategy profiles listed below with equal probability:

• µA,1
1 (x A,1

1 ) = −x A,1
1 , µA,2

1 (x A,2
1 ) = x A,2

1 ,

µA,1
2 (u1, x

A,1
1:2 ) = uA,2

1 , µA,2
2 (u1, x

A,2
1:2 ) = −uA,1

1 ;
• µA,1

1 (x A,1
1 ) = −x A,1

1 , µA,2
1 (x A,2

1 ) = −x A,2
1 ,

µA,1
2 (u1, x

A,1
1:2 ) = −uA,2

1 , µA,2
2 (u1, x

A,2
1:2 ) = −uA,1

1 ;
• µA,1

1 (x A,1
1 ) = x A,1

1 , µA,2
1 (x A,2

1 ) = x A,2
1 ,

µA,1
2 (u1, x

A,1
1:2 ) = uA,2

1 , µA,2
2 (u1, x

A,2
1:2 ) = uA,1

1 ;
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• µA,1
1 (x A,1

1 ) = x A,1
1 , µA,2

1 (x A,2
1 ) = −x A,2

1 ,

µA,1
2 (u1, x

A,1
1:2 ) = −uA,2

1 , µA,2
2 (u1, x

A,2
1:2 ) = uA,1

1 ;

while Team B choose UB
2 uniformly at random independent of U1. In words, from Team

B’s point of view, Team A chooses UA
1 to be a uniform random vector independent of XA

1 .
However, the randomization is done in a coordinated manner: Before the game starts, both
members of team A randomly draw a card from two cards, where one card says “lie” and the
other says “tell the truth.” Both players then tell each other what card they have drawn before
the game starts. At time t = 1, both players in Team A play the strategy indicated by their
cards. At time t = 2, Team A can then perfectly recover XA

1 from UA
1 and the knowledge

about the strategy being used at t = 1.
Now, we describe Team A’s equilibrium strategy by the equivalent coordinator A’s behav-

ioral strategy.Useng to denote the prescription thatmaps−1 to 1 and 1 to−1.Use id to denote
the identity map prescription, i.e., the prescription that maps −1 to −1 and 1 to 1. Use cpb
to denote the constant prescription that always instruct individuals to play b ∈ {−1, 1}. The
mixed strategy profile σ ∗A is equivalent to the following behavioral coordination strategy:
At time t = 1, gA

1 (∅) ∈ ∆(AA,1
1 × AA,2

1 ) satisfies

gA
1 (∅)(γ A,1

1 , γ A,2
1 ) = 1

4
∀γ A,1

1 , γ A,2
1 ∈ {ng, id}.

At time t = 2, gA
2 : U A,1

1 × U A,2
1 × AA,1

1 × AA,2
1 $→ ∆(AA,1

2 × AA,2
2 ) is a deterministic

strategy that satisfies

gA
2 (u

1, u2,ng, id) = dm(cpu2 , cp−u1),

gA
2 (u

1, u2,ng,ng) = dm(cp−u2 , cp−u1),

gA
2 (u

1, u2, id, id) = dm(cpu2 , cpu1),

gA
2 (u

1, u2, id,ng) = dm(cp−u2 , cpu1),

where dm : AA,1
2 × AA,2

2 $→ ∆(AA,1
2 × AA,2

2 ) represents the delta measure. In words, the
coordinator of TeamA randomly chooses one of all four possible prescription profiles at time
t = 1. At time t = 2, based on the observed action and the prescriptions chosen before, the
coordinator of Team A directly assign actions to agents to instruct them to recover the state
from the actions at t = 1. Note that the behavioral coordination strategy at t = 2 depends
explicitly on the past prescription Γ A

1 in addition to the realization of past actions. This is
because the coordinator needs to remember not only the agents’ actions, but also the rationale
behind those actions in order to interpret the signals sent through the actions.

A.2.1 Proof of Claim in Example 2

Define two pure strategies µA and µ̃A of Team A as follows:

µA,1(x A,1
1 ) = x A,1

1 , µA,2(x A,2
1 ) = −x A,2

1 ,

µ̃A,1(x A,1
1 ) = −x A,1

1 , µ̃A,2(x A,2
1 ) = x A,2

1 .

Now, assume that Team A and Team B are restricted to use independently randomized
strategies (type 2 strategies defined in Sect. 2.2). We will show in two steps that there exist
no equilibria within this class of strategies.
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Step 1: If Team A and Team B’s type 2 strategies form an equilibrium, then Team A is
playing either µA or µ̃A.

Let p j (x) denote the probability that player (A, j) plays U A, j
1 = −x given X A, j

1 = x .
Define

q j =
1
2
p j (−1)+ 1

2
p j (+1),

i.e., the ex-ante probability that player (A, j) “lies.”
Then, we have

E[r A1 (X1,U1)] = q1(1 − q2)+ q2(1 − q1).

Under an equilibrium, Team B will optimally respond to Team A strategy’s described
through (p1, p2).We canfind a lower bound ofTeamB’s reward byfixing a strategy:Consider
the “random guess” strategy of Team B, where each of (B, j) (for j = 1, 2) chooses UB, j

2
uniformly at random irrespective of UA

1 and independent of the other team member. Team B
can thus guarantee an expected reward of 1

2 + 1
2 = 1 given any strategy of Team A. Since

r A2 (X2,U2) = −r B2 (X2,U2), we conclude that Team A’s total reward in an equilibrium is
upper bounded by

q1(1 − q2)+ q2(1 − q1) − 1 = −q1q2 − (1 − q1)(1 − q2) ≤ 0

Let σ B denote the strategy of Team B. Let π j (u1, u2) denote the probability that player
(B, j) plays UB, j

2 = −u j given U A,1
1 = u1,U A,2

1 = u2 (i.e., the probability that player (B,
j) believes that (A, j) was “lying” hence guesses the opposite of what was signaled). If Team
A plays µA, then the total reward of Team A is

J A(µA, σ B) = 1 − E[1 − π1(X
A,1
1 ,−X A,2

1 )+ π2(X
A,1
1 ,−X A,2

1 )]

= 1
4

∑

x∈{−1,1}2
(−π1(x)+ π2(x)).

If Team A plays µ̃A, then the total reward of Team A is

J A(µ̃A, σ B) = 1 − E[π1(−X A,1
1 , X A,2

1 )+ 1 − π2(−X A,1
1 , X A,2

1 )]

= 1
4

∑

x∈{−1,1}2
(π1(x) − π2(x)).

Observe that J A(µA, σ B)+ J A(µ̃A, σ B) = 0.Hence, for anyσ B , either J A(µA, σ B) ≥ 0
or J A(µ̃A, σ B) ≥ 0. In particular, we can conclude that Team A’s total reward is at least 0
in any equilibrium.

We have established both an upper bound and lower bound for Team A’s total reward in
an equilibrium. Hence, we must have

−q1q2 − (1 − q1)(1 − q2) = 0,

which implies q1 = 0, q2 = 1 or q1 = 1, q2 = 0. The former case corresponds to Team A
playing the pure strategy µA, and the latter to playing µ̃A.

Step 2: There does not exist equilibria where Team A plays µA or µ̃A.
Suppose that Team A playsµA. Then, the only best response of Team B is to playUB,1

2 =
U A,1
1 ,UB,2

2 = −U A,2
1 . Then, Team A’s total reward is J A(µA, σ B) = 1 − 1 − 1 = −1. If
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TeamAdeviate to µ̃A, then TeamAcan obtain a total reward of+1 (recall that J A(µA, σ B)+
J A(µ̃A, σ B) = 0 for any σ B). Hence, Team A does not play µA at equilibrium.

Similar arguments apply to µ̃A, which completes the proof.

B Proof of Lemma 1

Given a pure strategy profile µi of team i , define a pure coordination strategy profile νi by

νit (h
i
t , γ

i
1:t−1) = (µ

i, j
t (hit , ·))(i, j)∈Ni ∀hit ∈ Hi

t , γ
i
1:t−1 ∈ Ai

1:t−1.

We first prove that for every pure strategy profile µi , there exist a payoff-equivalent
coordination strategy profile νi by coupling two systems. In one of the systems, we assume
that team i uses a pure strategy. In the other system, we assume that team/coordinator i
uses the corresponding pure coordination strategies. We assume that all teams other than
i use the same pure strategy profile µ−i = (µk)k∈I\{i} in both systems. The realizations
of primitive random variables (i.e., (Xi

1)i∈I , (W
i,X
t ,Wi,Y

t )i∈I,t∈T ) are assumed to be the
same for two systems. We proceed to show that the realizations of all system variables (i.e.,
(Xt ,Yt ,Ut )t∈T ) will be the same for both systems. As a result, the expected payoffs are the
same for both systems.

We prove that the realizations of (Xt ,Yt ,Ut )t∈T are the same by induction on time t .
Induction Base: At t = 1, the realizations of X1 are the same for two systems by

assumption. For the first system, we have

Ui, j
1 = µ

i, j
1 (Xi, j

1 ) ∀(i, j) ∈ Ni ,

and for the second system we have

Γ i
1 = νit (H

i
1) = (µ

i, j
t (·))(i, j)∈Ni ,

Ui, j
1 = Γ

i, j
1 (Xi, j

1 ) ∀(i, j) ∈ Ni ,

which means that Ui, j
1 = µi

1(X
i, j
1 ) also holds in the second system for all (i, j) ∈ Ni .

It is clear that U−i
1 are the same for both systems since in both systems,

Uk, j
1 = µ

k, j
1 (Xk, j

1 ) ∀(k, j) ∈ N\Ni .

We conclude that U1 are the same for both systems. Since (Wk,Y
1 )k∈I are the same for

both systems, Y k
1 = &i1(X

k
1,U1,W

k,Y
1 ), k ∈ I are the same for both systems.

Induction Step: Suppose that Xs,Ys,Us are the same for both systems for all s < t .
Now, we prove it for t .

First, since the realizations of Xi
t−1,Ut−1,W

i,X
t−1 are the same for both systems and

Xk
t = f kt (X

k
t−1,Ut−1,W

k,X
t−1 ) ∀k ∈ I,

Xt are the same for both systems.
Consider the actions taken by the members of team i at time t . For the first system,

Ui, j
t = µ

i, j
t (Hi, j

t ) = µ
i, j
t (Hi

t , X
i, j
t−d+1:t ) ∀(i, j) ∈ Ni .

In the second system,

Γ i
t = νit (H

i
t ) = (µ

i, j
t (Hi

t , ·))(i, j)∈Ni
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Ui, j
t = Γ

i, j
t (Xi, j

t−d+1:t ) ∀(i, j) ∈ Ni ,

which means that

Ui, j
t = µ

i, j
t (Hi

t , X
i, j
t−d+1:t ) ∀(i, j) ∈ Ni .

The actions taken by the members of other teams at time t are

Uk, j
t = µ

k, j
t (Hk

t , X
k, j
t−d+1:t ) ∀(k, j) ∈ N\Ni .

for both systems.
We conclude that Ut has the same realization for two systems since (Hk

t , X
k, j
t−d+1:t )k∈I

have the same realization by the induction hypothesis and the argument above. Since
(Wi,Y

t )i∈I are the same for both systems, Y k
t = &kt (X

k
t ,Ut ,W

k,Y
t ), k ∈ I are same for

both systems.
Therefore, we have established the induction step, proving thatµi and νi generate the same

realization of (Xt ,Yt ,Ut )t∈T under the same realization of the primitive random variables.
Therefore, νi is a payoff-equivalent pure coordination strategy profile of µi .

To complete the other half of the proof, for each given coordination strategy νi of
team/coordinator i we define a pure team strategy µi = (µ

i, j
t )(i, j)∈Ni ,t∈T through

µ
i, j
t (hi, jt ) = γ

i, j
t (xi, jt−d+1:t ) ∀hi, jt ∈ Hi, j

t ∀(i, j) ∈ Ni ,

where γ i
t = (γ

i, j
t )(i, j)∈Ni is recursively defined by νi1:t and hit through

γ i
t = νit (h

i
t , γ

i
1:t−1) ∀t ∈ T .

Then using an argument similar to the one for the proof of the first half we can show that
µi is payoff-equivalent to νi .

C Proof of Lemma 3

Induction on time t .
Induction Base: At t = 1, we have Xk

1 to be independent for different k because of the
assumption on primitive random variables. Furthermore, since Hk

1 is a deterministic random
vector (see Remark 2) and the randomization of different coordinators are independent, we
conclude that (Xk

1,Γ
k
1) are mutually independent for different k. The distribution of (Xk

1,Γ
k
1)

depends on g only through gk .
Induction Step: Suppose that (Xk

1:t ,Γ
k
1:t ) are conditionally independent given H0

t and
Pg(Xk

1:t ,Γ
k
1:t |H0

t ) depends on g only through gk . Now, we have

Pg(x1:t+1, γ1:t+1|h0t+1)

=Pg(xt+1|h0t+1, x1:t , γ1:t+1)Pg(γt+1|h0t+1, x1:t , γ1:t )Pg(x1:t , γ1:t |h0t+1)

=
(
∏

k∈I
P(xkt+1|xkt , ut )gkt+1(γ

k
t+1|h0t+1, x

k
1:t−d+1, γ

k
1:t )

)

Pg(x1:t , γ1:t |h0t+1).

We then claim that

Pg(x1:t , γ1:t , yt , ut |h0t ) =
∏

k∈I
Fk
t (x

k
1:t , γ

k
1:t , h

0
t+1)
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where for each k ∈ I, Fk
t is a function that depends only on gk .

To establish the claim, we note that

Pg(x1:t , γ1:t , yt , ut |h0t )
=Pg(yt , ut |h0t , x1:t , γ1:t )Pg(x1:t , γ1:t |h0t )

=
(
∏

k∈I
P(ykt |xkt , ut )1{ukt =γ k

t (x
k
t−d+1:t )}

)

Pg(x1:t , γ1:t |h0t )

=
(
∏

k∈I
P(ykt |xkt , ut )1{ukt =γ k

t (x
k
t−d+1:t )}

)(
∏

k∈I
Pgk (xk1:t , γ

k
1:t |h0t )

)

=
∏

k∈I
Fk
t (x

k
1:t , γ

k
1:t , h

0
t+1),

where in the third step we have used the induction hypothesis.
Given the claim, we have

Pg(x1:t , γ1:t |h0t+1) =
Pg(x1:t , γ1:t , yt , ut |h0t )∑

x̃1:t ,γ̃1:t Pg(x̃1:t , γ̃1:t , yt , ut |h0t )

=
∏

k∈I Fk
t (x

k
1:t , γ

k
1:t , h

0
t+1)∑

x̃1:t ,γ̃1:t
∏

k∈I Fk
t (x̃

k
1:t , γ̃

k
1:t , h

0
t+1)

=
∏

k∈I Fk
t (x

k
1:t , γ

k
1:t , h

0
t+1)

∏
k∈I

(∑
x̃ k1:t ,γ̃

k
1:t

Fk
t (x̃

k
1:t , γ̃

k
1:t , h

0
t+1)

)

=
∏

k∈I

(
Fk
t (x

k
1:t , γ

k
1:t , h

0
t+1)∑

x̃ k1:t ,γ̃
k
1:t

Fk
t (x̃

k
1:t , γ̃

k
1:t , h

0
t+1)

)

and then

Pg(x1:t+1, γ1:t+1|h0t+1) =
∏

k∈I
Gk

t (x
k
1:t+1, γ

k
1:t+1, h

0
t+1),

where Gk
t is given by

Gk
t (x

k
1:t+1, γ

k
1:t+1, h

0
t+1) =P(xkt+1|xkt , ut )gkt+1(γ

k
t+1|h0t+1, x

k
1:t−d+1, γ

k
1:t )×

× Fk
t (x

k
1:t , γ

k
1:t , h

0
t+1)∑

x̃ k1:t ,γ̃
k
1:t

Fk
t (x̃

k
1:t , γ̃

k
1:t , h

0
t+1)

.

One can check that Gk
t depends on g only through gk and
∑

x̃ k1:t+1,γ̃
k
1:t+1

Gk
t (x̃

k
1:t+1, γ̃

k
1:t+1, h

0
t+1) = 1,

therefore

Gk
t (x

k
1:t+1, γ

k
1:t+1, h

0
t+1) = Pgk (xk1:t+1, γ

k
1:t+1|h0t+1).

Hence, we establish the induction step.
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D Proof of Lemma 4

Assume that h
i
t ∈ Hi

t is admissible under g. From Lemma 3, we know that Pg(xi1:t , γ
i
1:t |h0t )

does not depend on g−i . As a conditional distribution obtained from Pg(xi1:t , γ
i
1:t |h0t ),

Pg(xit−d+1:t |h
i
t ) does not depend on g−i either.

Therefore, we can compute the belief of coordinator i by replacing g−i with ĝ−i , which
is an open-loop strategy profile that always generates the actions u−i

1:t−1.

Pgi ,g−i
(xit−d+1:t |h

i
t ) = Pgi ,ĝ−i

(xit−d+1:t |h
i
t ).

Note that we always have Pgi ,ĝ−i
(h

i
t ) > 0 for all h

i
t admissible under g.

Furthermore, we can also introduce additional random variables into the condition that
are conditionally independent according to Lemma 3, i.e.,

Pgi ,ĝ−i
(xit−d+1:t |h

i
t ) = Pgi ,ĝ−i

(xit−d+1:t |h
i
t , x

−i
t−d:t ),

where x−i
t−d:t ∈ X−i

t−d:t is such that Pgi ,ĝ−i
(x−i

t−d:t |h
i
t ) > 0.

Let τ = t − d + 1. By Bayes’ rule

Pgi ,ĝ−i
(xiτ :t |h

i
t , x

−i
τ−1:t )

= Pgi ,ĝ−i
(xτ :t , yτ :t−1, uτ :t−1, γ

i
τ :t−1|h∗i

τ )
∑

x̃ iτ :t
Pgi ,ĝ−i

(x̃ iτ :t , x
−i
τ :t , yτ :t−1, uτ :t−1, γ

i
τ :t−1|h∗i

τ )
, (10)

where

h∗i
τ = (y1:τ−1, u1:τ−1, xi1:τ−1, x

−i
τ−1, γ

i
1:τ−1).

We have

Pgi ,ĝ−i
(xτ :t , yτ :t−1, uτ :t−1, γ

i
τ :t−1|h∗i

τ )

=
d−1∏

l=1

[
Pgi ,ĝ−i

(xt−l+1, yt−l |h∗i
τ , xτ :t−l , yτ :t−l−1, uτ :t−l , γ

i
τ :t−l)

× Pgi ,ĝ−i
(uit−l |h∗i

τ , xτ :t−l , yτ :t−l−1, uτ :t−l−1, γ
i
τ :t−l)

× Pgi ,ĝ−i
(γ i

t−l |h∗i
τ , xτ :t−l , yτ :t−l−1, uτ :t−l−1, γ

i
τ :t−l−1)

]

× Pgi ,ĝ−i
(xτ |h∗i

τ ). (11)

The first three terms in the above product are

Pgi ,ĝ−i
(xt−l+1, yt−l |h∗i

τ , xτ :t−l , yτ :t−l−1, uτ :t−l , γ
i
τ :t−l)

=
∏

k∈I
[P(xkt−l+1|xkt−l , ut−l)P(ykt−l |xkt−l , ut−l)],

Pgi ,ĝ−i
(uit−l |h∗i

τ , xτ :t−l , yτ :t−l−1, uτ :t−l−1, γ
i
τ :t−l)

=
∏

(i, j)∈Ni

1{ui, jt−l=γ
i, j
t−l (x

i, j
t−l−d+1:t−l )}

=
∏

(i, j)∈Ni

1{ui, jt−l=φi
t−l,l (x

i
τ :t−l )}

,
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Pgi ,ĝ−i
(γ i

t−l |h∗i
τ , xτ :t−l , yτ :t−l−1, uτ :t−l−1, γ

i
τ :t−l−1)

= git−l(γ
i
t−l |y1:t−l−1, u1:t−l−1, xi1:t−d−l , γ

i
1:t−l−1), (12)

respectively.
The last term satisfies

Pgi ,ĝ−i
(xτ |h∗i

τ ) =
∏

k∈I
P(xkτ |xkτ−1, uτ−1).

Substituting (11) - (12) into (10), we obtain

Pgi ,ĝ−i
(xiτ :t |h

i
t , x

−i
τ−1:t ) =

Fi
t (x

i
τ :t , y

i
τ :t−1, uτ−1:t−1, xiτ−1,φ

i
t )∑

x̃ iτ :t
Fi
t (x̃

i
τ :t , y

i
τ :t−1, uτ−1:t−1, xiτ−1,φ

i
t )

where

Fi
t (x

i
τ :t , y

i
τ :t−1, uτ−1:t−1,φ

i
t ) := P(xiτ |xiτ−1, uτ−1)

×
d−1∏

l=1



P(xit−l+1|xit−l , ut−l)P(yit−l |xit−l , ut−l)
∏

(i, j)∈Ni

1{ui, jt−l=φ
i, j
t−l,l (x

i, j
τ :t−l )}





Therefore, we have proved that

Pg(xit−d+1:t |h
i
t ) = Pi

t (x
i
t−d+1:t |yit−d+1:t−1, ut−d:t−1, xit−d ,φ

i
t )

:= Fi
t (x

i
t−d+1:t , y

i
t−d+1:t−1, ut−d:t−1, xit−d ,φ

i
t )∑

x̃ it−d+1:t
Fi
t (x̃

i
t−d+1:t , y

i
t−d+1:t−1, ut−d:t−1, xit−d ,φ

i
t )

where Pi
t is independent of g.

E Proof of Lemma 5

For notational convenience, define

H
−i
t = (Y1:t−1,U1:t−1,X−i

1:t−d ,Γ
−i
1:t−1)

Claim 1 Pg(xt−d+1:t |γt , sit , h
−i
t ) does not depend on g.9

Claim 2 Pg(γt , sit , h
−i
t ) = Pρi ,g−i

(γt , sit , h
−i
t ) for all γt ∈ At , sit ∈ S i

t , h
−i
t ∈ H−i

t .

Given Claims 1 and 2, we conclude that

Pg(xt−d+1:t , γt , sit , h
−i
t ) = Pρi ,g−i

(xt−d+1:t , γt , sit , h
−i
t ) (13)

for all xt−d+1:t ∈ Xt−d+1:t , γt ∈ At , sit ∈ S i
t , h

−i
t ∈ H−i

t .

9 We claim that the value of this conditional probability is the same for g and g̃ whenever the conditional
probability is well-defined under both g and g̃. However, whether or not the the conditional probability is well-

defined does depend on g. In the lemma, we always apply Claim 1 by multiplying Pg(xt−d+1:t |γt , sit , h
−i
t )

with some other terms. Those terms will be 0 whenever Pg(xt−d+1:t |γt , sit , h
−i
t ) is not well defined.
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Marginalizing (13), we obtain

Pg(xt−d+1:t , γt ) = Pρi ,g−i
(xt−d+1:t , γt ). (14)

Since Uk, j
t = Γ

k, j
t (Xk, j

t−d+1:t ) for all (k, j) ∈ N , we can write rkt (Xt ,Ut ) =
r̃ kt (Xt−d+1:t ,Γ t ) for some function r̃ kt that does not depend on the strategy profile. Then,
using linearity of expectation and (14) we obtain

J k(g) = Eg

[
∑

t∈T
r̃ kt (Xt−d+1:t ,Γ t )

]

=
∑

t∈T
Eg[r̃ kt (Xt−d+1:t ,Γ t )] =

∑

t∈T
Eρi ,g−i [r̃ kt (Xt−d+1:t ,Γ t )]

= Eρi ,g−i

[
∑

t∈T
r̃ kt (Xt−d+1:t ,Γ t )

]

= J k(ρi , g−i )

for all behavioral coordination strategy profile g−i . Hence, gi and ρi are payoff-equivalent.

Proof of Claim 1 For notational convenience, define

Ht =
⋃

i∈I
H

i
t = (Y1:t−1,U1:t−1,X1:t−d ,Γ 1:t−1).

Consider Pg(xt−d+1:t |γt , ht ) first. Since Γ t is a randomized prescription generated based
on Ht which enters the system after Xt−d+1:t are realized, we have

Pg(xt−d+1:t |γt , ht ) = Pg(xt−d+1:t |ht ). (15)

Due to Lemma 3, we have

Pg(xt−d+1:t |ht ) =
∏

k∈I
Pg(xkt−d+1:t |h

k
t ). (16)

By Lemma 4,

Pg(xkt−d+1:t |h
k
t ) = Pk

t (x
k
t−d+1:t |ykt−d+1:t−1, ut−d+1:t−1, sit ) (17)

where Pk
t is a function that does not depend on g.

Combining (15), (16), (17), we have

Pg(xt−d+1:t |γt , ht ) =
∏

k∈I
Pk
t (x

k
t−d+1:t |ykt−d+1:t−1, ut−d+1:t−1, skt ).

Since (Sit , H
−i
t ) is a function of Ht , by Smoothing Property of Conditional Probability

we conclude that

Pg(xt−d+1:t |γt , sit , h
−i
t ) =

∏

k∈I
Pk
t (x

k
t−d+1:t |ykt−d+1:t−1, ut−d+1:t−1, skt )

where the right-hand side does not depend on g. ()

Proof of Claim 2 Proof by induction on t .
Induction Base: The claim is true at t = 1 since ρi

1 and gi1 are the same strategies.
Induction Step: Suppose that the claim is true for time t − 1. Prove the result for t .



Dynamic Games and Applications

First,

Pg(γt , sit , h
−i
t )

=
∑

(x̃ i1:t−d ,γ̃
i
1:t−1):s̃it=sit

Pg(γt |sit , h
−i
t , x̃ i1:t−d , γ̃

i
1:t−1)Pg(x̃ i1:t−d , γ̃

i
1:t−1, s

i
t , h

−i
t )

=
∑

(x̃ i1:t−d ,γ̃
i
1:t−1):s̃it=sit

git (γ
i
t |h0t , x̃ i1:t−d , γ̃

i
1:t−1)




∏

k -=i

gkt (γ
k
t |h

k
t )



Pg(x̃ i1:t−d , γ̃
i
1:t−1, s

i
t , h

−i
t )

=
∑

(x̃ i1:t−d ,γ̃
i
1:t−1):s̃it=sit

git (γ
i
t |h0t , x̃ i1:t−d , γ̃

i
1:t−1)




∏

k -=i

gkt (γ
k
t |h

k
t )



Pg(x̃ i1:t−d , γ̃
i
1:t−1|sit , h

−i
t )

× Pg(sit , h
−i
t )

=




∑

(x̃ i1:t−d ,γ̃
i
1:t−1):s̃it=sit

git (γ
i
t |x̃ i1:t−d , γ̃

i
1:t−1, h

0
t )Pg(x̃ i1:t−d , γ̃

i
1:t−1|sit , h

−i
t )





×




∏

k -=i

gkt (γ
k
t |h

k
t )



Pg(sit , h
−i
t ).

Using Lemma 3, we have

Pg(x̃ i1:t−d , γ̃
i
1:t−1|sit , h

−i
t ) = Pgi (x̃ i1:t−d , γ̃

i
1:t−1|sit , h0t ).

Therefore,
∑

(x̃ i1:t−d ,γ̃
i
1:t−1):s̃it=sit

git (γ
i
t |x̃ i1:t−d , γ̃

i
1:t−1, h

0
t )Pg(x̃ i1:t−d , γ̃

i
1:t−1|sit , h

−i
t ) = ρi

t (γ
i
t |h0t , sit )

for all (h0t , s
i
t ) admissible under g. Notice that Pg(h0t , s

i
t ) = 0 implies that Pg(sit , h

−i
t ) = 0,

hence we conclude that

Pg(γt , sit , h
−i
t ) = ρi

t (γ
i
t |h0t , sit )




∏

k -=i

gkt (γ
k
t |h

k
t )



Pg(sit , h
−i
t )

for all γt ∈ At , sit ∈ S i
t , h

−i
t ∈ H−i

t .
Similarly,

Pρi ,g−i
(γt , sit , h

−i
t ) = ρi

t (γ
i
t |h0t , sit )




∏

k -=i

gkt (γ
k
t |h

k
t )



Pρi ,g−i
(sit , h

−i
t )

for all γt ∈ At , sit ∈ S i
t , h

−i
t ∈ H−i

t . Hence, it suffices to show that Pg(sit , h
−i
t ) =

Pρi ,g−i
(sit , h

−i
t ).

Given the induction hypothesis, it suffices to show that

Pg(sit , h
−i
t |γt−1, sit−1, h

−i
t−1) = Pρi ,g−i

(sit , h
−i
t |γt−1, sit−1, h

−i
t−1)
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for all (γt−1, sit−1, h
−i
t−1) admissible under g (or admissible under (ρi , g−i ), which is an

equivalent condition because of the induction hypothesis).
Given that

Sit = ιit−1(S
i
t−1,X

i
t−d ,Γ

i
t−1),

H
−i
t = (H

−i
t−1,Yt−1,Ut−1,X−i

t−d ,Γ
−i
t−1),

Y k
t−1 = &kt−1(X

k
t−1,U

k
t−1,W

k,Y
t−1) ∀k ∈ I,

Uk, j
t−1 = Γ

k, j
t−1(X

k, j
t−d:t−1) ∀(k, j) ∈ N ,

it follows that (Sit , H
−i
t ) is a strategy-independent function of (Γ t−1,

Sit−1, H
−i
t−1,Xt−d:t−1,WY

t−1). SinceW
Y
t−1 = (Wk,Y

t−1)k∈I is a primitive random vector inde-

pendent of (Γ t−1, Sit−1, H
−i
t−1), it suffices to show that

Pg(xt−d:t−1|γt−1, sit−1, h
−i
t−1) = Pρi ,g−i

(xt−d:t−1|γt−1, sit−1, h
−i
t−1). (18)

We know that (18) is true due to Claim 1. Hence, we established the induction step. ()

Remark 13 In general, a behavioral coordination strategy profile yields different distributions
on the trajectory of the system in comparison with the distributions generated from its asso-
ciated SPIB strategy profile. It is the equivalence of marginal distributions that allows us to
establish the equivalence of payoffs using linearity of expectation. This (payoff) equivalence
between behavioral coordination strategies and their associated SPIB strategy profiles is dif-
ferent from the equivalence of behavioral coordination strategies with mixed team strategies
where not only are the payoffs equivalent, but distributions on the trajectory of the system
are also the same.

F Proof of Lemma 6

We will prove a stronger result.

Lemma 9 Let (λ∗k,ψ∗) be a CIB strategy such that ψ∗,k is consistent with λ∗k . Let g∗k be
the behavioral strategy profile generated from (λ∗k,ψ∗). Let πk

t represent the belief on Skt
generated by ψ∗ at time t based on h0t . Let t < τ . Consider a fixed h0τ ∈ H0

τ and some
g̃k1:t−1 (not necessarily equal to g∗k

1:t−1). Assume that h
0
τ is admissible under (g̃k1:t−1, g

∗k
t :τ−1).

Suppose that

Pg̃k1:t−1(skt , x
k
t−d+1:t |h0t ) =πk

t (s
k
t )P

k
t (x

k
t−d+1:t |ykt−d+1:t−1, ut−d:t−1, skt )

∀skt ∈ Sk
t ∀xkt−d+1:t ∈ X k

t−d+1:t . (19)

Then,

Pg̃k1:t−1,g
∗k
t :τ−1(skτ , x

k
τ−d+1:τ |h0τ ) =πk

τ (s
k
τ )P

k
τ (x

k
τ−d+1:τ |ykτ−d+1:τ−1, uτ−d:τ−1, skτ )

∀skτ ∈ Sk
τ ∀xkτ−d+1:τ ∈ X k

τ−d+1:τ .

The assertion of Lemma 6 follows from Lemma 9 and the fact that (19) is true for t = 1.

Proof of Lemma 9 We only need to prove the result for τ = t + 1.
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Since h0t+1 is admissible under (g̃k1:t−1, g
∗k
t ), we have

Pg̃k1:t−1,g
∗k
t ,ĝ−k

1:t (h0t+1) > 0 (20)

where ĝ−k
1:t is the open-loop strategy where all coordinators except k choose prescriptions

that generate the actions u−k
1:t .

From Lemma 3, we know that Pg̃k1:t−1,g
∗k
t ,g−k

(skt+1|h0t+1) is independent of g
−k . Therefore,

Pg̃k1:t−1,g
∗k
t (skt+1|h0t+1) =

Pg̃k1:t−1,g
∗k
t ,ĝ−k

1:t (skt+1, yt , ut |h0t )
∑

s̃kt+1
Pg̃k1:t−1,g

∗k
t ,ĝ−k

1:t (s̃kt+1, yt , ut |h0t )
, (21)

and the denominator of (21) is nonzero due to (20).
We have

Pg̃k1:t−1,g
∗k
t ,ĝ−k

1:t (skt+1, yt , ut |h0t )
=
∑

s̃kt

∑

x̃ kt−d+1:t

∑

x̃−k
t

∑

γ̃ k
t :γ̃ k

t (x̃
k
t−d+1:t )=ukt

[
P(ykt |x̃ kt , ut )P(y−k

t |x̃−k
t , ut )

× 1{skt+1=ιkt (s̃
k
t ,x̃

k
t−d+1,γ̃

k
t )}λ

∗k
t (γ̃ k

t |bt , s̃kt )Pg̃k1:t−1,g
∗k
t ,ĝ−k

1:t (x̃ kt−d+1:t , x̃
−k
t , s̃kt |h0t )

]

=
∑

s̃kt

∑

x̃ kt−d+1:t

∑

x̃−k
t

∑

γ̃ k
t :γ̃ k

t (x̃
k
t−d+1:t )=ukt

[
P(ykt |x̃ kt , ut )P(y−k

t |x̃−k
t , ut )

× 1{skt+1=ιkt (s̃
k
t ,x̃

k
t−d+1,γ̃

k
t )}λ

∗k
t (γ̃ k

t |bt , s̃kt )Pg̃k1:t−1,g
∗k
t ,ĝ−k

1:t (x̃ kt−d+1:t , s̃
k
t |h0t )

× Pg̃k1:t−1,g
∗k
t ,ĝ−k

1:t (x̃−k
t |h0t )

]

=




∑

x̃−k
t

P(y−k
t |x̃−k

t , ut )Pg̃k1:t−1,g
∗k
t ,ĝ−k

1:t (x̃−k
t |h0t )





×
∑

s̃kt

∑

x̃ kt−d+1:t

∑

γ̃ k
t :γ̃ k

t (x̃
k
t−d+1:t )=ukt

[
P(ykt |x̃ kt , ut )1{skt+1=ιkt (s̃

k
t ,x̃

k
t−d+1,γ̃

k
t )}

× λ∗k
t (γ̃ k

t |bt , s̃kt )Pg̃k1:t−1,g
∗k
t ,ĝ−k

1:t (x̃ kt−d+1:t , s̃
k
t |h0t )

]
. (22)

where bt = (π t , yt−d+1:t−1, ut−d:t−1) and π t = (π l
t )l∈I is generated from ψ∗.

Recall that we assume

Pg̃k1:t−1,g
∗k
t ,ĝ−k

1:t (x̃ kt−d+1:t , s̃
k
t |h0t )

= πk
t (s̃

k
t )P

k
t (x̃

k
t−d+1:t |ykt−d+1:t−1, ut−d:t−1, s̃kt ). (23)

Using (21), (22), and (23), we obtain

Pg̃k1:t−1,g
∗k
t (skt+1|h0t+1) =

Υ k
t (bt , y

k
t , ut , s

k
t+1)∑

s̃kt+1
Υ k
t (bt , y

k
t , ut , s̃

k
t+1)

where

Υ k
t (bt , y

k
t , ut , s

k
t+1)
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=
∑

s̃kt

∑

x̃ kt−d+1:t

∑

γ̃ k
t :γ̃ k

t (x̃
k
t−d+1:t )=ukt

[
P(ykt |x̃ kt , ut )1{skt+1=ιkt (s̃

k
t ,x̃

k
t−d+1,γ̃

k
t )}

× λ∗k
t (γ̃ k

t |bt , s̃kt )πk
t (s̃

k
t )P

k
t (x̃

k
t−d+1:t |ykt−d+1:t−1, ut−d:t−1, s̃kt )

]
,

Therefore by the definition of consistency of ψ∗,k with respect to λ∗k , we conclude that

Pg̃k1:t−1,g
∗k
t (skt+1|h0t+1) = πk

t+1(s
k
t+1).

Now, consider Pg̃k1:t−1,g
∗k
t (x̃ kt−d+2:t+1, s

k
t+1|h0t+1).

– If Pg̃k1:t−1,g
∗k
t (skt+1|h0t+1) = 0, then we have πk

t+1(s
k
t+1) = 0 and

Pg̃k1:t−1,g
∗k
t (x̃ kt−d+2:t+1, s

k
t+1|h0t+1) = 0.

– If Pg̃k1:t−1,g
∗k
t (skt+1|h0t+1) > 0, then

Pg̃k1:t−1,g
∗k
t (x̃ kt−d+2:t+1, s

k
t+1|h0t+1)

=Pg̃k1:t−1,g
∗k
t (x̃ kt−d+1:t |h0t+1, s

k
t+1)π

k
t+1(s

k
t+1).

We have shown in Lemma 4 that

Pg̃k1:t−1,g
∗k
t (x̃ kt−d+2:t+1|h

k
t+1)

= Pk
t+1(x̃

k
t−d+2:t+1|ykt−d+2:t , ut−d+1:t , skt+1)

and (h0t+1, s
k
t+1) is a function of h

k
t+1. By the law of iterated expectation, we have

Pg̃k1:t−1,g
∗k
t ,ĝ−k

1:t (x̃ kt−d+2:t+1|h0t+1, s
k
t+1)

= Pk
t+1(x̃

k
t−d+2:t+1|ykt−d+2:t , ut−d+1:t , skt+1).

We conclude that

Pg̃k1:t−1,g
∗k
t (x̃ kt−d+2:t+1, s

k
t+1|h0t+1)

= Pk
t (x̃

k
t−d+2:t+1|ykt−d+2:t , ut−d+1:t , skt+1)π

k
t+1(s

k
t+1)

for all skt+1 ∈ Sk
t+1 and all x

k
t−d+2:t+1 ∈ X k

t−d+2:t+1. ()

G Proof of Lemma 7

Let g−i denote the behavioral strategy profile of all coordinators other than i generated from
the CIB strategy profile (λk,ψk)k∈I\{i}. Let (h

i
t , γ

i
t ) be admissible under g−i .

Let g̃i denote coordinator i’s behavioral coordination strategy. Because of Lemma 3, we
have

Pg̃i ,g−i
(xt−d+1:t , γ −i

t |hit , γ i
t )

= Pg̃i ,g−i
(xt−d+1:t , γ −i

t |h0t , xi1:t−d , γ
i
1:t )

= Pg̃i (xit−d+1:t |h0t , xi1:t−d , γ
i
1:t )
∏

k -=i

Pgk (xkt−d+1:t , γ
k
t |h0t ).
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We know that Γ i
t andX

i
t−d+1:t are conditionally independent given H

i
t since Γ i

t is chosen

as a randomized function of H
i
t at a time when Xi

t−d+1:t are already realized. Therefore,

Pg̃i ,g−i
(xit−d+1:t |h0t , xi1:t−d , γ

i
1:t ) = Pg̃i ,g−i

(xit−d+1:t |h0t , xi1:t−d , γ
i
1:t−1)

= Pi
t (x

i
t−d:t |yit−d+1:t−1, ut−d:t−1, sit ),

where sit = (xit−d ,φ
i
t ) and Pi

t is the belief function defined in Eq. (1).
We conclude that

Pg−i
(xt−d+1:t , γ −i

t |hit , γ i
t )

= Pi
t (x

i
t−d:t |yit−d+1:t−1, ut−d:t−1, sit )

∏

k -=i

Pgk (xkt−d+1:t , γ
k
t |h0t ). (24)

Since all coordinators other than coordinator i are using the same belief generation
systems, we have B j

t = Bk
t for j, k -= i . Denote Bt = Bk

t for all k ∈ I\{i}. Let
bt =

((
π∗,l
t

)

l∈I
, yt−d+1:t−1, ut−d:t−1

)
be a realization of Bt . Also define ψ∗ = ψk for all

k -= i .
Consider k -= i . Coordinator k’s strategy gk is a self-consistent CIB strategy.We also have

h0t admissible under gk since (h
i
t , γ

i
t ) is admissible under g−i . Hence, applying Lemma 6

we have

Pgk (s̃kt , x
k
t−d+1:t |h0t ) = π∗,k

t (s̃kt )P
k
t (x

k
t−d+1:t |ykt−d+1:t−1, ut−d:t−1, s̃kt ).

Hence, the second term of the right hand side of (24) satisfies

Pgk (xkt−d+1:t , γ
k
t |h0t ) =

∑

s̃kt

Pgk (s̃kt , x
k
t−d+1:t , γ

k
t |h0t )

=
∑

s̃kt

[
π∗,k
t (s̃kt )P

k
t (x

k
t−d+1:t |ykt−d+1:t−1, ut−d:t−1, s̃kt )λ

k
t (γ

k
t |bt , s̃kt )

]
, (25)

where Pk
t is the belief function defined in Eq. (1).

Recall that bt =
((

π∗,l
t

)

l∈I
, yt−d+1:t−1, ut−d:t−1

)
. From (24) and (25), we conclude

that

Pg−i
(xt−d+1:t , γ −i

t |hit , γ i
t ) = Fi

t (xt−d+1:t , γ −i
t |bt , sit ) (26)

for some function Fi
t for all (h

i
t , γ

i
t ) admissible under g−i .

Consider the total reward of coordinator i . By the law of iterated expectation, we can write

J i (g̃i , g−i ) = Eg̃i ,g−i

[
∑

t∈T
Eg−i [r it (Xt ,Ut )|Hi

t ,Γ
i
t ]
]

.

For (h
i
t , γ

i
t ) admissible under g−i ,

Eg−i [r it (Xt ,Ut )|hit , γ i
t ]

=
∑

x̃t−d+1:t

∑

γ̃ −i
t

r it (x̃t , (γ
i
t (x̃

i
t−d+1:t ), γ̃

−i
t (x̃−i

t−d+1:t )))F
i
t (x̃t−d+1:t , γ̃ −i

t |bt , sit )

= r it (bt , s
i
t , γ

i
t ),
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for some function r it that depends on g−i (specifically, on λ−i
t ) but not on g̃i .

We claim that (Bt , Sit ) is a controlled Markov process controlled by coordinator i’s pre-
scriptions, given that other coordinators are using the strategy profile g−i . Let g̃i denote an
arbitrary strategy for coordinator i (not necessarily a CIB strategy). We need to prove that

Pg̃i ,g−i
(bt+1, sit+1|b1:t , si1:t , γ i

1:t ) =Ξ i
t (bt+1, sit |bt , sit , γ i

t )

∀(b1:t , si1:t , γ i
1:t ) s.t. Pg̃i ,g−i

(b1:t , si1:t , γ
i
1:t ) > 0

for some function Ξ i
t independent of g̃

i .
We know that

Bt+1 = (Πt+1,Yt−d+2:t ,Ut−d+1:t ),

Πt+1 = ψ∗
t (Bt ,Yt ,Ut ),

Y k
t = &kt (X

k
t ,Ut ,W

k,Y
t ) ∀k ∈ I,

Uk, j
t = Γ

k, j
t (Xk, j

t−d+1:t ) ∀(k, j) ∈ N ,

Sit+1 = ιit (S
i
t ,X

i
t−d+1,Γ

i
t ).

Hence, (Bt+1, Sit ) is a fixed function of (Bt , Sit ,Xt−d+1:t ,Γ t ,WY
t ), whereW

Y
t is a prim-

itive random vector independent of (B1:t , Si1:t ,Γ
i
1:t ,Xt−d+1:t ). Therefore, it suffices to prove

that

Pg̃i ,g−i
(xt−d+1:t , γ −i

t |b1:t , si1:t , γ i
1:t ) = Ξ i

t (xt−d+1:t , γ −i
t |bt , sit , γ i

t )

for some function Ξ i
t independent of g̃

i .

(B1:t , Si1:t ,Γ
i
1:t ) is a function of (H

i
t ,Γ

i
t ). Therefore, by applying smoothing property of

conditional expectations to both sides of (26) we obtain

Pg̃i ,g−i
(xt−d+1:t , γ −i

t |b1:t , si1:t , γ i
1:t ) = Fi

t (xt−d+1:t , γ −i
t |bt , sit ),

where we know that Fi
t , as defined in (26), is independent of g̃i .

We conclude that coordinator i faces a Markov Decision Problem where the state process
is (Bt , Sit ), the control action is Γ i

t , and the total reward is

E
[
∑

t∈T
r it (Bt , Sit ,Γ

i
t )

]

.

By standardMDP theory, coordinator i can form a best response by choosing Γ i
t as a function

of (Bt , Sit ).

H Proof of Theorem 2

Let (λ∗,ψ∗)be a pair that solves the dynamic programdefined in the statement of the theorem.
Let g∗k denote the behavioral coordination strategy corresponding to (λ∗k,ψ∗) for k ∈ I.
We only need to show the following: Suppose that the coordinators other than coordinator i
play g∗−i , then g∗i is a best response to g∗−i .

Let h0t ∈ H0
t be admissible under g∗−i . Then,

Pg∗k
(skt , x

k
t−d+1:t |h0t ) = πk

t (s
k
t )P

k
t (x

k
t−d+1:t |ykt−d+1:t−1, ut−d:t−1, skt ) (27)
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for all k -= i by Lemma 6, where πk
t is the belief generated by ψ∗ when h0t occurs.

By Lemma 4, we also have

P(s̃it , x̃ it−d+1:t |h0t , sit ) = Pi
t (x̃

i
t−d+1:t |yit−d+1:t−1, ut−d:t−1, s̃it ) (28)

Combining (27) and (28), the belief for coordinator i defined in the stage game according
to Definition 15 satisfies

β i
t (z̃t |sit )

= 1{s̃it=sit }
∏

k -=i

πk
t (s̃

k
t )

(
∏

k∈I
Pk
t (x̃

k
t−d+1:t |ykt−d+1:t−1, ut−d:t−1, s̃kt )

)

P(w̃Y
t )

= P(s̃it , x̃ it−d+1:t |h0t , sit )




∏

k -=i

Pg∗k
(s̃kt , x̃

k
t−d+1:t |h0t )



P(w̃Y
t )

= Pg∗−i
(s̃t , x̃t−d+1:t |h0t , sit )P(w̃k,Y

t ) = Pg∗−i
(z̃t |h0t , sit )

for all (h0t , s
i
t ) admissible under g∗−i , i.e., the belief represents a true conditional distribution.

Since β i
t (·|sit ) is a fixed function of (bt , sit ), by applying smoothing property on both sides

of the above equation we can obtain

β i
t (z̃t |sit ) = Pg∗−i

(z̃t |bt , sit ).

for all (bt , sit ) admissible under g∗−i .10

Then, the interim expected utility considered in the definition of IBNE correspondences
(Definition 16) can be written as

∑

z̃t ,γ̃t

η(γ̃ i
t )Q

i
t (z̃t , γ̃t )β

i
t (z̃t |xit−1)

∏

k -=i

λ∗k
t (γ̃ k

t |bt , s̃kt )

=
∑

γ̃ i
t

η(γ̃ i
t )Eg∗−i

1:t [Qi
t (Zt ,Γ t )|bt , sit , γ̃ i

t ].

for all (bt , sit ) admissible under g∗−i .
The condition of Theorem 2 then implies

λ∗i
t (bt , sit ) ∈ argmax

η∈∆(Ai
t )

∑

γ̃t

η(γ̃ i
t )Eg∗−i

[
r it (Xt ,Ut )+ V i

t+1(Bt+1, Sit+1)|bt , sit , γ̃ i
t

]
; (29)

V i
t (bt , s

i
t ) =

∑

γ̃ i
t

[
λ∗i
t (γ̃ i

t |bt , sit )Eg∗−i
1:t [r it (Xt ,Ut )+ V i

t+1(Bt+1, Sit+1)|bt , sit , γ̃ i
t ]
]

(30)

for all (bt , sit ) admissible under g∗−i .
Recall that in the proof of Lemma 7, we have already proved that fixing (λ∗−i ,ψ∗),

(Bt , Sit ) is a controlled Markov process controlled by Γ i
t . Hence, (29) and (30) show that λ∗i

t

10 Note that Pg−i
(z̃t |bt , sit ) is different from βi

t (z̃t |sit ). Since Bt is just a compression of the common
information based on an predetermined update rule ψ , which may or may not be consistent with the actually

played strategy, Bt may not represent the true belief. Pg−i
(z̃t |bt , sit ) is the belief an agent inferred from the

event Bt = bt , Sit = sit . The agent knows that bt might not contain the true belief, but it is useful anyway in
inferring the true state. βi

t (z̃t |sit ) is a conditional distribution computed with bt , pretending that bt contains
the true belief.
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is a dynamic programming solution of the MDP with instantaneous reward

r it (Bt , Sit ,Γ
i
t ) := Eg∗−i [r it (Xt ,Ut )|Bt , Sit ,Γ

i
t ].

Therefore, λ∗i maximizes

Eλi ,λ∗−i

[
∑

t∈T
r it (Bt , Sit ,Γ

i
t )

]

over all λi = (λit )t∈T , λit : Bt × S i
t $→ ∆(Ai

t ).
Notice that for any λi , if gi is the behavioral coordination strategy corresponding to the

CIB strategy (λi ,ψ∗
t ), then by Law of Iterated Expectation

Eλi ,λ∗−i

[
∑

t∈T
r it (Bt , Sit ,Γ

i
t )

]

= Egi ,g∗−i

[
∑

t∈T
r it (Xt ,Ut )

]

.

Hence, we know that g∗i maximizes

Egi ,g∗−i

[
∑

t∈T
r it (Xt ,Ut )

]

over all gi generated from a CIB strategy with the belief generation system ψ∗.
By the closedness property of CIB strategies (Lemma 7), we conclude that g∗i is a best

response to g∗−i over all behavioral coordination strategies of coordinator i , proving the
result.

I Proof of Proposition 1

We will characterize all the Bayes–Nash equilibria of Example 1 in terms of individual
players’ behavioral strategies. Then, we will show that none of the BNE correspond to a
CIB-CNE.

Let p = (p1, p2) ∈ [0, 1]2 describe Alice’s behavioral strategy: p1 is the probability that
Alice playsU A

1 = −1 given X A
1 = −1; p2 is the probability that Alice playsU A

1 = +1 given
X A
1 = +1. Let q = (q1, q2) ∈ [0, 1]2 denote Bob’s behavioral strategy: q1 is the probability

that Bob plays UB
3 = L when observing U A

1 = −1, q2 is the probability that Bob plays
UB
3 = L when observing U A

1 = +1.

Claim

p∗ =
(
1
3
,
1
3

)
, q∗ =

(
1
3
+ ε,

1
3

− ε

)

is the unique BNE of Example 1.

Given the claim, one can conclude that a CIB-CNE does not exist in this game: Suppose
that (λ∗,ψ∗) forms a CIB-CNE, then by the definition of CIB strategies, at t = 1 the team
of Alice chooses a prescription (which maps X A

1 to U A
1 ) based on no information. At t = 3,

the team of Bob chooses a prescription (which is equivalent to an action since Bob has no
state) based solely on B3. Define the induced behavioral strategy of Alice and Bob through

p1 = λ∗A
1 (id|∅)+ λ∗A

1 (cp−1|∅),
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p2 = λ∗A
1 (id|∅)+ λ∗A

1 (cp+1|∅),

q1 = λ∗B
3 (L|b3[−1]),

q2 = λ∗B
3 (L|b3[+1]),

where b3[u] is theCCI under belief generation systemψ∗ whenU A
1 = u. id is the prescription

that chooses U A
1 = X A

1 ; cpu is the prescription that chooses U A
1 = u irrespective of X A

1 ; L
is Bob’s prescription that chooses UB

3 = L.
The consistency of ψ∗

1 with respect to λ∗
1 implies that

Π2(−1) = p1
p1 + 1 − p2

if p -= (0, 1),U1 = −1,

Π2(+1) = p2
p2 + 1 − p1

if p -= (1, 0),U1 = +1,

The consistency of ψ∗
2 with respect to λ∗

2 implies that

Π3(+1) = Π2(U A
1 ).

If a CIB-CNE induces behavioral strategy p∗ =
( 1
3 ,

1
3

)
, then the CIB belief Π3 ∈ ∆(X2)

will be the same for both U1 = +1 and U1 = −1 under any consistent belief generation
system ψ∗. Then, B3 = (Π3,U2) will be the same for both U1 = +1 and U1 = −1 since
U2 only takes one value. Hence, Bob’s-induced stage behavioral strategy q should satisfy
q1 = q2. However, q∗ =

( 1
3 + ε, 1

3 − ε
)
is such that q∗

1 -= q∗
2 ; hence, (p

∗, q∗) cannot be
induced from any CIB-CNE.

Since the induced behavioral strategy of any CIB-CNE should form a BNE in the game
among individuals, we conclude that a CIB-CNE does not exist in Example 1.

Proof of Claim Denote Alice’s total expected payoff to be J (p, q). Then,

J (p, q)

= 1
2
ε(1 − p1 + p2)+

1
2
((1 − p1)(1 − q2)+ p1 · 2q1)+

+ 1
2
((1 − p2)(1 − q1)+ p2 · 2q2)

= 1
2
ε(1 − p1 + p2)+

1
2
(2 − p1 − p2)+

1
2
(2p1 + p2 − 1)q1 +

1
2
(2p2 + p1 − 1)q2.

Since this is a zero-sum game, Alice’s expected payoff at equilibrium can be characterized
as

J ∗ = max
p

min
q

J (p, q).

Alice plays p at some equilibrium if and only if minq J (p, q) = J ∗. Define J ∗(p) =
minq J (p, q). We compute

J ∗(p) = 1
2
ε(1 − p1 + p2)+

1
2
(2 − p1 − p2)

+






1
2 (3p1 + 3p2) − 1 2p1 + p2 ≤ 1, 2p2 + p1 ≤ 1
1
2 (2p2 + p1 − 1) 2p1 + p2 > 1, 2p2 + p1 ≤ 1
1
2 (2p1 + p2 − 1) 2p1 + p2 ≤ 1, 2p2 + p1 > 1
0 2p1 + p2 > 1, 2p2 + p1 > 1
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Fig. 1 The pieces (polygons) for
which J∗(p) is linear on. The
extreme points of the pieces are
labeled

p1

p2

(1, 1)(0, 1)

(0, 0)
(1, 0)( 12 , 0)

(0, 1
2 )

( 13 ,
1
3 )

The set of equilibrium strategies for Alice is the set of maximizers of J ∗(p). Since J ∗(p)
is a continuous piecewise linear function, the set of maximizers can be found by comparing
the values at the extreme points of the pieces.

We have

J ∗(0, 0) = 1
2
ε + 1 − 1 = 1

2
ε;

J ∗
(
1
2
, 0
)
= 1

2
ε · 1

2
+ 1

2
· 3
2
+ 1

2
· 3
2

− 1 = 1
4
ε + 1

2
;

J ∗
(
0,

1
2

)
= 1

2
ε · 3

2
+ 1

2
· 3
2
+ 1

2
· 3
2

− 1 = 3
4
ε + 1

2
;

J ∗(1, 0) = 1
2
ε · 0+ 1

2
· 1+ 1

2
· 0 = 1

2
;

J ∗(0, 1) = 1
2
ε · 2+ 1

2
· 1+ 1

2
· 0 = ε + 1

2
;

J ∗
(
1
3
,
1
3

)
= 1

2
ε + 1

2
· 4
3
+ 1

2
· 0 = 1

2
ε + 2

3
;

J ∗(1, 1) = 1
2
ε + 1

2
· 0+ 0 = 1

2
ε.

Since ε < 1
3 , we have (

1
3 ,

1
3 ) to be the uniquemaximum among the extreme points. Hence,

we have argmaxp J ∗(p) = {( 13 , 1
3 )}, i.e., Alice always plays p∗ = ( 13 ,

1
3 ) in any BNE of the

game.
Now, consider Bob’s equilibrium strategy. q∗ is an equilibrium strategy of Bob only if

p∗ ∈ argmaxp J (p, q∗).
For each q , J (p, q) is a linear function of p and

∇p J (p, q) =
(

−1
2
ε − 1

2
+ q1 +

1
2
q2,

1
2
ε − 1

2
+ 1

2
q1 + q2

)
∀p ∈ (0, 1)2.
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We need ∇p J (p, q∗)
∣∣∣
p=p∗ = (0, 0). Hence,

−1
2
ε − 1

2
+ q∗

1 + 1
2
q∗
2 = 0;

1
2
ε − 1

2
+ 1

2
q∗
1 + q∗

2 = 0,

which implies that q∗ = ( 13 + ε, 1
3 − ε), proving the claim. ()

J Proof of Theorem 3

We use Theorem 2 to establish the existence of CIB-CNE: We show that for each t there
always exists a pair (λ∗

t ,ψ
∗
t ) such that λ∗

t forms an equilibrium at t given ψ∗
t , and ψ∗

t is
consistent with λ∗

t . We provide a constructive proof of existence of CIB-CNE by proceeding
backwards in time.

Since d = 1, we have Sit = Xi
t−1. The CCI consists of the beliefs along with Ut−1.

Consider the condensation of the information graph into a directed acyclic graph (DAG)
whose nodes are strongly connected components. Each node may contain multiple teams.
Consider one topological ordering of this DAG. Denote the nodes by [1], [2], · · · ([ j] is
reachable from [k] only if k < j .) We use the notation X [k]

t ,Π
[k]
t to denote the vector of

the system variables of the teams in a node. In particular, following Definition 15, we define
Z[k]
t = (X[k]

t−1:t ,W
[k],Y
t ). We also use [1 : k] as a short hand for the set [1] ∪ [2] ∪ · · · ∪ [k].

Define B[1:k]
t = (Π

[1:k]
t ,U[1:k]

t−1 ). (Note that the usage of superscript here is different from the
CCI Bi

t defined in Definition 12.)
We construct the solution first backwards in time, then in the order of the node for each

stage. For this purpose, we an some induction invariant on the value functions V i
t (as defined

in Theorem 2) for the solution we are going to construct.
Induction Invariant: For each time t and each node index k,

– V i
t (bt , x

i
t−1) depends on bt only through (b[1:k−1]

t , uit−1) for all teams i ∈ [k], if [k]
consists of only one team. (With some abuse of notation, we write V i

t (bt , x
i
t−1) =

V i
t (b

[1:k−1]
t , uit−1, x

i
t−1) in this case.)

– V i
t (bt , x

i
t−1) depends on bt only through b[1:k]t for all teams i ∈ [k], if [k] consists of

multiple public teams. (We write V i
t (bt , x

i
t−1) = V i

t (b
[1:k]
t , xit−1) in this case.)

Induction Base: For t = T + 1, we have V i
T+1(·) ≡ 0 for all coordinators i ∈ I hence

the induction invariant is true.
Induction Step: Suppose that the induction invariant is true at time t + 1 for all nodes.

We construct the solution so that it is also true at time t .
To complete this step, we provide a procedure to solve the stage game. We argue that one

can solve a series of optimization problems or finite games following the topological order
of the nodes through an inner induction step.

Inner Induction Step: Suppose that the first k − 1 nodes has been solved, and the
equilibrium strategy λ

∗[1:k−1]
t uses only b[1:k−1]

t along with private information. Sup-
pose that the update rules ψ

∗,[1:k−1]
t have also been determined, and they use only

(b[1:k−1]
t , y[1:k−1]

t , u[1:k−1]
t ). We now establish the same property for (λ[k]t ,ψ

[k]
t ).

– If the k-th node contains a single coordinator i , the value to go is V i
t+1(B

[1:k−1]
t+1 ,Ui

t ,X
i
t )

by the induction hypothesis. The instantaneous reward for a coordinator i in the k-th
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node can be expressed by r it (X
[1:k]
t ,U[1:k]

t ) by the information graph. In the stage game,
coordinator i chooses a prescription to maximize the expected value of

Qi
t (b

[1:k−1]
t ,Z[1:k]

t ,Γ [1:k]
t ) := r it (X

[1:k]
t ,U[1:k]

t )+ V i
t+1(B

[1:k−1]
t+1 ,Ui

t ,X
i
t ),

where

B[1:k−1]
t+1 = (Π

[1:k−1]
t+1 ,U[1:k−1]

t ),

Π
j
t+1 = ψ

∗, j
t (b[1:k−1]

t ,Y j
t ,U

[1:k−1]
t ) ∀ j ∈ [1 : k − 1],

Y j
t = &

j
t (X

j
t ,U

[1:k−1]
t ,W j,Y

t ) ∀ j ∈ [1 : k − 1],
U j
t = Γ

j
t (X

j
t ) ∀ j ∈ [1 : k].

The expectation is computed using the belief β i
t (defined through Eq. (4) in Definition 15)

along with λ
∗[1:k−1]
t that has already been determined. It can be written as

∑

s̃t ,γ̃
[1:k−1]
t

β i
t (s̃t |xit−1)Q

i
t (b

[1:k−1]
t , s̃[1:k]t , (γ̃

[1:k−1]
t , γ i

t ))

×
∏

j∈[1:k−1]
λ
j
t (γ̃

j
t |b[1:k−1]

t , x̃ j
t−1)

=
∑

s̃[1:k]t ,γ̃
[1:k−1]
t

1{x̃ it−1=xit−1}P(w̃
[1:k],Y
t )




∏

j∈[1:k−1]
π

j
t (x̃

j
t−1)P(x̃

j
t |x̃ j

t−1, u
[1:k−1]
t−1 )





×




∏

j∈[1:k−1]
λ

∗ j
t (γ̃

j
t |b[1:k−1]

t , x j
t−1)





× P(x̃ it |xit−1, u
[1:k]
t−1 )Q

i
t (b

[1:k−1]
t , s̃[1:k]t , (γ̃

[1:k]
t , γ i

t )).

Therefore, the expected reward of coordinator i depends on bt through (b[1:k−1]
t , uit−1).

Coordinator i can choose the optimal prescription based on (b[1:k−1]
t , uit−1, x

i
t−1), i.e.,

λ∗i
t (bt , xit−1) = λ∗i

t (b[1:k−1]
t , uit−1, x

i
t−1). We then have V i

t (bt , x
i
t−1) = V i

t (b
[1:k−1]
t ,

uit−1, x
i
t−1). The update rule ψ

∗,[k]
t = ψ∗,i

t is then determined to be an arbitrary update

rule consistent with λ∗,i
t , which can be chosen as a function from B[1:k]

t × Y [k]
t × U [1:k]

t

(instead of Bt × Y [k]
t × Ut ) to Π

[k]
t+1.

– If the k-th node contains a group of public teams, then update rules ψ̂
∗,[k]
t are fixed,

irrespective of the stage game strategies, i.e., there exist a unique update rule ψ̂∗,i
t that is

compatible with any λ∗,i
t for a public team i . This update rule is a map from Y [k]

t ×U [1:k]
t

to a vector of delta measures on
∏

i∈[k] ∆(X i
t−1), i.e., the map to recover X[k]

t−1 from the

observations (see Definition 18). The function takesU[1:k]
t as its argument due to the fact

that the observations of the k-th node depends on Ut only through U[1:k]
t .

The value to go for each coordinator i can be expressed asV i
t+1(B

[1:k]
t ,Xi

t−1) by induction

hypothesis. The instantaneous reward can be written as r it (X
[1:k]
t ,U[1:k]

t ) by the definition
of the information dependency graph.
In the stage game, coordinator i in the k-th node chooses a distribution ηit on prescriptions
to maximize the expected value of

Qi
t (b

[1:k]
t ,Z[1:k]

t ,Γ [1:k]
t ) := r it (X

[1:k]
t ,U[1:k]

t )+ V i
t+1(B

[1:k]
t+1 ,Xi

t ),
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where

B[1:k]
t+1 = (Π

[1:k]
t+1 ,U[1:k]

t ),

Π
j
t+1 = ψ

∗, j
t (b[1:k−1]

t ,Y j
t ,U

[1:k−1]
t ) ∀ j ∈ [1 : k − 1],

Π
[k]
t+1 = ψ̂

∗,[k]
t (b[1:k]t ,Y[1:k]

t ,U[1:k]
t ),

Y j
t = &

j
t (X

j
t ,U

[1:k]
t ,W j,Y

t ) ∀ j ∈ [1 : k],
U j
t = Γ

j
t (X

j
t ) ∀ j ∈ [1 : k].

The expectation is taken with respect to the belief β i
t (defined through Eq. (4) in Defini-

tion 15) and the strategy prediction λ
[1:k]
t . This expectation can be written as

∑

s̃t ,γ̃
[1:k]
t

β i
t (s̃t |xit−1)Qt (b

[1:k]
t , s̃[1:k]t , γ̃

[1:k]
t )ηit (γ̃

i
t ) ×

∏

j∈[1:k]
j -=i

λ
j
t (γ̃

j
t |b[1:k−1]

t , x̃ j
t−1)

=
∑

s̃[1:k]t ,γ̃
[1:k]
t

1{x̃ it−1=xit−1}P(w̃
[1:k],Y
t )

×




∏

j∈[1:k]
j -=i

π
j
t (x̃

j
t−1)P(x̃

j
t |x̃ j

t−1, u
[1:k]
t−1 )λ

∗ j
t (γ̃

j
t |b[1:k]t , x̃ j

t−1)





× P(x̃ it |xit−1, u
[1:k]
t−1 )η

i
t (γ̃

i
t )Q

i
t (b

[1:k]
t , s̃[1:k]t , γ̃

[1:k]
t ),

which dependents only on bt only through b[1:k]t . Therefore, the stage game defined in
Definition 15 induces a finite game between the coordinators in the k-th node (instead of
all coordinators) with parameter (b[1:k]t , (ψ

∗,[1:k−1]
t , ψ̂

∗,[k]
t )) (instead of (bt ,ψt )), where

λ
∗[1:k−1]
t has been fixed. Teams in the k-th node form/play a stage game where the first

k − 1 nodes act like nature, while the coordinators after k-th node have no effect in the
payoffs of the coordinators in the k-th node. Hence, a coordinator i in the k-th node
can based their decision on (b[1:k]t , xit−1), i.e., λ

∗i
t (bt , xit−1) = λ∗i

t (b[1:k]t , xit−1). We also

have V i
t (bt , x

i
t−1) = V i

t (b
[1:k]
t , xit−1). The update rule is determined by ψ

∗,[k]
t = ψ̂

∗,[k]
t ,

which is guaranteed to be consistent with λ
∗[k]
t .

In summary, we determine (λ∗
t ,ψ

∗
t ) using a node-by-node approach. If the k-th node

consists of one team, then we first determine λ
∗[k]
t from an optimization problem dependent

on (λ∗[1:k−1]
t ,ψ

∗,[1:k−1]
t ) and thendetermineψ

∗,[k]
t . If the k-th node consists ofmultiple public

players, then we first determine ψ
∗,[k]
t and then solve λ

∗[k]
t from a finite game dependent on

(λ
∗[1:k−1]
t ,ψ

∗,[1:k]
t ). Hence, we have constructed the solution and established both inner and

outer induction steps, proving the theorem.

K Proof of Theorem 4

We prove the Theorem for d = 1. The proof idea for d > 1 is similar.
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We will prove a stronger result. For each Π i
t ∈ ∆(X i

t−1), define the corresponding Π̂ i
t ∈

∆(Xt ) by

Π
i
t (x

i
t ) :=

∑

x̃ it−1

Π i
t (x̃

i
t−1)P(xit |x̃ it−1).

Define ψ̂ i
t to be the signaling-free update function, i.e., the belief update function such

that

Π i
t+1(x

i
t ) = ψ̂ i

t (Π
i
t ,Y

i
t ) =

Π
i
t (x

i
t )P(Yi

t |xit )
∑

ỹit
Π

i
t (x

i
t )P(ỹit |xit )

.

Define open-loop prescriptions as the prescriptions that simply instruct members of a
team to take a certain action irrespective their private information. We will show that there
exist an equilibrium where each team plays a common information-based signaling-free
(CIBSF) strategy, i.e., the common belief generation system for all coordinators is given
by the signaling-free update functions ψ̂ , and coordinator i chooses randomized open-loop
prescriptions based on Πt = (Π

i
t )i∈I instead of (Bt ,Xi

t−1).
Induction Invariant: V i

t (Bt ,Xi
t−1) = V i

t (Πt ,Xi
t−1).

Induction Base: The induction variant is true for t = T + 1 since V i
T+1(·) ≡ 0 for all

i ∈ I.
Induction Step: Suppose that the induction variant is true for t + 1, prove it for time t .
Let ψ̂t be the signaling-free update rule. We solve the stage game Gt (Vt+1, ψ̂t , bt ). In the

stage game, coordinator i chooses a prescription to maximize the expectation of

r it (X
−i
t ,Ut )+ V i

t+1(Πt+1,Xi
t ),

where

Π
k
t+1(x

k
t+1) =

∑

x̃ kt

Πk
t+1(x̃

k
t )P(xkt+1|x̃ kt ) ∀xkt+1 ∈ X k

t+1,

Πk
t+1 = ψ̂k

t (Π
k
t ,Y

k
t ) ∀k ∈ I,

Yk
t = &kt (X

k
t ,W

k,Y
t ) ∀k ∈ I,

Uk, j
t = Γ

k, j
t (Xk, j

t ) ∀(k, j) ∈ N .

Since V i
t+1(Πt+1,Xi

t ) does not depend on coordinator i’s prescriptions, coordinator i only
need to maximize the expectation of r it (X

−i
t ,Ut ), which is

∑

x̃−i
t−1:t ,γ̃

−i
t




∏

j -=i

π
j
t (x̃

j
t−1)P(x̃

j
t |x̃ j

t−1)λ
j
t (γ̃

j
t |bt , x̃ j

t−1)



 r it (x̃
−i
t , (γ̃ −i

t (x̃−i
t ), γ i

t (x
i
t ))).

Claim In the stage game, if all coordinators −i use CIBSF strategy, then coordinator i can
respond with a CIBSF strategy.

Proof of Claim Let ηkt : Π t $→ ∆(Uk
t ) be the CIBSF strategy of coordinator k -= i . Then,

coordinator i’s expected payoff given γ i
t can be written as

∑

x̃−i
t−1:t ,ũ

−i
t




∏

j -=i

π
j
t (x̃

j
t−1)P(x̃

j
t |x̃ j

t−1)η
j
t (ũ

j
t |π t )



 r it (x̃
−i
t , (ũ−i

t , γ i
t (x

i
t )))
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=
∑

x̃−i
t ,ũ−i

t




∏

j -=i




∑

x̃ j
t−1

π
j
t (x̃

j
t−1)P(x̃

j
t |x̃ j

t−1)



 η
j
t (ũ

j
t |π t )



× r it (x̃
−i
t , (ũ−i

t , γ i
t (x

i
t )))

=
∑

x̃−i
t ,ũ−i

t




∏

j -=i

π
j
t (x̃

j
t )η

j
t (ũ

j
t |π t )



 r it (x̃
−i
t , (ũ−i

t , γ i
t (x

i
t )))

=: r it (π t , η
−i
t , γ i

t (x
i
t )).

Hence, coordinator i can respond with a prescription γ i
t such that γ i

t (x
i
t ) = uit for all x

i
t ,

where

uit ∈ argmax
ũit

r it (π t , η
−i
t , ũit ),

can be chosen based on (π t , η
−i
t ), proving the claim. ()

Given the claim, we conclude that there exist a stage game equilibrium where all coordi-
nators play CIBSF strategies: Define a new stage game where we restrict each coordinator to
CIBSF strategies. A best response in the restricted stage game will be also a best response in
the original stage game due to the claim. The restricted game is a finite game (It is a game of
symmetrical information with parameter π t where coordinator i’s action is uit and its payoff
is a function of π t and ut .) that always has an equilibrium. The equilibrium strategy will be
consistent with ψ̂t due to Lemma 10.

Lemma 10 The signaling-free update rule ψ̂ i
t is consistent with any λit : Bt ×X i

t−1 $→ ∆(Ai
t )

that corresponds to a CIBSF strategy at time t.

Proof It follows from standard arguments related to strategy independence of belief (See
Chapter 6 of Kumar and Varaiya [25]). ()

Let η∗
t = (η

∗ j
t ) j∈I , η

∗ j
t : Π t $→ ∆(U j

t ) be a CIBSF strategy profile that is a stage game
equilibrium. Then, the value function

V i
t (bt , x

i
t−1) =

(

max
ũit

r it (π t , η
∗−i
t , ũit )

)

+
∑

x̃t ,ỹt

V i
t+1(ψ̂t (π t , ỹt ), x̃ it )P(ỹt |x̃t )P(x̃ it |xit−1)π

−i
t (x̃−i

t )

depends on (bt , xit−1) only through (π t , xit−1), establishing the induction step.

L Proof of Lemma 8

In this appendix, when we specify a team’s strategy through a profile of individual strategies,
for example ϕi = (ϕi,l)(i,l)∈Ni , we assume that members of team i apply these strategies
independent of their teammates.

We first show three auxiliary results, Lemmas 11–13 that forms the basis of our proof of
Lemma 8.
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Lemma 11 (Conditional independence among teammates) Suppose that members of team i
use behavioral strategies ϕi = (ϕi,l)(i,l)∈Ni where ϕi,l = (ϕi,l

t )t∈T ,ϕi,l
t : Hi,l

t $→ ∆(U i,l
t ).

Suppose that all teams other than i use a behavioral coordination strategy profile g−i .
Then, (Xi,l

t−d+1:t )(i,l)∈Ni are conditionally independent given the common information Hi
t .

Furthermore, the conditional distribution of Xi, j
t−d+1:t given Hi

t depends on (ϕi , g−i ) only
through ϕi, j .

Lemma 12 Let µi, j be a pure strategy of agent (i, j). Let ϕ
i,− j
t = (ϕi,l

t )(i,l)∈Ni\{(i, j)},t∈T ,

ϕi,l
t :Hi,l

t $→ ∆(U i,l
t ) be behavioral strategies of all members of team i except (i, j). Then,

there exist a behavioral strategy ϕ̄i, j = (ϕ̄
i, j
t )t∈T , ϕ̄

i, j
t : Hi

t × X i, j
t $→ ∆(U i, j

t ) such that
(µi, j ,ϕi,− j ) is payoff-equivalent to (ϕ̄i, j ,ϕi,− j ).

Lemma 13 Let µi be a pure strategy of team i. There exists a payoff-equivalent behavioral
strategy profile ḡi that only assigns simple prescriptions.

Based on Lemmas 11–13, we proceed to complete the proof of Lemma 8 via the following
steps.

1. Let σ i be a payoff-equivalent mixed team strategy to gi . (See Sect. 3).
2. For each µi ∈ supp(σ i ), let ḡi [µi ] be a payoff-equivalent behavioral strategy profile ḡi

that only assigns simple prescriptions (Lemma 13)
3. Let ς̄ i [µi ] be a payoff-equivalent mixed coordination strategy of ḡi [µi ] constructed from

Kuhn’s Theorem [24].
4. Define a new mixed coordination strategy ς̄ i by

ς̄ i =
∑

µi∈supp(σ i )

σ i (µi ) · ς̄ i [µi ].

5. Let ḡi be a payoff-equivalent behavioral coordination strategy profile to ς̄ i constructed
from Kuhn’s Theorem [24].

It is clear that ḡi will be payoff-equivalent to σ i . Furthermore, ḡi always assigns simple
prescriptions since the construction in Kuhn’s Theorem does not change the set of possible
prescriptions.

Proof of Lemma 11 Assume that hit is admissible underϕi . Let gi be a behavioral coordination
strategy defined by

git (γ
i
t |h

i
t ) =

∏

(i, j)∈Ni

∏

xi, jt−d+1:t

ϕ
i, j
t (γ

i, j
t (xi, jt−d+1:t )|hit , x

i, j
t−d+1:t ),

i.e., at time t , the coordinator generate independent prescriptions for eachmember of the team.
If we view the prescription Γ

i, j
t as a table of actions, then it is determined as follows: Each

entry of the table is determined independently, where the entry corresponding to xi, jt−d+1:t is

randomly drawn with distribution ϕ
i, j
t (hit , x

i, j
t−d+1:t ).

Using arguments similar to those in the proof of Lemma 1 one can show that (gi , g−i )

and (ϕi , g−i ) generate the same distributions of (Y1:t ,U1:t ,X1:t ), hence

Pϕi ,g−i
(xit−d+1:t |hit ) = Pgi ,g−i

(xit−d+1:t |hit ).
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By Lemma 3, we know that Pg(xi1:t , γ
i
1:t |h0t ) does not depend on g−i . As a conditional

distribution obtained from Pg(xi1:t , γ
i
1:t |h0t ), Pg(xit−d+1:t |hit ) does not depend on g−i either.

Therefore, we have

Pgi ,g−i
(xit−d+1:t |hit ) = Pgi ,ĝ−i

(xit−d+1:t |hit )

where ĝ−i is an open-loop strategy profile that always generates the actions u−i
1:t−1.

Again, (gi , ĝ−i ) and (ϕi , ĝ−i ) generate the same distributions on (Y1:t ,U1:t ,X1:t ), hence

Pϕi ,ĝ−i
(xit−d+1:t |hit ) = Pgi ,ĝ−i

(xit−d+1:t |hit ).
We now have

Pϕi ,g−i
(xit−d+1:t |hit ) = Pϕi ,ĝ−i

(xit−d+1:t |hit ).
Due to Lemma 3, we also have

Pϕi ,ĝ−i
(xit−d+1:t |hit ) = Pϕi ,ĝ−i

(xit−d+1:t |hit , x−i
t−d:t )

where x−i
t−d:t ∈ X−i

t−d:t is such that Pϕi ,ĝ−i
(x−i

t−d:t |hit ) > 0.
Let τ = t − d + 1. By Bayes’ rule,

Pϕi ,ĝ−i
(xiτ :t |hit , x−i

τ−1:t )

= Pϕi ,ĝ−i
(xτ :t , yτ :t−1, uτ :t−1|h0τ , x1:τ−1, x

−i
τ−1)∑

x̃ iτ :t
Pϕi ,ĝ−i

(x̃ iτ :t , x
−i
τ :t , yτ :t−1, uτ :t−1|h0τ , x1:τ−1, x

−i
τ−1)

(31)

We have

Pϕi ,ĝ−i
(xτ :t , yτ :t−1, uτ :t−1|h0τ , x1:τ−1, x

−i
τ−1)

=
d−1∏

l=1

[
Pϕi ,ĝ−i

(xt−l+1, yt−l |y1:t−l−1, u1:t−l , xi1:t−l , x
−i
τ−1:t−l)

× Pϕi ,ĝ−i
(uit−l |y1:t−l−1, u1:t−l−1, xi1:t−l , x

−i
τ−1:t−l)

]

× Pϕi ,ĝ−i
(xτ |h0τ , x1:τ−1, x

−i
τ−1)

=
d−1∏

l=1

[( ∏

(i, j)∈Ni

P(xi, jt−l+1|x
i, j
t−l , ut−l)P(yi, jt−l |x

i, j
t−l , ut−l)

× ϕ
i, j
t−l(u

i, j
t−l |h

i, j
t−l)
)
P(x−i

t−l+1|x−i
t−l , ut−l)P(y−i

t−l |x−i
t−l , ut−l)

]

×




∏

(i, j)∈Ni

P(xi, jτ |xi, jτ−1, uτ−1)



P(x−i
τ |x−i

τ−1, uτ−1). (32)

Substituting (32) into (31), we obtain

Pϕi ,ĝ−i
(xiτ :t |hit , x−i

τ−1:t ) =
∏

(i, j)∈Ni
Fi, j
t (xi, jτ :t , hit )

∑
x̃ iτ :t

∏
(i, j)∈Ni

Fi, j
t (x̃ i, jτ :t , h

i
t )

=
∏

(i, j)∈Ni

Fi, j
t (xi, jτ :t , hit )∑

x̃ i, jτ :t
Fi, j
t (x̃ i, jτ :t , h

i
t )
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where

Fi, j
t (xi, jτ :t , h

i
t )

=
d−1∏

s=1

[
P(xi, jt−l+1|x

i, j
t−l , ut−l)P(yi, jt−l |x

i, j
t−l , ut−l)ϕ

i, j
t−l(u

i, j
t−l |h

i, j
t−l)
]

× P(xi, jτ |xi, jτ−1, uτ−1)

is a function that depends on ϕi, j but not ϕi,− j .
Therefore, we have proved that

Pϕi ,g−i
(xiτ :t |hit ) =

∏

(i, j)∈Ni

Fi, j
t (xi, jτ :t , hit )∑

x̃ i, jτ :t
Fi, j
t (x̃ i, jτ :t , h

i
t )
. (33)

Marginaling (33) we have

Pϕi ,g−i
(xi, jτ :t |hit ) =

Fi, j
t (xi, jτ :t , hit )∑

x̃ i, jτ :t
Fi, j
t (x̃ i, jτ :t , h

i
t )

which depends on (ϕi , g−i ) only through ϕi, j .
Hence, we conclude that

Pϕi ,g−i
(xit−d+1:t |hit ) =

∏

(i, j)∈Ni

Pϕi ,g−i
(xi, jt−d+1:t |hit ),

and Pϕi ,g−i
(xi, jt−d+1:t |hit ) depends on (ϕi , g−i ) only through ϕi, j .

Remark 14 In general, the conditional independence among teammates is not true when team
members jointly randomize.

()

Proof of Lemma 12 For notational convenience, define

Ht =
⋃

i∈I
Hi
t = (Y1:t−1,U1:t−1,X1:t−d).

Due to Lemma 11, Pϕi ,g−i
(x̃ i, jt−d+1:t−1|hit , x

i, j
t ) depends on the strategy profile only

through ϕi, j .
Set

ϕ
i, j
t (ui, jt |hit , xi, jt ) =

∑

x̃ i, jt−d+1:t−1

1{ui, jt =µ
i, j
t (hit ,x̃

i, j
t−d+1:t−1,x

i, j
t )}P

µi, j
(x̃ i, jt−d+1:t−1|hit , x

i, j
t )

for all (hit , x
i, j
t ) admissible under µi, j . Otherwise, ϕi, j

t (hit , x
i, j
t ) is set arbitrarily.

Let µ−i be a pure team strategy profile of teams other than i . Let the superscript −(i, j)
denote all agents (of all teams) other than (i, j). We will prove by induction that

Pµi, j ,ϕ
i,− j
t ,µ−i

(ut , xt , x
−(i, j)
t−d+1:t−1, ht ) = Pϕi, j ,ϕ

i,− j
t ,µ−i

(ut , xt , x
−(i, j)
t−d+1:t−1, ht ) (34)

Given (34), the claim can be established with linearity of expectation similar to the proof
of Lemma 5.

Induction Base: (34) is true for t = 1 since ϕ
i, j
1 is the same strategy as µi, j

1 .
Induction Step: Suppose that (34) is true for time t − 1. Prove the result for time t .
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First,

Pµi, j ,ϕ
i,− j
t ,µ−i

(ut , xt , x
−(i, j)
t−d+1:t−1, ht )

=
∑

x̃ i, jt−d+1:t−1

Pµi, j ,ϕ
i,− j
t ,µ−i

(ut |xt , x̃ i, jt−d+1:t−1, x
−(i, j)
t−d+1:t−1, ht )

× Pµi, j ,ϕ
i,− j
t ,µ−i

(xt , x̃
i, j
t−d+1:t−1, x

−(i, j)
t−d+1:t−1, ht )

=
∑

x̃ i, jt−d+1:t−1

1{ui, jt =µ
i, j
t (h0t ,x̃

i, j
t−d+1:t−1,x

i, j
t )}




∏

(i,l)∈Ni \{(i, j)}
ϕi,l
t (ui,lt |hi,lt )





×




∏

(k, j)∈N−i

1{uk, jt =µ
k, j
t (hk, jt )}



Pµi, j ,ϕ
i,− j
t ,µ−i

(xt , x̃
i, j
t−d+1:t−1, x

−(i, j)
t−d+1:t−1, ht )

= Gi, j
t ×




∏

(i,l)∈Ni\{(i, j)}
ϕi,l
t (ui,lt |hi,lt )








∏

(k, j)∈N−i

1{uk, jt =µ
k, j
t (hk, jt )}





× Pµi, j ,ϕ
i,− j
t ,µ−i

(xt , x
−(i, j)
t−d+1:t−1, ht )

where

Gi, j
t :=

∑

x̃ i, jt−d+1:t−1

[
1{ui, jt =µ

i, j
t (h0t ,x̃

i, j
t−d+1:t−1,x

i, j
t )}

×Pµi, j ,ϕ
i,− j
t ,µ−i

(x̃ i, jt−d+1:t−1|xt , x
−(i, j)
t−d+1:t−1, ht )

]
.

From Lemmas 3 and 11, we know that

Pµi, j ,ϕ
i,− j
t ,µ−i

(x̃ i, jt−d+1:t−1|xt , x
−(i, j)
t−d+1:t−1, ht ) = Pµi, j

(x̃ i, jt−d+1:t−1|x
i, j
t , hit )

for all (xi, jt , hit ) admissible under µi, j . Note that Pµi, j ,ϕ
i,− j
t ,µ−i

(xt , x
−(i, j)
t−d+1:t−1, ht ) = 0 for

(xi, jt , hit ) not admissible under µi, j .
Hence, we conclude that

Gi, j
t =

∑

x̃ i, jt−d+1:t−1

1{ui, jt =µ
i, j
t (h0t ,x̃

i, j
t−d+1:t−1,x

i, j
t )}P

µi, j
(x̃ i, jt−d+1:t−1|x

i, j
t , hit )

= ϕ̄
i, j
t (ui, jt |hit , xi, jt )

and

Pµi, j ,ϕ
i,− j
t ,µ−i

(ut , xt , x
−(i, j)
t−d+1:t−1, ht )

= ϕ̄
i, j
t (ui, jt |hit , xi, jt )




∏

(i,l)∈Ni \{(i, j)}
ϕi,l
t (ui,lt |hi,lt )








∏

(k, j)∈N−i

1{uk, jt =µ
k, j
t (hk, jt )}





× Pµi, j ,ϕ
i,− j
t ,µ−i

(xt , x
−(i, j)
t−d+1:t−1, ht ).

Similarly, we have

Pϕ̄i, j ,ϕ
i,− j
t ,µ−i

(ut , xt , x
−(i, j)
t−d+1:t−1, ht )
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= ϕ̄
i, j
t (ui, jt |hit , xi, jt )




∏

(i,l)∈Ni \{(i, j)}
ϕi,l
t (ui,lt |hi,lt )








∏

(k, j)∈N−i

1{uk, jt =µ
k, j
t (hk, jt )}





× Pϕ̄i, j ,ϕ
i,− j
t ,µ−i

(xt , x
−(i, j)
t−d+1:t−1, ht ).

Hence, it suffices to prove that

Pµi, j ,ϕ
i,− j
t ,µ−i

(xt , x
−(i, j)
t−d+1:t−1, ht ) = Pϕ̄i, j ,ϕ

i,− j
t ,µ−i

(xt , x
−(i, j)
t−d+1:t−1, ht ).

Given the induction hypothesis, it suffices to show that

Pµi, j ,ϕ
i,− j
t ,µ−i

(xt , x
−(i, j)
t−d+1:t−1, ht |ut−1, xt−1, x

−(i, j)
t−d:t−2, ht−1)

=Pϕ̄i, j ,ϕ
i,− j
t ,µ−i

(xt , x
−(i, j)
t−d+1:t−1, ht |ut−1, xt−1, x

−(i, j)
t−d:t−2, ht−1)

(35)

for all (xt−1, x
−(i, j)
t−d:t−2, ht−1) admissible under (µi, j ,ϕ

i,− j
t , µ−i ) (or admissible under

(ϕ̄i, j ,ϕ
i,− j
t , µ−i ), which is the same condition due to the induction hypothesis).

Since

Xk
t = f kt−1(X

k
t−1,Ut ,W

k,X
t ), k ∈ I

Ht = (Ht−1,Yt−1,Ut−1),

Yk
t−1 = &kt−1(X

k
t−1,Ut−1,W

k,Y
t−1), k ∈ I

we have (Xt ,X
−(i, j)
t−d+1:t−1, Ht ) to be a strategy-independent function of the random vec-

tor (Ut−1,Xt−1,X
−(i, j)
t−d:t−2, Ht−1,WX

t−1,W
Y
t−1), where (W

X
t−1,W

Y
t−1) is a primitive random

vector independent of (Ut−1,Xt−1,X
−(i, j)
t−d:t−2, Ht−1). Therefore, (35) is true and we estab-

lished the induction step. ()

Proof of Lemma 13 Through iterative application of Lemma 12, we conclude that for
every pure strategy µi , there exist a payoff-equivalent behavioral strategy profile ϕ̄i =
(ϕ̄

i, j
t )(i, j)∈Ni ,t∈T , where ϕ̄

i, j
t : Hi

t × X i, j
t $→ ∆(U i, j

t ). Define ḡi by

ḡit (γ
i
t |hit ) =

{∏
(i, j)∈Ni

∏
xi, jt

ϕ̄
i, j
t (γ

i, j
t (xi, jt )|hit , xi, jt ) γ i

t ∈ Āi
t

0 otherwise

where Āi
t ⊂ Ai

t is the set of simple prescriptions. Then, using arguments similar to those in
the proof of Lemma 1 one can show that ḡi is payoff-equivalent to ϕ̄i , and hence payoff-
equivalent to µi . ()
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