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C H E M I C A L  P H Y S I C S

Improving SABRE hyperpolarization with highly 
nonintuitive pulse sequences: Moving beyond avoided 
crossings to describe dynamics
Shannon L. Eriksson1,2*, Jacob R. Lindale1, Xiaoqing Li3, Warren S. Warren1,2,3,4*

Signal amplification by reversible exchange (SABRE) creates “hyperpolarization” (large spin magnetization) using 
a transition metal catalyst and parahydrogen, addressing the sensitivity limitations of magnetic resonance. SABRE 
and its heteronuclear variant X-SABRE are simple, fast, and general, but to date have not produced polarization 
levels as large as more established methods. We show here that the commonly used theoretical framework for 
these applications, which focuses on avoided crossings (also called level anticrossings or LACs), steer current SABRE 
and X-SABRE experiments away from optimal solutions. Accurate simulations show astonishingly rich and un-
expected dynamics in SABRE/X-SABRE, which we explain with a combination of perturbation theory and average 
Hamiltonian approaches. This theoretical picture predicts simple pulse sequences with field values far from LACs 
(both instantaneously and on average) using different terms in the effective Hamiltonian to strategically control 
evolution and improve polarization transfer. Substantial signal enhancements under such highly nonintuitive con-
ditions are verified experimentally.

INTRODUCTION
Nuclear magnetic resonance (NMR) techniques have wide applica-
tions in chemistry, physics, materials science, and medicine. Un-
fortunately, because the interaction of nuclei with an external 
magnetic field only induces small energy differences between spin 
states, the sensitivity of these techniques is fundamentally limited. 
Hyperpolarization methods artificially alter spin populations to in-
duce polarizations far beyond thermal equilibrium by transferring 
polarization from a source of spin order to the target nucleus. Tech-
niques such as dissolution dynamic nuclear polarization (DNP) (1) 
and spin exchange optical pumping (SEOP) (2) have been in use for 
decades and have matured to the point of clinical applicability but 
are limited by expense and need for specialized personnel to operate 
equipment. An alternative method, originally introduced as signal 
amplification by reversible exchange (SABRE) (3, 4), enables large 
signal enhancements in many different molecules at a small fraction 
of the cost of other techniques. Multiple variants have more recently 
been demonstrated under high-field and low-field conditions (5–13), 
some of which can directly produce longer-lived heteronuclear po-
larization (these variants are called X-SABRE here). SABRE and the 
variants are much faster, simpler, and less expensive than DNP or 
SEOP; hundreds of different molecules have been successfully 
polarized (14); and the methods, in principle, should be scalable to 
large quantities. However, to date, the total achievable polarization 
at one time has been lower than in DNP or SEOP. Here, we show 
that a notable factor in this limitation is that the accepted method 
for visualizing SABRE effects, which focuses on avoided crossings 
(also called level anticrossings or LACs), steers current experiments 
away from optimal solutions. We propose and experimentally 
demonstrated sequences that are quite nonintuitive from the LAC 

perspective, demonstrate substantial signal enhancements, and 
develop a different framework to better guide intuition for pulse 
sequence design.

SABRE derives spin order from parahydrogen, the singlet state 
​​​[​​1 / ​√ 

_
 2 ​(∣⟩− ∣⟩)​​] of the hydrogen molecule, using reversible in-

teractions between a polarization transfer catalyst (PTC), a para-
hydrogen, and a target ligand (Fig. 1). The parahydrogen creates a 
singlet hydride pair bound reversibly to the Ir coordination center, 
typically exchanging with rates kH ≈ 1 to 5 s−1. A target ligand, such 
as 15N-acetonitrile in this example, also reversibly binds to the com-
plex, typically with a rate kL ≈ 5 to 50 s−1 (12, 15–17). Coligands, like 
the unlabeled 14N-pyridine shown in Fig. 1, are sometimes used to 
modify exchange rates for the target ligand to more optimal values 
(18). Under certain magnetic field conditions, scalar couplings be-
tween the hydrides and nuclei in the bound target ligand(s) facilitate 
spin order transfer into bulk magnetization on the target.

Polarization transfer in SABRE experiments has been generally 
explained as resonant population transfer at an avoided crossing or 
LAC (5, 10, 19, 20). Avoided crossings provide a powerful framework 
in many spectroscopic applications, going back nearly a century. In 
a two-level system, where the states are connected by some coupling, 
the eigenstates of the system become strongly mixed when the energies 
of the states become equivalent (21–27). Thus, for example, adiabatic 
passage is commonly treated in an avoided crossing picture and can 
enable quantitative state-to-state transfer. Because SABRE hyper-
polarization operates by passing population out of some overpopu-
lated initial state (with singlet order hydrides) into a desired final 
state with magnetization on the target nucleus, viewing this process 
as reflecting LAC dynamics seems reasonable. For this reason, 
essentially all SABRE variants used the LAC approximation of po-
larization transfer for design and optimization.

This discussion will focus on the low-field SABRE variants, where 
strong coupling between the hydrides and target nucleus is exploited 
to couple our initial and target spin states. Proton-only SABRE 
approaches a LAC matching condition when the chemical shift dif-
ference between the hydrides and target 1H nucleus is on the order 
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of the scalar couplings in the spin system (around 6.5 mT) (3–5). 
Heteronuclear X-SABRE techniques have expanded the polarizable 
nuclear targets to include heteronuclei such as 15N, 13C, 19F, and 31P 
(6, 28–31). In that case, the origin of the resonance frequency dif-
ference between the hydrides and target nucleus is the difference 
in gyromagnetic ratios, not chemical shifts, and this implies a 
much smaller magnetic field (~T) to establish this matching con-
dition (32). Figure 2 shows a simple example, an X-SABRE exper-
iment where continuous application of a very small magnetic field B 
results in substantial signal enhancement.

While LACs have proved to be useful in designing these initial 
experiments, SABRE presents a system with stochastic modulation 
from exchange and dissipation from relaxation acting on the same 
time scale as the coherent dynamics. There is no a priori theoretical 
justification for assuming avoided crossings give the optimum field. 
More sophisticated theoretical models have been developed to 
quantitatively describe polarization transfer in SABRE in the setting 
of chemical exchange (17, 33–36). While these models can be useful 
in optimization of experimental parameters under known experi-
mental protocols, they lack intuitive utility as guides for constructing 
new experiments. Here, we first demonstrate that SABRE/X-SABRE 
experiments built around LAC matching conditions often lead to 
suboptimal polarization transfer conditions. We then show that 
pulse sequences, which stray far from LAC resonance conditions 
(both instantaneously and on average), yield large enhancements 
experimentally.

One example is shown in Fig. 3. At zero field, simple symmetry 
arguments imply that no magnetization is ever created. A field 
of −22.35 T (approaching Earth’s magnetic field) is about three 
orders of magnitude away from the LAC condition, so again, no 
magnetization is produced. Yet, Fig. 3 demonstrates that pulse 
sequences combining these field conditions can result in substantial 
signal enhancements. Figure 3A demonstrates sharp features indi-
cating magnetization enhancement in pulse sequences where the 
field never approaches the LAC condition transiently or on average. 
On the left side of Fig. 3, the white dotted line corresponds to an 
average magnetic field at the experimental optimum in Fig. 2. How-
ever, all of the features at higher field are unexpected, as they have 
no relationship to the LAC condition. The black lines correspond to 
combinations of field pulse areas where the precession difference 
between the hydride and ligand spins is an integral number of cycles 
( = 2Bdd(H − N) = 2n). Signal increases with larger pulse area, 
and Fig. 3C shows an example of a much larger pulse area that yields 
about a factor of three enhancement.

We will use a combination of average Hamiltonian theory and 
perturbation theory to expand our conceptual understanding of the 
dynamics, explain the nonintuitive structure in calculations such as 
Fig. 3, and predict the features necessary to guide optimization of 
SABRE/X-SABRE. This allows us to derive and demonstrate simple 
motifs, which give large signal enhancements and are robust to 
experimental imperfections, such as field inhomogeneity. More 
generally, we show that multiple fundamental limitations in polar-
ization transfer are addressed simply by what we call two-state SABRE: 
Two different time periods with different effective Hamiltonians can 
provide substantial improvements. Such sequences are easy to im-
plement and improve the robustness of the SABRE/X-SABRE effect, 
particularly in the very slow and very fast exchange limits.

RESULTS
Theoretical perspectives on SABRE dynamics
We begin by briefly reviewing the traditional theoretical framework, 
focusing here on two simple but illustrative cases used widely in 
SABRE: the three-spin case with a single target ligand nucleus ​​   L ​​ and 
the four-spin case with two target ligands ​​​   L ​​ 1​​​ and ​​​   L ​​ 2​​​. The target ​​   L ​​ is 
1H in SABRE and commonly 15N in X-SABRE variants such as 
SABRE in Shield Enables Alignment Transfer to Heteronuclei 
(SABRE-SHEATH). In both spin systems, two hydride spins ​​​   I ​​ 1​​​ and ​​​   I ​​ 2​​​ 
with singlet order population ​​S​ H​​  =  (∣​​ 1​​ ​​ 2​​⟩− ∣​​ 1​​ ​​ 2​​⟩) / ​√ 

_
 2 ​​ derived 

from binding parahydrogen are bound to the central iridium atom, 
and n and n are the spin-up and spin-down states of hydride 
spin n; the other three hydrogen states are ∣T1, H⟩ = ∣12⟩, ​∣​T​ 0,H​​⟩= 
(∣​​ 1​​ ​​ 2​​⟩+ ∣​​ 1​​ ​​ 2​​⟩) / ​√ 

_
 2 ​​, and ∣T−1, H⟩ = ∣12⟩.

In the three-spin case, the ligand initially has thermally distrib-
uted populations of 50% spin up (∣L⟩) and 50% spin down (∣L⟩). 
When parahydrogen and the target nucleus transiently associate with 
the iridium catalyst, these states are combined to give an initial den-
sity matrix of 50% ∣SHL⟩ and 50% ∣SHL⟩. This can be written as

	​​​​   ​​ 0​​  = ​ (​​ ​ 1 ─ 4 ​ ​​  1​​ 4​​ − ​​   I ​​ 1​​ · ​​   I ​​ 2​​​)​​ ⊗ ​ 1 ─ 2 ​ ​​  1​​ 2​​ ​​	 (1)

The matrices ​​​  1​​ q​​​ are the identity matrices of dimension q × q. It is 
often an excellent approximation to assume that the ligand is only 
coupled to one of the two hydrides (here chosen as spin 1). The 
evolution of these states in an externally applied magnetic field is 

Fig. 1. Exchange interactions in SABRE with an Ir(IMes) catalyst. Parahydrogen, 
a target ligand (15N-acetonitrile), and a stabilizing coligand (14N-pyridine) exchange 
at the equatorial sites to form transient spin coupling networks for polarization 
transfer (46). The example system shown here is Ir(H)2(IMes)(pyr)2(15N-acetonitrile) 
with inactive ligands in the axial positions omitted for clarity.

Fig. 2. X-SABRE magnetic field profile. The final signal enhancement for 
15N-acetonitrile in an Ir(H)2(IMes)(pyr)2(15N-acetonitrile) PTC with continuous appli-
cation of a magnetic field B. Black line shows theoretical simulation of a Ir(H)2(IMes)
(pyr)2(15N-acetonitrile) system (kL = 20 s−1, kH = 2 s−1, [catalyst]: [ligand] = 1 : 20, and 
30-s evolution). Data points show experimental enhancement relative to thermal 
magnetization measured at 1 T [sample composition: 5 mM Ir(IMes), 50 mM 
14N-pyridine, and 100 mM 15N-acetonitrile in CD3OD].
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governed by the nuclear spin Hamiltonian (​​̂  ℋ​​) shown, here in nat-
ural units (ℏ = 1)

	​ ​̂  ℋ​′= ​​ H​​(​​   I ​​ 1z​​ + ​​   I ​​ 2z​​ ) + ​​ L​​ ​​   L ​​ z​​ + 2 ​J​ HH​​ ​​   I ​​ 1​​ · ​​   I ​​ 2​​ + 2 ​J​ HL​​ ​​   I ​​ 1​​ · ​   L ​​	 (2)

The Zeeman terms ​​​[​​ ​​ H​​(​​   I ​​ 1z​​ + ​​   I ​​ 2z​​ ) + ​​ L​​ ​​   L ​​ z​​​​] define the evolution 
of individual spins in the magnetic field (B) with the Larmor frequen-
cies n = − nB. It is useful to write this Hamiltonian in a slightly 
different form

​​̂  ℋ​′= ​​ H​​(​​   I ​​ 1z​​ + ​​   I ​​ 2z​​ + ​​   L ​​ z​​ ) + 2 ​J​ HH​​ ​​   I ​​ 1​​ · ​​   I ​​ 2​​ + 2 ​J​ HL​​ ​​   I ​​ 1z​​ ​​   L ​​ z​​ −  
 (​​ H​​ − ​​ L​​ ) ​​   L ​​ z​​ + 2 ​J​ HL​​(​​   I ​​ 1x​​ ​​   L ​​ x​​ + ​​   I ​​ 1y​​ ​​   L ​​ y​​)​	 (3)

The first term, proportional to the z component of the total 
angular momentum, commutes with the rest of the Hamiltonian. 
Thus, the couplings do not create net z angular momentum, but they 
can create opposite-sign angular momentum components on the 
hydrogen and ligands. As an aside, this implies that SABRE evolu-
tion never creates net magnetization either, because the gyromag-
netic ratios of I and L are the same. The created ligand magnetization 
is counterbalanced by orthohydrogen-reversed magnetization, which 
then bubbles away or relaxes quickly. X-SABRE experiments do 
create net magnetization because the gyromagnetic ratios of I and L 
are different.

We are ultimately interested in optimizing ​​​   L ​​ z​​​, the magnetization 
on the ligands, which survives dissociation of the ligand complex. 
This also commutes with the first term in Eq. 3. It is then trivial to 
show that this term has no effect of the production of magnetization, 
so we ignore it in what follows, writing

​​̂  ℋ​′= 2 ​J​ HH​​ ​​   I ​​ 1​​ · ​​   I ​​ 2​​ + 2 ​J​ HL​​ ​​   I ​​ 1z​​ ​​   L ​​ z​​ −  ​​ HL​​ ​​   L ​​ z​​ + 2 ​J​ HL​​(​​   I ​​ 1x​​ ​​   L ​​ x​​ + ​​   I ​​ 1y​​ ​​   L ​​ y​​)​

(4)

where the difference HL = H − L is commonly >20 parts per 
million in SABRE (from chemical shift differences between protons), 
but HL ≈ 1.1H in SABRE-SHEATH with 15N (since N ≈ − H/10). 

The one parameter under the control of the experimenter is ∆HL in 
the third term, which commutes with all but the last term in Eq. 4.

The extremely simple expression in Eq. 4 is powerful for providing 
physical insight. We start by looking at the traditional, continuous 
field SABRE/X-SABRE case. The LAC condition is at fields where 
the overpopulated ∣SHL⟩ state and empty ∣T1, HL⟩ state have nearly 
diagonal elements, and the coupling mixes the two states. One 3 × 3 
block matrix is shown below; the rest are written out in the Supple-
mentary Materials

	​​ 

​

​ 

∣​T​ 1,H​​ ​​ L​​⟩ ∣​T​ 0,H​​ ​​ L​​⟩ ∣​S​ H​​ ​​ L​​⟩

​    
​ 
⟨​T​ 1,H​​ ​​ L​​∣

​ ⟨​T​ 0,H​​ ​​ L​​∣​ 
⟨​S​ H​​ ​​ L​​∣

 ​
​ 

​​

⎛

 ⎜ 

⎝

​​​

​​ H​​ − ​​ L​​

​ 

​  ​J​ HL​​ ─ 
​√ 
_

 2 ​
 ​

​ 

​  ​J​ HL​​ ─ 
​√ 
_

 2 ​
 ​

​   ​  ​J​ HL​​ ─ 
​√ 
_

 2 ​
 ​ ​  ​  ​J​ HL​​ ─ 2 ​ ​  − ​  ​J​ HL​​ ─ 2 ​ ​   

​  ​J​ HL​​ ─ 
​√ 
_

 2 ​
 ​

​ 

− ​  ​J​ HL​​ ─ 2 ​

​ 

− 2 ​J​ HH​​ + ​  ​J​ HL​​ ─ 2 ​

​​

⎞

 ⎟ 

⎠

​​​
​​	 (5)

The diagonal elements for ∣SHL⟩ and ∣T1, HL⟩ are equal when 
HL = − 2JHH + JHL/2. In SABRE (with a proton target), the 
hydride and target nuclei are separated by four or more bonds, giving 
a smaller JHL ≈ 1 Hz and HL ≈ − 2JHH matching condition. In 
the early SABRE papers (3, 33), JHH was assumed to be positive and 
about +8 Hz. Common chemical shift differences between target 
and hydride protons indicate a LAC condition around 6.5 mT, and 
efficient polarization transfer was achieved at around this field. The 
first X-SABRE papers (6, 7) demonstrated polarization buildup 
around ±0.5 T. A typical coupling JHL ≈ − 20 Hz corresponds to a 
LAC matching condition at −0.4 T, consistent with Fig. 2 and ini-
tial SABRE-SHEATH experimental evidence.

Another LAC is found at positive magnetic field when HL = 
2JHH − JHL/2, now between the ∣SHL⟩ state and ∣T−1, HL⟩ state, 
which would create opposite-sign magnetization on the ligands. 
This is the basic approach behind the design of essentially all low-
field SABRE and X-SABRE experiments. Approximating ∣SHL⟩ 
and ∣T1, HL⟩ as a two-level system leads, for example, to the coher-
ently pumped SABRE idea that the population can oscillate back 

Fig. 3. Effects of several simple sequences (top right) on X-SABRE magnetization production. (A) Polarization after application of pulse sequence 1 on an Ir(H)2(IMes)
(pyr)2(15N-acetonitrile) system (kL = 20 s−1, kH = 2 s−1, [catalyst]: [ligand] = 1 : 20, and hydride and all acetonitrile spins included). The white dashed line shows a local maximum, 
with an average field of −0.6 T close to the optimum continuous field condition. Black dashed lines mark pulse conditions where  = 2Bdd(H − N) = 2n. The positive 
and negative bands around these contour lines are unexpected in the normal picture and correspond to increased magnetization. (B) Pulse sequences used to generate 
numerical simulation results for (A) and (C). (C) Polarization buildup over time under sequence 2 (blue) yields a threefold increase in polarization over evolution under the 
optimal continuous field [sequence 3 in (B)] shown in black.
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and forth only when the diagonal elements are nearly matched, and 
thus, interrupting the evolution by switching to high field at a max-
imum can give improved polarization (12).

A similar calculation for the four-level system (in the Supple-
mentary Materials) gives a 4 × 4 matrix and two 2 × 2 matrices 
where the ligand-hydride coupling can create ligand magnetization. 
The states ∣SHSL⟩ and ∣T1, HT−1, L⟩ have the same diagonal values when 
HL = − 2(JHH + JLL) + JHL. In addition, the states ∣SHT1, L⟩ 
and ∣T1, HSL⟩ have the same diagonal values when HL = − 2(JHH − JLL). 
Both of these cases create net spin-down magnetization on the 
ligand nucleus at negative fields. Parallel arguments apply to the 
two corresponding LACs at positive field, which create positive 
magnetization.

Of course, reducing a complex quantum mechanical system to 
this extent is an oversimplification, which is made worse when there 
are multiple couplings. In the X-SABRE case, JHL often exceeds JHH, 
which couples in states other than the initial and target states (for 
example, ∣T0, HL⟩ in Eq. 5). In addition, the catalyst dynamics is 
exceedingly complex, as exchange rates (both of the ligands and 
of the parahydrogen), internal couplings, and resonance frequency 
differences are all very similar. Still, the commonly explored cases 
tend to look like in Fig. 2, with similar peak fields. A subtle point is 
that later papers showed clearly that JHH is negative (37–40). This 
has a consequence that seems to have been unappreciated by the 
community: It markedly changes the LAC condition. For example, 
for the 15N-acetonitrile system (JNH = − 25.41 Hz and JHH = − 8 Hz), 
the LAC occurs at B = ± 0.04 T, an order of magnitude below the 
actual experimental maximum in Fig. 2. Since there are multiple 
coupled levels in Eq. 4 (or in the four-spin system), the predicted 
LAC depends somewhat on the basis set (41), but none of these 
choices (or an exact diagonalization, as done in the Supplementary 
Materials) substantially improve the fit. Thus, there is actually a 

large amount of experimental evidence that something is consider-
ably off with the LAC perspective.

We have recently developed a new numerical modeling approach 
for exchanging systems, which is extremely useful in the practical 
limits commonly seen in SABRE (17). These simulation methods 
handle exchange to infinite order in perturbation theory, making 
it feasible to take large time steps in the spin evolution without 
compromising accuracy. This technique has already shown robust 
agreement with experimental results. This, in turn, lets us explore a 
wider range of conditions than is easily accessible experimentally 
and is again shown here to be directly validated by targeted experi-
ments. We start by looking at various conditions in standard con-
tinuous field SABRE and X-SABRE (Fig. 4) to show an unexpected 
result: Except under specific exchange regimes, the LAC matching 
condition does not predict maximum polarization transfer, and the 
optimal conditions are a very strong function of exchange rate 
(which never appears in the LAC calculation). The curves look quite 
similar in the three- and four-spin models (in the Supplementary 
Materials) and even in more complex systems.

The LAC prediction is largely accurate only for slow exchange 
rates and small JHL. For exchange in the range that is commonly 
encountered experimentally, and particularly for the large couplings 
commonly found in X-SABRE, the optimum field far exceeds the 
LAC prediction. Thus, low experimental enhancements on rapidly 
exchanging systems can be partially attributed to the utilization of 
an optimal field found at a lower exchange rate. It has been demon-
strated experimentally that the optimal continuous field is depen-
dent on temperature (32).

Figure 4 also shows that common heteronuclear couplings in 
X-SABRE (≈20 Hz) are far larger than the optimum for creating 
polarization. Figure 4 would look identical for SABRE, with a re
scaling of the y axis by about 30,000 (the dotted line would be at 

Fig. 4. Discrepancies between optimal polarization transfer fields and LAC matching conditions in continuous field calculations. (A) Truncated AA’X spin system 
with incorporated spins highlighted in red. (B) The field condition where maximum polarization transfer occurs is shown in red with dashed lines showing where 
50% optimal polarization transfer occurs. Polarization at the optimal field condition is shown in blue after 10 s of exposure to magnetic field Bp with variable JHL couplings 
for kL = 1 s−1, (C) kL = 10 s−1 , and (D) kL = 100 s−1. Black lines correspond to the AA’X LAC condition 2Bp(H − N) = 2JHH − JHL/2. Additional simulation parameters: 
[catalyst]: [ligand] = 1 : 20 and kH = 1 s−1.
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Bd = 6.5 mT for JHH = 0 Hz), which implies that normal SABRE 
couplings (≈1 Hz) are smaller than optimal except for very slow 
exchange.

Figure 5 shows coherently pumped SABRE, which uses two 
alternating field conditions to tranfser polarization more efficiently 
in the setting of chemical exchange. The evolution field presumably 
brings the system to the LAC condition where the off-diagonal 
matrix elements in Eq. 5 pump magnetization in and out of the 
ligand, with an oscillation frequency of ​​J​ HL​​ / ​√ 

_
 2 ​ ​(hence an expected 

maximum at ​​​ p​​  =  1 / (​√ 
_

 2 ​ ​J​ HL​​)​. Then an off-resonant field condition 
halts polarization transfer by bringing the field away from the LAC 
matching condition and allowing chemical exchange to “replenish” 
the polarization transfer complex. Coherently pumped SABRE-
SHEATH pulse sequences use the LAC-based description of polar-
ization transfer in SABRE to produce the most efficient transfer 
(in a two-level approximation). However, use of the LAC matching 
condition is only optimal for a very limited set of exchange rates. 
For rapid exchange in particular, using the LAC condition leads 
to substantial signal attenuation. Again, larger spin systems (in the 
Supplementary Materials) provide very similar results.

Figures 4 and 5 clearly demonstrate that the LAC approach often 
leads to flawed prediction in foundational SABRE and X-SABRE 
experiments. We will now propose a different strategy for under-
standing polarization dynamics in SABRE experiments that will 
provide intuitive justification for the construction of pulse se-
quences outside of the LAC framework. Evolution of the density 
matrix ​​  ​​ under the nuclear spin Hamiltonian is dictated by the 
Liouville–von Neumann equation ​∂​̂  ​ / ∂ t  =  i [ ​  ​, ​̂  ℋ​]​. Using a Taylor 
series expansion of the solution of this differential equation, we can 
separate out the time dependence for the generation of various 
spin states

	
​​

​​  ​(t ) = ​​  ​​ 0​​ + ​ (it) ─ 1 ! ​ [ ​​  ​​ 0​​, ​̂  ℋ​ ] + ​ ​(it)​​ 2​ ─ 2 ! ​​ [​​ [ ​​  ​​ 0​​, ​̂  ℋ​ ] , ​̂  ℋ​​]​​ + ​ ​(it)​​ 3​ ─ 3 ! ​​ [​​​[​​ [ ​​  ​​ 0​​, ​̂  ℋ​ ] , ​̂  ℋ​​]​​, ​̂  ℋ​​]​​​

​    ​+ ​ ​(it)​​ 4​ ─ 4 ! ​​ [​​​[​​​[​​ [ ​​  ​​ 0​​, ​̂  ℋ​ ] , ​̂  ℋ​​]​​, ​̂  ℋ​​]​​, ​̂  ℋ​​]​​ + ⋯​​    

= ​​  ​​ 0​​ + it [ ​​  ​​ 0​​, ​̂  ℋ​ ] + ​ i ​t​​ 
2​ ─ 2 ! ​ [ ​ ̇ ​, ​̂  ℋ​ ] +  ​ i ​t​​ 

3​ ─ 3 ! ​ [ ​ ¨ ​, ​̂  ℋ​ ] +  ​ i ​t​​ 
4​ ─ 4 ! ​ [ ​  ⃛​, ​̂  ℋ​ ] + ⋯

 ​​	 (6)

The initial state for this system consists of singlet order on the 
hydride nuclei and thermal polarization on the target nucleus to give 

the initial density matrix in Eq. 1. For example, starting with the 
first derivative term in the series, ​(it [ ​​  ​​ 0​​, ​̂  ℋ​ ] )​, ​​​  ​​ o​​​ commutes with 
everything except the JHL term in the Hamiltonian, giving

	​​ 
​ρ ̇ ​t  =  it [ ​​  ρ​​ o​​, ​   H ​ ] = it [ ​​   I ​​ 1​​ ∙ ​​   I ​​ 2​​, 2π ​J​ HL​​ ​​   I ​​ 1​​ ∙ ​   L ​]

​    = 2π ​J​ HL​​ t(− ​​   I ​​ 1z​​ ​​   I ​​ 2x​​ ​​   L ​​ y​​ + ​​   I ​​ 1y​​ ​​   I ​​ 2x​​ ​​   L ​​ z​​ + ​​   I ​​ 1z​​ ​​   I ​​ 2y​​ ​​   L ​​ x​​​   

− ​​   I ​​ 1x​​ ​​   I ​​ 2y​​ ​​   L ​​ z​​ − ​​   I ​​ 1y​​ ​​   I ​​ 2z​​ ​​   L ​​ x​​ + ​​   I ​​ 1x​​ ​​   I ​​ 2z​​ ​​   L ​​ y​​)

 ​​	  (7)

Creation of ​​​   L ​​ z​​​ order from Eq. 1, using the Hamiltonian in Eq. 3 
and the expansion in Eq. 6, can easily be shown to require at least 
four commutators. Commutation of a bilinear operator with any 
n-spin direct product operator always adds or subtracts one spin, so 
the first derivative in Eq. 7 will require two more commutators with 
bilinear operators to transform the initial spin order into ​​​   L ​​ z​​​. One of 
those must be from the JHH terms, as it is the only bilinear operator 
with spin 2, and one must be from JHL. In addition, only the Zeeman 
term HL distinguishes between spin up and spin down (by sym-
metry, no magnetization is ever formed at B = 0 T), and this term 
must be involved in the commutator pathway as well. Thus, the 
functional dependence of the leading term must be ​​J​HL​ 2 ​ (∆ ​​ HL​​ ) ​J​ HH​​​ 
in the fourth derivative, leading to magnetization buildup ini-
tially proportional to t4. A full evaluation (in the Supplementary 
Materials) shows

 ​​  ⃜ ​ ​ ​t​​ 
4​ ─ 4 ! ​  = ​  ​(it)​​ 4​ ─ 4 ! ​  [ [[[​​  ​​ 0​​, ​̂  ℋ​ ] , ​̂  ℋ​ ] , ​̂  ℋ​ ] , ​̂  ℋ​ ]  

 = ​(2)​​ 3​ ​J ​
HL

​ 2 ​ (∆ ​​ 
HL

​​ ) ​J​ HH
​​ ​​ t ─ 
4 !

 ​​​ 4​(2 ​​   L ​​ z​​ − 2 ​​   I ​​ z​​ ) + …​	 (8)

The JHL term [specifically, the nonsecular component of the JHL 
term (​​​   I ​​ 1x​​ ​​   L ​​ x​​ + ​​   I ​​ 1y​​ ​​   L ​​ y​​​)] is needed in the first and fourth commutators. 
The JHH and ∆HL terms are needed for the second and third com-
mutators, but the order is unimportant, as the terms commute with 
each other. Figure 6 illustrates the “flow” into operator space in terms 
of the three critical spin interactions, where each arrow represents a 
commutation with a specified term in the Hamiltonian and successive 
nodes represent higher-order terms in the Taylor series expansion. 
The goal is to maximize the two pathways that create magnetization 
while minimizing the off-target pathways.

This approach helps explain the notable deviations from the 
LAC condition for high and low exchange rates shown in Figs. 4 
and 5. In the rapid exchange limit, the achievable magnetization per 
unit time is expected to scale as k−3, because doubling k (halving the 

A B C D

Fig. 5. Discrepancies between optimal polarization transfer fields and LAC matching conditions in coherently pumped SABRE-SHEATH experiments. (A) Truncated 
AA’X spin system with incorporated spins highlighted in red and the pulse sequence used in the simulations. (B) Polarization after application of the pulse sequence in 
(A) for 30 s under a variety of evolution field conditions Bp and durations p and kL = 1 s−1, (C) kL = 10 s−1 , and (D) kL = 100 s−1. Dashed gray lines indicate maximum polar-
ization conditions. Additional parameters: [catalyst]: [ligand] = 1 : 5 and kH = 1 s−1. The stars show the optimal pulse length and field predicted by a LAC calculation.

D
ow

nloaded from
 https://w

w
w

.science.org at D
uke U

niversity on June 15, 2022



Eriksson et al., Sci. Adv. 8, eabl3708 (2022)     16 March 2022

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

6 of 11

lifetime of the complex) reduces the term in Eq. 8 by 16 but gives 
twice as many molecules, which can be (partially) polarized per unit 
time. In this case, higher values of the applied field (to achieve an 
appropriate phase shift over the complex lifetime) are strongly 
favored, which is again consistent with Figs. 4 and 5.

In the limit of low exchange, the optimal strategy is to maximize 
the ligand magnetization at around the average exchange time. The 
applied magnetic field is best understood as generating a phase shift; 
for example, as shown in the Supplementary Materials, it converts 
terms such as ​​​   I ​​ 1x​​ ​​   L ​​ x​​​ into ​​​   I ​​ 1x​​ ​​   L ​​ y​​​, which can be converted into ​​​   L ​​ z​​​ by 
the JHL coupling. The optimal way to do this, without overpumping 
other operators, is to force this term produce about /2 of phase 
shift over the lifetime of the complex. This implies that the opti-
mum field is strongly dependent on the exchange rate.

The significance of this rotation can be seen in Fig. 7, which ex-
plicitly shows the effect of varying HL for a zero-field, high-field 
sequence (here and in all figures except Figs. 4 and 5, we include all 
the spins in the hydride and the ligand). With the pulse sequence in 
Fig. 7A, the spin system evolves under ​​​   I ​​ x​​ ​​   L ​​ x​​ + ​​   I ​​ y​​ ​​   L ​​ y​​​ during the zero-
field pulse and then acquires some phase shift  under the NH 
term during the high-field pulse. In this calculation, the exchange 
rate is 20 s−1, giving a mean lifetime [ln (2)/kL] before exchange of 
~35 ms. When p = 3 ms as in the blue curve in Fig. 7B, the zero-field/
high-field alternation is seen about 10 times by the average com-
plex, and efficient transfer is done with a small phase increment in 
each cycle (hence, the maxima occur with small deviation from 2n). 
This also explains why the pulse sequence explored in Fig. 3 showed 
such sharp features at small rotations away from integral numbers 
of cycles about HL; for the short d and p values shown there, the 
complex sees many pulse repetitions during its lifetime. In contrast, 
when p = 50 ms in Fig. 7, most of the complexes see (at best) a single 
high-field pulse, the process is much less efficient, and a single pulse 
needs to produce a substantial phase shift.

We may further understand the nonintuitive dynamics presented 
here using average Hamiltonian theory. For the Hamiltonian in 
Eq. (3), using the resonance frequency difference to create a toggling 
frame gives
	​​ ​̃  ℋ​ ′ ​(t ) = U​​̂  ℋ​ ′ ​(t ) ​U​​ †​; U(t ) = exp(− i ​​   L ​​ z​​ ​ ∫ 0​ 

t
​​ ​​ HL​​(​t ′ ​ ) d​t ′ ​)​	

	​​ ​̃  ℋ​ ′ ​(t ) = 2 ​J​ HH​​ ​​   I ​​ 1​​ · ​​   I ​​ 2​​ + 2 ​J​ HL​​ ​​   I ​​ 1z​​ ​​   L ​​ z​​ + 2 ​J​ HL​​(M(t )  
 (​​   I ​​ 1x​​ ​​   L ​​ x​​ + ​​   I ​​ 1y​​ ​​   L ​​ y​​ ) + N(t ) (​​   I ​​ 1y​​ ​​   L ​​ x​​ − ​​   I ​​ 1x​​ ​​   L ​​ y​​ ) )​	 (9)

where ​M(t ) = cos(​∫0​ 
t
 ​​  ​​ HL​​(​t ′ ​ ) d​t ′ ​)​ and ​N(t ) = sin(​∫0​ 

t
 ​​  ​​ HL​​(​t ′ ​ ) d​t ′ ​)​. 

In the constant field case (fixed HL, duration T), the integrals 
are easily evaluated, and we can immediately write the average 
Hamiltonian (the lowest order term in the Magnus expansion) as

	​​​ ​̃  ℋ​​​ (0)​(T ) = ​U​​ †​(T ) ​(​​ ​ 1 ─ T ​ ​∫0​ 
T
 ​​​​̃  ℋ​ ′ ​(t ) dt​)​​U(T)​​	

	​​ 

= ​U​​ †​(T ) (2π ​J​ HH​​ ​​   I ​​ 1​​ · ​​   I ​​ 2​​ + 2π ​J​ HL​​ ​​   I ​​ 1z​​ ​​   L ​​ z​​

​   ​+ 2π ​J​ HL​​​(​​ ​ sin(Δ ​ω​ HL​​ T) ─ Δ ​ω​ HL​​ T  ​(​​   I ​​ 1x​​ ​​   L ​​ x​​ + ​​   I ​​ 1y​​ ​​   L ​​ y​​)​​   

​+  ​ 1 − cos(Δ ​ω​ HL​​ T)  ─ Δ ​ω​ HL​​ T  ​(​​   I ​​ 1y​​ ​​   L ​​ x​​ − ​​   I ​​ 1x​​ ​​   L ​​ y​​ ) ​)​​ ) U(T)​

​​	 (10)

In the most common applications of average Hamiltonian theory, 
the sequence is cyclic, making ​U(T ) = ​  1​.​ Here, we will not impose 
that restriction; in Eq. 10, ​U(T ) = exp(− i ​​ HL​​ T ​​   L ​​ z​​)​. This will turn 
out to be important when we use two different fields in the pulse 
sequence. At all times, U(T) commutes with both the initial density 
matrix and the desired final state.

There are fundamental differences between the Hamiltonians in 
Eqs. 3 and 10. The most obvious of which are the reduction of the 
nonsecular component of the H-L coupling and the introduction of 
an operator of the form​ (​​   I ​​ 1y​​ ​​   L ​​ x​​ − ​​   I ​​ 1x​​ ​​   L ​​ y​​)​. This connects the same 
states as the normal nonsecular term but with a /2 phase shift for 
the off-diagonal operators.

Equation 10 quantifies the extent to which a resonance frequency 
difference truncates the nonsecular components of the scalar cou-
pling, and it can be used in two fundamentally different ways. One 
way (the dominant effect in Fig. 3) is to use this to decrease the aver-
age value of the effective coupling. For example, for the −22.35 T 
case illustrated in Fig. 3, the coupling is nearly fully truncated 
during the 13.5-ms pulse, so the average coupling over the entire 
zero-field/high-field cycle is only about one-fifth of the normal 
coupling (which, as Fig. 4 shows, improves the efficiency). This also 
explains the asymmetry in Figs. 3 and 7 between 2n and (2n + 1) 
rotations: In the former case, the scalar coupling during the high-
field pulse is completely truncated by Eq. 10, but it is not in the latter 
case, and this is more consequential for shorter values of p.

With two nonzero fields, a different effect becomes important: The 
two intervals can produce different effective Hamiltonians. For example, 
one can adjust the rotation angles of the two blocks to produce differ-
ent combinations of ​(​​   I ​​ 1x​​ ​​   L ​​ x​​ + ​​   I ​​ 1y​​ ​​   L ​​ y​​)​ and ​(​​   I ​​ 1y​​ ​​   L ​​ x​​ − ​​   I ​​ 1x​​ ​​   L ​​ y​​)​. The com-
bination of operators ​(​​   I ​​ 1​​ · ​​   I ​​ 2​​)​, ​(​​   I ​​ 1x​​ ​​   L ​​ x​​ + ​​   I ​​ 1y​​ ​​   L ​​ y​​)​, and ​(​​   I ​​ 1y​​ ​​   L ​​ x​​ − ​​   I ​​ 1x​​ ​​   L ​​ y​​)​ 
can then convert the initial density matrix into ​​​   L ​​ z​​​ magnetization in 
the third commutator (∝t3), rather than the fourth (∝t4) as in Eq. 8. 
Again, the optimum occurs for rotations  ≈ 2 or greater, because 
the overall magnitude of the residual couplings is decreased.

Optimizing nonresonant pulse sequences 
for polarization transfer
In this section, we use the concepts just developed to produce opti-
mized pulse sequences for X-SABRE polarization transfer and verify 
the results experimentally. We start by noting that the restriction to 
zero field in Fig. 3 for one of the intervals is not necessary; the struc-
ture merely shifts (Fig. 8). To test the simulations experimentally, 

Fig. 6. Coherence transfer pathway representation. Demonstration of coherence 
pathways generated from evolution of the initial SABRE density matrix, ​​​  ​​ 0​​​, under 
each of the terms in the nuclear spin Hamiltonian. The polarization transfer pathway 
is highlighted in bold, and off-target pathways are shown with dashed lines.
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a SABRE experiment was prepared on solutions with 100 mM 
15N-acetonitrile, 33 mM natural abundance pyridine, and 5 mM 
IrIMes(COD)Cl [IMes = 1,3-bis(2,4,6-trimethylphenyl)-imidazol-
2-ylidene, COD = 1,5-cyclooctadiene] in methanol-d4. The solution 
was bubbled with 43% parahydrogen gas to allow for the formation 
of the active PTC [Ir(H)2(IMes)(pyr)2(15N-acetonitrile)]. After 
30 min of continuous bubbling at lab field (~2.6 G), the sample was 
transferred into a triple -metal shield, with a compensating solenoid 
powered by a standard function generator for hyperpolarization 
under the various two-state SABRE pulse sequences for a total 

duration of 60 s. A slower bubbling rate was used to prevent 
concentration of the sample solution over many experiments. This 
naturally reduces the achievable polarization but preserves the con-
sistency of experimental variables between experiments. After hy-
perpolarization, the sample is transferred into a 1-T 15N Magritek 
NMR for signal detection.

We varied either the high-field strength (−22 T < Bd < 0 T, 
d = 2 ms) or duration (0 ms < d < 3 ms, Bd = − 34 T) for the high-
field pulse in a two-state SABRE sequence while maintaining a 
constant low field pulse (Bp = − 0.5 T, p = 3 ms). Under these 
conditions, we clearly see the final polarization levels in Fig. 8 oscil-
lating at a frequency corresponding to HL. In agreement with the 
theoretical predictions, maximum positive and negative signal 
enhancements for this set of pulse parameters occurs at flip angles 
of  = 2n ± /6 with an 9% improvement in the total signal en-
hancement over a continuous field experiment at B = − 0.5 T. We 
demonstrate that separation of the evolution under different terms 
in the Hamiltonian is experimentally quite simple and improves the 
achievable polarization.

In the regime of Fig. 8, where  is relatively small compared to 
more optimal pulse parameters presented in this discussion and JHL 
is large, the signal enhancements are modest. More generally, it is 
clear from Fig. 4 that X-SABRE is fundamentally limited because 
JHL ≫ JHH. So, a general strategy for signal enhancement uses field 
blocks that produce a highly reduced average coupling, as well as 
the desired phase shift. For example, consider the sequence in Fig. 9 
below. We fix one block at a field strength Bd = − 34 T and dura-
tion d = 0.575 ms (corresponding to a total rotation of  = − 2 + 
/6). From equation 10, this reduces the average coupling during 
that period by about a factor of 7. With the lower field pulse dura-
tion fixed at p = 3 ms, the field strength was swept through −18 T 
< Bp < 18 T. Once again, there is excellent agreement between theory 
and experimental results. We see the predicted large sidebands with 
substantial signal enhancements at field strengths resulting in total 
rotations of 2n ± ϵ about the resonance offset term yielding a max-
imum enhancement of about a factor of 3.

A

B

Fig. 7. Flip angle and PTC lifetime interactions. (A) Pulse sequence used in sim-
ulations. (B) Final polarization after application of the sequence in (A) for values of 
p = 3 ms (blue) and p = 50 ms (red) with Bp = 0 T. Vertical dashed lines show 2n 
rotations. Simulation parameters: Ir(H)2(IMes)(pyr)2(15N-acetonitrile) spin system, 
[catalyst]: [ligand] = 1 : 20, kL = 20 s−1, kH = 2 s−1. Experiment duration: 5 s.

A B

C

Fig. 8. Experimental validation of theoretical predictions. (A) Numerical simulation of polarization after a pulse sequence similar to Fig. 3 applied for 5 s, except that 
the zero-field portion is replaced by a field near the optimal continuous field condition. (B) Comparison of theoretical calculations with experimental data holding 
Bd = − 34 T and varying d along the blue line in (A). (C) Comparison of theoretical calculations with experimental data holding d = 2 ms and varying Bd along the red line 
in (A). Simulation parameters: kL = 20 s−1, kH = 2 s−1, [catalyst]: [ligand] = 1 : 20. Simulated experiment duration: 30 s.
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Compensation for experimental inhomogeneity
The sideband resonances offer further experimental benefits in 
addition to increased overall polarization. The zeroes come from a 
lower field pulse of flip angle  ≈ 2n − /6. The case n = 1 corre-
sponds to the resonance at 6.5 T. All but the near-zero field maxima 
and minima are offset from exact 2(n − 1) rotations by about /30. 
In the event of moderate inhomogeneities, which alter the applied 
field by some coefficient, the net flip angle for the n = 1 resonance 
would remain almost unchanged. Two-state pulse sequences with 
these parameters increase the achievable polarization and are insen-
sitive to field inhomogeneities.

On the basis of the theoretical picture presented so far, it is simple 
to modify sequences to compensate for inhomogeneity. Consider, 
for example, the zero-field/high-field sequence of Fig. 3, where 
substantial signal gains require very long evolution times. This 
pulse needs to provide a small net phase shift; so, the signal is 

highly sensitive to the exact amplitude (Fig. 10), and even a small 
amount of inhomogeneity will change this rotation enough to ran-
domize the phase shift acquired in the evolution. However, a simple 
modification, replacing the long −22.35 T pulse with a slightly offset 
or slightly asymmetric square wave alternating between +22.35 
and −22.35 T, almost completely eliminates this sensitivity. The 
slight asymmetry in this sequence is important. For a symmetric 
square wave of any amplitude, the net area is zero, ​U(T ) = ​  1​​ in Eq. 10, 
and the necessary phase shift does not accumulate between pulse 
repetitions. However, the pulse sequence in Fig. 10B has a /2 net 
rotation under the alternating high-field pulse to gain the necessary 
phase shift.

DISCUSSION
Traditional SABRE polarization strategies have focused on se-
quences that establish resonance between spin states to pass popu-
lation between states (the avoided crossing or LAC condition). The 
theoretical justification for this is obviously an approximation; the 
justification is the hope that it will give insight. However, we show 
here that sequences where neither the instantaneous nor average field 
ever approach a LAC condition can enhance polarization transfer 
and that the optimal field conditions vary greatly with the exchange 
rate. Strategic manipulation of individual terms in the Hamiltonian 
increases the rate of polarization transfer by favoring the interaction 
pathways that lead to magnetization. Because this transfer is largely 
dependent on the resonance frequency difference between the singlet 
hydrides and the target nucleus, it is possible to separately target 
different nuclei in the same compound, and it would be reasonable 
to extend this technique into larger field regimes like that of 
SABRE. Using a different approach to understanding the evolution 
of SABRE systems sequentially through multiple interactions with 
the Hamiltonian, we gain a deeper understanding of the system dy-
namics, increase the total achievable polarization for experiments, 
and open up the potential to selectively target different nuclei in 
the same ligand with a high specificity.

Our theoretical results show that in SABRE spin systems where 
exchange and coherent evolution occur on comparable time scales, 
it is more accurate to think of the resonance frequency difference as 

A

B

Fig. 9. Two-state Bp field sweep. Experimental results (points) compared with 
numerical simulation (solid line) for application of the two-field SABRE sequence 
shown with various lower field pulse magnitude. Simulation parameters: Ir(H)2(IMes)
(pyr)2(15N-acetonitrile) spin system, [catalyst]: [ligand] = 1 : 20, and kL = 20 s−1.

A C

B

Fig. 10. Compensated and uncompensated zero-field pulse sequences. (A) Two-state pulse sequence with long higher field pulse duration (d = 13.5 ms) resulting in 
Bdd(H − N) ≈ 27 to 29 rotation across the measured fields. (B) Inhomogeneity compensated two-state pulse sequence with a bipolar higher field pulse causing a net 
rotation of ~/2. (C) Theoretical and experimental results for the uncompensated (cyan) and compensated (blue) two-state pulse sequences. Experiment run for 60 s on 
a sample composition of 5 mM Ir(IMes), 50 mM 14N-pyridine, and 100 mM 15N-acetonitrile in CD3OD. Simulation parameters: Ir(H)2(IMes)(pyr)2(15N-acetonitrile) spin system, 
[catalyst]: [ligand] = 1 : 20, kL = 20 s−1, kH = 2 s−1. Simulated experiment duration: 15 s.
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generating phase shifts rather than bringing spin states to an avoided 
crossing. The structural features in Figs. 3 and 7, for example, have 
no relationship to frequency matching, but phase matching in the 
evolution is central. While this is most clearly demonstrated in a 
two-state SARBE, it applies more generally to SABRE variants where 
chemical exchange occurs on the same time scale as the coherent 
dynamics. Thus, for most practical X-SABRE experiments, it is useful 
to go to much larger magnetic fields than the LAC conditions pre-
dict; you want a substantial phase shift during the complex lifetime. 
The proposed sequences presented here, while validated on a 
heteronuclear target, would demonstrate similar behavior in 
H-SABRE. However, the pulse sequence manipulations that we 
propose are certainly easier for X-SABRE, where rapid magnetic 
field shifts are trivial and the ligand hydride coupling is larger than 
its optimum. Two papers on similar field manipulations were sub-
mitted shortly after this work (42, 43).

The apparatus that we use here is designed to have extremely 
good field homogeneity; however, as shown in Fig. 10, that is not 
necessary with compensated sequences, which would allow for the 
use of larger samples where inhomogeneities would be more preva-
lent. We believe that the optimal strategy is to create polarization on 
the ligand only over a time comparable to the ligand lifetime. Within 
those constraints, many sequences are possible by the guidelines 
presented here. For example, sequences that omit the zero-field time 
and simply use a slightly asymmetric square wave timed to reduce 
JHL perform about as well; they have another potential advantage, 
in that T1 relaxation times are generally longer at tens of microtesla 
than they are at extremely low fields (44). It is completely trivial 
experimentally to generate arbitrary waveforms on these time scales 
and with these field strengths. The basic approach presented here 
opens up a wide range of sequences that promise to improve 
both the generality and effectiveness of SABRE, thus enabling 
new applications.

Last, while the analysis presented here has focused on applications 
to magnetic resonance, the assumption that avoided crossings cor-
respond to maximum population transfer can be found more gen-
erally in other forms of spectroscopy. Such an assumption is often 
justifiable if conditions are coherently swept through a crossing (as 
in adiabatic passage); however, it is otherwise not obvious that such 
crossings produce optimal excitation. For instance, we find large 
discrepancies between the resonance conditions predicted to excite 
vibrational coherences in anharmonic systems (see the Supplemen-
tary Materials) (45).

MATERIALS AND METHODS
Liquid nitrogen parahydrogen generator
Parahydrogen gas was generated by passing standard dihydrogen 
through copper tubing containing paramagnetic impurities (FeO) 
and submerged in liquid nitrogen (77 K). Polytetrafluoroethylene 
(PTFE) tubing was used to direct flow of parahydrogen from the 
p-H2 generating coil through the “inlet” tubing to a capillary tube 
submerged in the SABRE solution and then out to a needle valve, 
which regulates gas flow through an “outlet” line to the chemical 
hood. The full circuit is pressurized to 120 psi with a small (<1 psi) 
pressure differential across the NMR tube to facilitate bubbling of 
parahydrogen through the system. A large bore PTFE tube with an 
interrupting quarter turn valve connects the inlet and outlet to form 
a “short” valve, which diverts gas flow around the capillary tubing in 

solution. When the valve is closed, parahydrogen is directed through 
the solution, and when the valve is open, parahydrogen flow is 
directed away from solution. This short valve is used to toggle 
parahydrogen bubbling on and off at a fixed bubbling rate, which 
can be set by the needle valve on the outlet gas line.

Preparation of SABRE sample
A solution was prepared with 100 mM 15N-acetonitrile, 33 mM 
natural abundance pyridine, and 5 mM Ir(IMes)(COD)Cl in 500 l 
of methanol-d4. The solution was placed in a high-pressure NMR 
tube, which was then bubbled with 43% parahydrogen for 30 to 
60 min at a lab field (~2.6 G). This period facilitates activation of 
the catalyst precursor [Ir(IMes)(COD)Cl] via hydrogenation of the 
COD ligand to generate the active form of the PTC [Ir(H)2(IMes)
(pyr)2(15N-acetonitrile)].

SABRE hyperpolarization procedure
The sample is transferred into a -metal shield (MuMETAL Zero 
Gauss Chambers; product ZG-206, Magnetic Shield Corporation) 
with a compensating solenoid for application of specified magnetic 
fields and field sequences (N = 184, 𝓁 = 54.5 cm, and rise time 
~1.5 s). While the sample is in the shield, parahydrogen bubbling 
is turned on, and the field sequence of choice is applied using a BK 
Precision 4053 10-MHz arbitrary waveform generator. The para-
hydrogen gas is not saturated with methanol to prevent vaporiza-
tion of the volatile solvent, so the bubbling rate was set to be low 
(<<60 standard cubic centimeter per minute) using the needle valve 
on the outlet line so as to preserve the concentration of the solution 
over each parameter sweep, which require 60 to 80 experiments 
each. One consequence of this is a reduction in the overall polariza-
tion achieved, but with the benefit of retaining consistency between 
experiments for purposes of accurate relative comparison. After 60 s, 
a switch in the circuit driving the solenoid is used to change the 
voltage source to a GW Instek GPS-3030D laboratory dc power 
supply outputting 5 V across the circuit to abruptly apply a large 
(−40 T) magnetic field in the same direction as the z field of the lab 
space to prevent adiabatic passage through the resonance conditions 
and resultant polarization transfer outside of the scope of the exper-
imental conditions. Then, the sample is removed from the shield 
and compensating solenoid and manually transferred to a 1-T 15N 
Magritek NMR for signal detection. All experiments in this work 
were performed at 20°C.

Application of field sequences
For continuous field experiments, the arbitrary waveform generator 
(AWG) is set to apply a triggered pulse lasting 75 s at a chosen voltage. 
The sample is placed in the -metal shield, the pulse is triggered, and 
then the parahydrogen bubbling is turned on. After 60 s, the applied 
field is switched to be continuous with the lab field and transferred 
to the NMR for detection. The applied voltage was swept with the 
intention of identifying two critical points: the maximum achievable 
enhancement under a continuous field experiment and the voltage 
needed to generate a compensating field to oppose the residual field 
in the shield to generate a 0-T condition in the shield.

For uncompensated field sequences, the AWG is set to output a 
repeating pulse sequence with two alternating voltages Vp and Vd 
for durations p and d. The sequence is left on, and parahydrogen is 
bubbled for a 60-s experiment. For compensated field sequences, 
the waveforms shown in the Supplementary Materials were loaded 
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into the AWG and applied for 60 s with bubbling. Additional dis-
cussion of the application of these pulse sequences is available in the 
Supplementary Materials.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at https://science.org/doi/10.1126/
sciadv.abl3708
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