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Abstract

Many real-world ML deployments face the challenge of
training a rare category model with a small labeling bud-
get. In these settings, there is often access to large amounts
of unlabeled data, therefore it is attractive to consider semi-
supervised or active learning approaches to reduce human
labeling effort. However, prior approaches make two as-
sumptions that do not often hold in practice; (a) one has ac-
cess to a modest amount of labeled data to bootstrap learn-
ing and (b) every image belongs to a common category of
interest. In this paper, we consider the scenario where we
start with as-little-as five labeled positives of a rare cate-
gory and a large amount of unlabeled data of which 99.9%
of it is negatives. We propose an active semi-supervised
method for building accurate models in this challenging set-
ting. Our method leverages two key ideas: (a) Utilize hu-
man and machine effort where they are most effective; hu-
man labels are used to identify “needle-in-a-haystack” pos-
itives, while machine-generated pseudo-labels are used to
identify negatives. (b) Adapt recently proposed representa-
tion learning techniques for handling extremely imbalanced
human labeled data to iteratively train models with noisy
machine labeled data. We compare our approach with prior
active learning and semi-supervised approaches, demon-
strating significant improvements in accuracy per unit la-
beling effort, particularly on a tight labeling budget.

1. Introduction

Training image classification models for a single (or
small number of) rare category is common in real-world
settings. For instance, autonomous vehicle development
requires recognizing rare entities, like construction vehi-
cles, in the video logs of a large fleet. A shopping ap-

I Stanford University 2Carnegie Mellon University 3 Argo AI *Google
Research

978-1-6654-2812-5/21/$31.00 ©2021 IEEE
DOI 10.1109/ICCV48922.2021.00831

Fait Poms!
fpoms@cs.stanford.edu

William R. Mark*
billmark@google.com

Kayvon Fatahalian'

kayvonf@cs.stanford.edu

plication might need to recognize a particular type of ap-
parel. Ecological monitoring requires recognition of rare
animal species. A major challenge of building models for
rare categories is acquiring training examples - precisely be-
cause they are rare! Fortunately, in many real-world sce-
narios one has access to a large amount of unlabeled data.
Naively labeling the unlabeled data is unlikely to find many
rare examples without significant human effort. There-
fore, a natural strategy is to interactively mine the data by
combining [24, 27, 16, 31, 40, 34] active [32] and semi-
supervised [6, 40, 36, 43] learning techniques. However,
prior active and semi-supervised learning approaches as-
sume access to a modest amount of labeled data and assume
that every image belongs to a common class of interest (Fig-
ure 1). In contrast, we are interested in building models for
rare categories starting with only a few labeled positives (as
little as 5) and where most (as much as 99.9%) of the unla-
beled data is background. Simply put, our goal is to maxi-
mize model accuracy given a small fixed amount of human
labels (500-1000).

Typical active and semi-supervised approaches use an
initial labeled set to train a model for identifying and la-
beling relevant data. However, we have so few labeled pos-
itives for each rare category that it is difficult to train a deep
model using only the initial labeled set. Prior work in the
rare category setting resorts to training simple linear mod-
els using features from pre-trained deep networks [29, 11].
Unlike these approaches we show that it is feasible to im-
prove deep features with a limited amount of labeled data
using a combination of active and semi-supervised learning
to address the following challenges:

* Because humans can only label a small fraction of the
full dataset, we make use of semi-supervised learning to
pseudo-labels additional examples. Pseudo-labeling pos-
itives works poorly because they are rare. We let humans
label “hard” examples that may contain positives and
hard negatives and let machines pseudo-label ‘“easy”
negatives.
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Figure 1: Problem setup: Most active and semi-supervised learning methods focus on balanced datasets where 100’s-1000’s
of labeled examples are available to initialize learning (top). We argue that in practical ML deployment, one often wishes to
learn a model for a rare category (where 99.9% of the data is background) from a small number of exemplars (bottom).

* Training on large amounts of pseudo-labeled negatives
leads to difficult, highly-imbalanced learning. We adapt
background splitting [26], a recently proposed tech-
nique for learning from highly imbalanced human la-
beled datasets, for iterative semi-supervised learning
with both human and machine labels.

* Iteratively learning (deep) features significantly improves
accuracy but is computationally expensive and adds sig-
nificant delays between model updates and human label-
ing. To reduce overall computational costs and latency
between model updates and human labeling, we up-
date the features at a low frequency but train linear
models on cached features at a high frequency to pick
the samples to query humans on.

Figure 2 shows an overview of our approach, which syn-
thesizes these key ideas into a human-in-loop system for
building models for rare categories. Our system provides
significant improvements in accuracy per unit labeling ef-
fort compared to prior approaches, particularly on a tight
labeling budget.

2. Related Work

Our work overlaps research in active learning, semi-
supervised learning, and the intersection of both of these
methods with deep learning. Unlike prior work, we fo-
cus on rare categories where most of the available unlabeled
data is background and where only a few positive exemplars
are available to bootstrap the learning process.

Active learning The problem of choosing data to label
to learn a model has be extensively studied in active learn-
ing [32] literature. Much of the early work has focused
on training a classifier on top of pre-defined features where
the unlabeled dataset has a balanced category distribution,
and the goal is to build a model to classify all categories.
State-of-the-art methods in this setting label data that the
current classifier model is confused about (as measured by
entropy or margin distance) [10] or data with the most in-
formation gain, often measured by the expected model gra-
dient [32, 39]. When unlabeled data is balanced simple
strategies like uniform random sampling are quite compet-
itive [25]. Prior work has shown that uniform sampling as
well as standard active learning techniques struggle in our
imbalanced setting [3, 2]. Some work has explored active
learning in the imbalanced/rare category setting [42, 4, 1],
where unlabeled data only contains categories of interest
and the imbalance studied is minor (2-99x) compared to
the practical setting studied in this paper (384-10,000x).

Our work is most closely related to the Tropel system
[29], which trains a rare-category classifier via active learn-
ing starting with just a few samples of the rare class. Tropel
uses a fixed feature representation from a pre-trained deep
model for classifier training. Similarly more recent work
trains a logistic regression classifier on top of frozen deep
features by limiting candidates for human labeling to the
nearest-neighbors of the samples that have already been la-
beled [11]. In contrast, we update the deep feature repre-
sentation used in the active process. Even though we have
only a small amount of human labeled data, we make this
update viable by also utilizing the unlabeled data.
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Deep active learning & semi-supervised learning In
traditional active learning methods, a classifier is learned
on top of fixed features, whereas when training a complete
deep model from actively-acquired samples the goal is to
learn both a feature representation and a classifier. This
difference requires fundamental changes to active learn-
ing techniques. Recent work [25] demonstrates that ac-
tive learning with deep models in the common category set-
ting benefits enormously from data augmentation or semi-
supervised techniques using the unlabeled data. There-
fore, straightforward adaptations of traditional active learn-
ing methods to training deep models [31, 17] are less ef-
ficient in their use of human samples than methods which
augment deep active learning with semi-supervised learn-
ing [40, 34, 28, 13]. These combined techniques build on
earlier work from the pre-deep-model era [24, 27, 16, 23].

Semi-supervised methods rely on an existing model
to infer labels on the unlabeled data either using proxy-
labeling or graph-based methods [28]. The existing model
used to infer labels must be reasonably accurate for the
methods to successfully improve the model. Most prior
semi-supervised methods are evaluated in the many com-
mon category setting and start with 100’s-1000’s of labeled
examples to train a good initial model [28, 20, 30]. How-
ever, with rare categories it is unrealistic to start with such
a large number of labeled positive instances. In the realistic
scenario that trains an initial model with just a few posi-
tive instances, we find that the model’s positive predictions
on unlabeled data are unreliable (the false positive rate is
high). Therefore, we limit semi-supervised labeling to just
a subset of the samples strongly predicted to be negative,
confirming previous results in the classical setting [9]. The
semi-supervised method that we use is a modified variant of
the relatively simple proxy-labeling method [28].

Knowledge transfer and representation learning Tech-
niques like knowledge distillation [7, 44, 30] enable trans-
ferring knowledge from a model in a related domain to learn
better representations. We rely on a recent distillation based
technique developed specifically for the rare category set-
tings with extreme imbalance [26]. More recently self-
supervised representation learning techniques have been
successful for balanced datasets like ImageNet [5, 15, 7, &].
We find that representations learned using such methods are
good starting points but they need to be updated with super-
vision relevant to the rare categories of interest.

Few-shot learning Much work on active learning as-
sumes a small but sizable portion of data is labeled (e.g.,
5%), enough to warm-start with a reasonable model [33,

]. In our setting, we assume only a small number of ini-
tial examples per class (5). This setting is close to that of
a cold start in active learning [14, 21]. Our initial setup is

similar to a few-shot learning problem, which often focuses
on learning general representations [35] or aggressive data
augmentation [41]. Rather than focusing on complex few-
shot learning strategies our approach focuses on learning a
good feature representations using unlabeled data echoing
recent work [37].

Heterogeneous models for active learning Actively
training deep models produces more accurate models but
incurs a high computational cost. Prior work has shown
that simpler models such as linear classifiers can be trained
quickly compared to complex models such as deep CNNSs,
and are often good enough for sample selection in active
learning [22, 12]. We use a similar approach and interleave
linear classifier training with deep model training to retain
advantages of both.

3. Approach

Our goal is to build an accurate model for a rare category
given the following inputs: a small set of labeled positives
(Ip); a large amount of unlabeled data (>99.9% of data is
negative instances) from the target domain U; a pre-trained
model M,,.. from a related domain; and the ability to query
a human for labels on a set of samples. Figure 2 provides
an overview of our approach and Algorithm 1 gives con-
crete details. At a high level our approach iteratively builds
a model by utilizing the best feature representation (F") and
labeled positives (L), negatives (L,,), and pseudo negatives
(W,,) available on hand to rapidly train linear models. Then
we use the linear models to rank the unlabeled images and to
query humans for labels on the top images in the ranking R.
In addition to human labels, the linear model is used to ac-
curately pseudo label a large number of easy negatives (W,,)
by picking images from the bottom 50% of the ranking. Us-
ing fixed features not trained for the task limits the accuracy
of the linear models. Therefore, the deep features are peri-
odically updated at a slower rate by training the deep model
(M%) with both human and automatically labeled data. We
use the recently proposed background splitting [26] tech-
nique to learn good representations even with the extreme
imbalance encountered in the training data. The rest of the
section elaborates on the motivation and the resulting design
choices in the key components of our approach.

Bootstrapping the initial model and ranking. The first
challenge we need to tackle is building a model for rank-
ing the unlabeled data using the starting set of positives we
call the prototype positives (I,,). Given only the prototype
positives it is difficult to train a classifier since there are no
negatives on hand. One could sample negatives randomly
from the unlabeled data, but we find that randomly sampled
negatives are not effective for building an accurate classi-
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Figure 2: Overview: Our approach builds rare category models by alternating (top cycle) between selecting unlabeled
samples for a human to label and training a linear model on top of frozen deep features from labeled images. Our pipeline
focuses human effort on images likely to contain positives by ranking unlabeled images with the linear model and querying
humans on high scoring unlabeled images. In addition to human labels, the linear model is used to automatically label a large
number of easy negatives by picking images from the bottom 50% of the ranking. Using fixed features not trained for the
task limits the accuracy of the linear models. Therefore, the deep feature representation is periodically updated at a slower
rate (bottom cycle) by training the deep model with both human and automatically labeled data.

fier. Instead it is more effective to rely on feature similar-
ity to the positive instances for finding hard negative ex-
amples. Therefore, we generate a feature-similarity based
ranking using the prototype positives. cacheFeatures
(Line 1) uses the pre-trained model Mgm to pre-compute
the features F' for all the samples in the unlabeled data
U. Then computeFeatureCentroid (Line 3) normal-
izes the feature representations of all the prototype positive
examples I, and computes an average feature representa-
tion c (category prototype) for the rare category. Finally,
rankByCosineSimilarity (Line 4) generates the initial
ranking 17, of unlabeled images in U by sorting them by
cosine similarity to the category prototype c.

Querying for human labels on high-ranking samples.
Given the initial bootstrapped model c or the linear models
(M) in later iterations we need to choose which unlabeled
images to present to the human for labeling. The initial
ranking (Line 4) is based on similarity and surfaces data that
is visually similar to the category of interest. However, the
ranking can be unreliable (especially for fine-grained cat-
egories) since the similarity is computed using only a few
positive instances (/) based on a representation learned for
a different task (ImageNet classification or a self-supervised
auxiliary task). Even in subsequent iterations we only re-

quest a small number of (B = 10) additional labels every
iteration to update the ranking model (M?). For instance,
Figure 2 top shows the highest ranking unlabeled images
during the active loop. Most of the top images surfaced by
the model are visually similar, but only a small fraction of
those images belongs to the category of interest making it
difficult to automatically label positives. Therefore, we fo-
cus human labeling effort on the top scoring positive images
in the ranking.

Each iteration of the inner loop j, queryHumanTopK
(Lines 10,12) queries the human for labels on the B top
ranked images, where B is the labeling budget per itera-
tion. The human labeled positives and negatives H),, H,, are
added to the appropriate labeled sets L, L,, and removed
from the unlabeled data pool. As we request more labels
in the iterative process and update the model, the model be-
comes more accurate and scores easy positives highly. Once
the model is reasonably accurate, labeling more easy posi-
tives doesn’t improve the model much, but the model is then
able to identify samples near the true margin (hard positives
and hard negatives). Based on this intuition, we use a simple
heuristic to estimate model quality and adaptively choose a
strategy for picking the samples for human labeling. The
key insight is that a high quality model finds more positives
than negatives. Our approach keeps track of the number
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Algorithm 1: Our rare category active approach.
Input: U, I,,, M? ., B, N, Q, fa

Output: M{

F + cacheFeatures(]V[gm, U)

A auxiliaryLabels(Mg

e’

U)
C < computeFeatureCentroid(Mg

re’ Ip)
R,s < rankByCosineSimilarity(c, I)
L, I,,L, + {}, W,, < {}
Mg« M,
for i < 1 to N do
for j + 1 to @ do
if |L,| < |L,| then

‘ H,, H,, < queryHumanTopK(D, I},s)
else

‘ H,, H,, < queryHumanTopK(B, R.p;)

e NN A T R W N

_- =
N o= S

13 L,+~ H,UL,, L, + H,UL,

14 W,, < pseudoNegativeLabels(R,,s, fq)
15 M+ trainLinearModel(l,L,,L,,W,)
16 U« U-(H,UH,)

17 Ryos < sortPositiveScore(M!, U)

18 Ren: < sortMarginDistance(M', U)

19 MZd — trainBGSplit(Mzd_l,Lp, L, W,, A
20 F + cacheFeatures(MZ-d, U)

of positives and negatives labeled so far (| L,|, | L, |). If the
number of positives labeled so far is less than the number
of negatives, we ask the human to label the most-likely-
positive images (12,,5), otherwise we ask the human to label
the images closest to the linear model’s margin (Rep,).

Generating negative pseudo labels on low ranking sam-
ples. Given only the small number of human labeled im-
ages (|Lp|,|Ly]) it is difficult to improve the deep fea-
ture representation. Our approach addresses this issue by
machine labeling a large subset of the unlabeled images
U. Firstly, our approach avoids labeling errors by restrict-
ing pseudo labels to negatives and more precisely the low
ranked samples in the current ranking R,,, which are un-
likely to be positives. Secondly, our algorithm takes a pro-
gressive approach to machine labeling based on the num-
ber of human-labeled positives and negatives (L, and L,,).
The routine pseudoNegativeLabels (Line 14) chooses
fa(|Lp| +0.1]L,,|) samples uniformly from the bottom half
of the ranking as pseudo negatives. f, is a scalar hyper pa-
rameter that controls the amount of pseudo labels relative to
the human-labeled data the algorithm uses. The goal of this
heuristic is to keep the label errors relative to the amount of
human-labeled data low while maintaining diversity in the
negatives. Although easy negatives can be automatically la-
beled reliably with simple heuristics, similar heuristics can-

not be used to generate automatic labels for positives of the
rare category. We show that even conservatively pseudo la-
beling positives results in lower accuracy in the active pro-
cess compared to our approach.

Updating feature representation with extreme imbal-
ance. Training the deep models M¢ with a small num-
ber of human labeled images and a large number of pseudo
labeled negatives remains challenging due to the extreme
imbalance in the training data. Our approach mitigates this
issue while distilling information from a related domain by
using a recent deep-model training technique called back-
ground splitting [26] designed for coping with extreme im-
balance. trainBGSplit (Line 19) trains the deep represen-
tation using all the human-labeled and pseudo-labeled data,
plus auxiliary labels A; computed using the pre-trained
model M?

pre*

Interleaved feature representation and ranking updates.
In principle, we can update the deep model with every hu-
man label to make best use of subsequent human effort.
However, updating the deep representation frequently is
computationally expensive and gives diminishing returns
as we show in the supplemental. Conversely, training lin-
ear models on fixed features is computationally cheap but
results in lower quality models. Our approach strikes a
balance between the two extremes by interleaving low fre-
quency updates of the feature representation (every (Q B hu-
man labels) with high frequency training of a linear model
(every B human labels) used to update the ranking. The
outer loop ¢ corresponds to feature updates and the inner
loop 7 corresponds to ranking updates with a fixed feature
representation. The parameters NV and () specify the num-
ber of feature and ranking update iterations respectively.
The routine trainBGSplit starts with the model from the
previous iteration and only trains it for a few epochs on the
current labeled data (L, L,,, W,,). Continuous training of
the deep model across the active iterations keeps the training
cost close to that of training a fully supervised deep model
just once on all the data. After every update the features for
the unlabeled data are cached (Line 20) for training linear
models used to choose images for human labeling. In be-
tween the feature updates, the routine trainLinearModel
uses the current features to rapidly train a linear model (M)
using both human and pseudo negative labels. The result-
ing linear model is used to update the ranking used to pick
images for human labeling as well as pseudo negatives.

4. Evaluation

Our approach has three components: active sampling,
pseudo labeling and deep model training on imbalanced
data. Prior work has largely focused on individual compo-
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Figure 3: Comparison to baselines. Plots show average
F1 accuracy of our approach and baselines on 50 iNatural-
ist and 20 Places categories as a function of human label-
ing effort. Our approach gives higher accuracy per human
effort compared to baselines, especially when a small num-
ber of images are labeled. The Tropel baseline trains a lin-
ear model on fixed features and is competitive with Tropel-
Deep baseline in the low data regime. DeepProp and

baselines pseudo label positives in addition to nega-
tives. The false positives in the pseudo positive labels leads
to lower accuracy compared to our approach.

nents of our approach. We compare our approach to prior
work by replacing individual components with prior meth-
ods and evaluating the overall performance. We also present
ablation studies for key ideas.

4.1. Experimental setup

We evaluate our approach for building rare category
models using two datasets: the iNaturalist [38] fine-grained
species recognition dataset and the Places [45] scene classi-
fication dataset. We randomly choose 50 categories from
the iNaturalist dataset and 20 categories from the Places
dataset for evaluation as rare categories. For the iNatural-
ist dataset we restrict the random choice to categories with
more than 50 instances in the training set, so that the active

learning process has something to find. Given this setup,
positive instances for individual categories are extremely
rare in both datasets. For iNaturalist, the number of pos-
itives for each category is in the range 50-1500 (~0.01-
0.26% of the training set). For Places, the categories are
more uniformly distributed, with ~3500-5000 instances per
category (~0.19-0.27% of the training set). For each cate-
gory we pick five randomly chosen positives as the initial
labeled set and treat the rest of the training data as the un-
labeled pool of data. We evaluate the trained models on
the full validation set of each dataset. All images not in
a category of interest are considered negatives in our eval-
uation i.e., our validation set reflects the imbalance in the
training set. We use the F1 metric for evaluation instead of
classification accuracy since classification accuracy is eas-
ily gamed for rare categories by just predicting everything
as negative.

Rare-category active learning baselines: Tropel [29] is
a prior active learning approach for rare categories. Tro-
pel iteratively trains a linear model (on top of frozen pre-
trained deep features) by labeling the top-k scoring predic-
tions from the current linear model. We also evaluate a new
variant, Tropel-Deep, which trains a deep model instead
of a linear model at each iteration. Tropel-Deep uses the
same incremental deep-model training that we use in our
approach.

Semi-supervised baselines As the results show, our
method outperforms Tropel (because we train a deep
model) and Tropel-Deep (because our method augments
the human labels with pseudo-labels). This second result
raises the question as to whether traditional semi-supervised
techniques could perform just as well as our enhanced meth-
ods. To study this question, we implemented additional
baselines based on label propagation [20, 34] and knowl-
edge distillation [7, 44, 30]. We replace our pseudo nega-
tive labeling approach with these approaches for generating
automatic labels, naming them DeepProp and KD-Semi.
For the DeepProp baseline, instead of only using the pseudo
negatives W, to train the deep model, we also use pseudo
positive labels generated with label propagation [20]. For
the KD-Semi baseline, instead of only using the pseudo
negatives W,, produced by the linear model, we use the high
confidence predictions of the deep model from the previous
iteration on the unlabeled data as pseudo positive and neg-
ative labels. More details on the baselines are provided in
the supplemental.

Implementation and configuration details We use a
ResNet-50 model [18] pre-trained on ImageNet or using
self-supervised methods (Mgm) to initialize the deep model
and compute feature representations for all the unlabeled
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Figure 4: Analysis of automatic positives. Plot shows the
average false positive rate in the automatic positives labeled
by and DeepProp baselines for the 50 iNatural-
ist categories. Lowering the confidence threshold for auto-
matic positives with increases the false positive
rate. The high false positive rates showcase the difficulty in
automatically labeling positives.

data. The same ResNet-50 model is used to generate la-
bels for the background splitting auxiliary loss. We run our
active approach and its variants with N = 10, Q = 5, and
B = 10 for iNaturalistand N = 10, QQ = 5, and B = 20 for
Places unless specified otherwise. We use the same set of
initial positives (/,,) for each category across all the methods
and set f, to 100 unless specified otherwise. In the supple-
mental we show that our approach is robust to a range of
values for f,.

Ideally, we would evaluate our approach and all the base-
lines individually for each category. However, due to com-
putational limitations it is not feasible to train deep mod-
els with pseudo negatives individually for each category.
Therefore, we run our approach and baselines for groups
of ten categories at a time to reduce the compute costs. We
maintain the same grouping of categories across all the ex-
periments. When training the deep model we use binary
cross entropy loss for each category as opposed to cross
entropy loss across all the ten categories and supervise the
model with only binary labels for each category. The lin-
ear models used to rank unlabeled data are trained inde-
pendently for each category and humans are queried for
binary labels for each category separately. Therefore, im-
ages might only be labeled for one of the ten categories.
When training the deep models we deal with the missing
labels by masking the corresponding binary loss for cate-
gories that are not labeled.

When updating the feature representation we train the
deep model for 15 epochs on the currently labeled data in
the active loop. In the N = 10, @@ = 5, and B = 10 config-
uration we thus run 150 total epochs of training. However,
on average an epoch in our approach only uses a quarter of
the unlabeled data. Therefore, the overall cost of training
is approximately equal to 40 epochs of training on the full
dataset. For the fully supervised baseline, we train for 50
epochs. More details on the training schedules are provided
in the supplemental.

4.2. Comparison with baselines

We compare our approach with prior work by measuring
model accuracy of different methods as a function of hu-
man labeling effort. Figure 3 shows mean F1 accuracy of
our approach and several baselines. The accuracy is com-
puted on 50 and 20 categories of interest in the iNaturalist
and Places datasets. We measure labeling effort as the num-
ber of binary labels per category. Our approach gives higher
accuracy for the same human labeling effort compared to
baselines, especially when a small number of images are la-
beled. The Tropel baseline trains a linear model on fixed
features computed using a deep model pre-trained on Ima-
geNet. The Tropel-Deep baseline trains a deep model only
using the human labeled data. When only a small amount of
human labeled data is available training a deep model can
overfit leading to low accuracy. As one can see, Tropel-
Deep performs worse than Tropel when a small amount of
images are labeled. In contrast, our approach uses pseudo
negatives in addition to human labeled data allowing us to
update the feature representation without overfitting. On the
iNaturalist categories, our approach matches fully super-
vised accuracy when 500 images per category are labeled
since the dataset contains less than 500 positives for each of
the categories. On the Places categories, there is a signif-
icant gap with fully supervised accuracy but this expected
since there are 5000 positives per category and we only la-
bel a total of 1000 images per category.

DeepProp and KD-Semi use pseudo labels on the unla-
beled data to update the deep feature representation. Unlike
our approach these baselines do not restrict pseudo labels
to easy negatives. DeepProp propagates labels to all the
unlabeled data based on the feature similarity graph and as-
signs weights to the pseudo labels, whereas KD-Semi uses
the current model to predict pseudo labels on the unlabeled
data. Both DeepProp and KD-Semi perform worse that
our approach due to errors in the labels propagated on posi-
tives. Figure 4 shows the false positive rate of KD-Semi and
DeepProp on the iNaturalist categories. A high false posi-
tive rate is expected since the models are trained from very
few labeled examples. The false positive rate keeps increas-
ing as errors in labeling propagate and distort the definition
of the category. KD-Semi can be tuned to reduce errors
in the positive pseudo labels by increasing the confidence
threshold at which the labels are trusted. Figure 4 shows
the false positive rates for KD-Semi at different confidence
thresholds. Even with confidence threshold as high as 0.98
the false positive rate is significant and is even worse with
lower confidence thresholds. Setting the confidence thresh-
old higher than 0.98 effectively results in almost no pseudo
positive labels and tends to our strategy in the limit. Deep-
Prop performs worse than Tropel due to the high amount
of errors in label propagation which is difficult to control
unlike KD-Semi as shown in Figure 4.
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Figure 5: Ablation study. Plot shows average F1 accuracy
for variants of our approach on 50 iNaturalist categories as
a function of human labeling effort. Omitting pseudo nega-
tives or background splitting to handle im-
balance No-BG-Splitting results in lower model accuracy,
especially when a small amount of images are labeled. Only
updating deep models every 50 labeled images No-Linear-
Updates also results in lower accuracy.

4.3. Ablation study

We created variants of our approach to evaluate the im-
pact of the different components. Figure 5 shows F1 ac-
curacy for variants of our approach on 50 categories from
the iNaturalist dataset as a function of human labeling ef-
fort. No-Pseudo-Neg and No-BG-Splitting are variants
without pseudo negatives and background splitting respec-
tively. As one can see omitting the pseudo negatives when
updating the deep representation results in lower accuracy
for the same human labeling effort. As one would expect,
the effect of pseudo negatives and background splitting is
more pronounced when a small amount of images are la-
beled. Since our approach only uses a fraction of the easy
negatives along with the human labeled positives and hard
negatives for training, it also reduces the imbalance be-
tween positive and negative instances when compared to
fully supervised training using all the data. No-Linear-
Updates only updates the linear model once every repre-
sentation update; this corresponds to the parameter setting
N = 10,B = 50,Q = 1. Skipping the linear model up-
dates results in a lower accuracy for the same labeling effort.
The linear model updates enable quickly adapting the rank-
ing used to choose images for human labeling and hence
lead to better overall model.

4.4. Using self-supervised representations

Until now we have evaluated our approach using a model
pre-trained on ImageNet using supervised labels shown
as Ours-Sup-ImageNet in Figure 6. Instead Ours-Self-
iNat and Ours-Self-ImageNet use self-supervised mod-
els trained on iNaturalist and ImageNet with SWAV [5] as
the pre-trained model M;fre. We generate auxiliary labels
for background splitting by clustering the iNaturalist data
with the self-supervised feature representations. Similarly,
Tropel-Self-iNat and Tropel-Self-ImageNet actively train
linear models using fixed self-supervised representations.

Ours-Self-INat
X Tropel-Self-imageNet

@ Ours-Sup-ImageNet
V Ours-Self-imageNet

Tropel-Self-INat

N
o

Mean F1
]

N
o

50 100 150 200 250 300 350 400 450 500
Images Labeled Per Category

Figure 6: Self-supervised representations. Plot shows
average F1 accuracy of our approach and Tropel on 50
iNaturalist categories as a function of human labeling ef-
fort. and Ours-Self-ImageNet use self-
supervised models trained on iNaturalist and ImageNet
as the starting point. and Tropel-Self-
ImageNet train linear models using self-supervised repre-
sentations. Our approach is more label efficient and shows
the importance of actively updating features. Ours-Sup-
ImageNet uses ImageNet supervised pre-training as the
starting point and outperforms self-supervised baselines.

Our approach produces more accurate models showing the
importance of updating feature representation with actively
labeled data even when starting with a self-supervised rep-
resentation trained on the same data. These results show
that our approach when combined with self-supervised pre-
training produces accurate models with just 500 binary la-
bels for each category. However, our approach produces
better models with supervised pre-trained representations
on ImageNet. This suggests room for improvement in self-
supervised representation learning approaches.

5. Conclusion

In many real world scenarios it is often necessary to build
a model for a rare category starting from a small positive
set with access to a large unlabeled data collection which
contain instances of the rare category. In this setting, we
show that leveraging a combination human labels for pos-
itives and hard negatives and machine labels for easy neg-
atives is crucial for building accurate models under a tight
labeling budget. We find that techniques that work well in
the common multi category setting like propagating positive
labels or training a deep model using standard losses do not
work off-the-shelf and need to be adapted to this real world
setting. We hope that our work showcases the challenges
presented by rare categories in real-world settings and en-
courages future work.
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