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Abstract. We analyze a system of partial differential equations that model
a potential mean field game of controls, briefly MFGC. Such a game de-
scribes the interaction of infinitely many negligible players competing to
optimize a personal value function that depends in aggregate on the state
and, most notably, control choice of all other players. A solution of the
system corresponds to a Nash Equilibrium, a strategy for which no one
player can improve by altering only their own action. We investigate the
second order, possibly degenerate, case with non-strictly elliptic diffusion
operator and local coupling function. The main result exploits potential-
ity to employ variational techniques to provide a unique weak solution to
the system, with additional space and time regularity results under addi-
tional assumptions. New analytical subtleties occur in obtaining a priori
estimates with the introduction of an additional coupling that depends
on the state distribution as well as feedback.
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1. Introduction

Mean Field Games (MFG), introduced simultaneously in 2006-7 by Lasry and
Lions [27] and Huang et al. [22], have seen swift development into a vibrant
and substantial subfield of partial differential equations. See, for instance, the
monographs [2,9,10]. Considered are high population games of homogeneous,
negligibly powerful players all attempting to optimize a cost while contending
with the effects of the choices of all other players.

The term Mean Field, inspired by physics, relates to each player view-
ing the remaining players as one large entity. The cost functional that has to
be optimized by each player typically incorporates an interaction term f(m),

Published online: 13 July 2021 T Birkhauser


http://crossmark.crossref.org/dialog/?doi=10.1007/s00030-021-00712-9&domain=pdf
http://orcid.org/0000-0002-8919-3982

50 Page 2 of 34 P. J. Graber et al. NoDEA

where m denotes the distribution of player states. Mean Field Games of Con-
trols (briefly, MFGC), also called Extended Mean Field Games, introduce a
control element into the Mean Field, so that not only can players “detect”
(via the Mean Field) the positions of others, but also their control choices.
Such an extension naturally arises in many applications, for example in eco-
nomics [11,12,16,19-21,24]. MFGC have been studied by D. Gomes and V.
Voskanyan, who have results on classical solutions with S. Patrizi in the sta-
tionary (time independent) second order case where the diffusion is explicitly
the Laplacian [14], and also in the time dependent first order case [15]. In the
second order uniformly parabolic time dependent case, Z. Kobeissi has proved
the existence of classical solutions under sufficient structural and smoothness
assumptions, with uniqueness under additional assumptions, as well as results
on approximate solutions [25,26]. P. Cardaliaguet and C.-A. Lehalle have pro-
vided a theorem giving the existence of weak solutions to a general system
of MFGC, under the assumption that the Lagrangian is monotone with re-
spect to the measure variable and that the Hamiltonian is sufficiently smooth;
in particular it must depend on the density of players nonlocally [8]. See also
Carmona and Delarue [9] for a probabalistic approach to Extended Mean Field
Games.

In this article, we investigate the second order degenerate case (which can,
in particular, be first order) featuring a non-strictly elliptic diffusion operator
with space dependence. The MFGC system to be studied is

(i) —0ru— Ayj0iju+ H (z, Du(x,t) + G(x)TP(t)) = f (z,m(z,t)) (x,t) € Q,
(7,7,) orm — 8i]~ (A”m) + V- (vm) =0 (.77, t) €Q,
(iii) P(t) = V( Jpa G(z)v(z, t)m(z,t) dz) t €0,T],
(iv) v(z,t) = —D¢H (z, Du(z,t) + G(x)T P(t)) (z,t) € Q,
(v) m(z,0) =mo(z), u(z,T)=ur(z), zeT?

(1.1)

where u, m are scalar functions, v is a vector field in RY, P = P(t) € R,
Q=T x[0,T], and A(z) = [A;;(z)]1<ij<d is a given matrix-valued function
on T¢ whose values are symmetric and non-negative.

The heuristic interpretation of the above system is the following. The
variable m describes the distribution of the state of the players and P is a
time-dependent price variable. These two variables are interaction terms; they
describe the collective behavior of the agents. Isolated agents have no impact
of them. Each agent controls the following dynamical system in T¢:

dX; = a; dt + V25(X;) dB;

where (Bi);c[o,7) is a standard Brownian motion in RP, o is an adapted process
in R, and ¥: T? — RXP is such that A(x) = X(2)X(z)7, for all z € T%. Given
the interaction terms m and P, the associated cost (to be minimized) is given
by

E[/OT (H*(Xt, —oy) + (P(t), G(Xy)w) + f( X, m(Xy, t)))dt + uT(XT)] ,
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Equation (1.1)(¢) is a Hamilton—Jacobi-Bellman equation and characterizes
the value function u associated with the optimal control problem to be solved
by each agent, given m and P. Equation (1.1)(iv) gives the corresponding
solution in feedback form:

a = v(Xy,t) = —D,H(Xy, Du(Xy,t) + G(X1)TP(t)).

Assuming now that all agents employ the feedback v, the evolution of their
distribution is given by the Fokker-Planck equation (1.1)(#¢) (the initial dis-
tribution myg) is fixed). Then equation (1.1)(#4i) gives the price in function of
m and v. When G(z) is the identity matrix, P is simply a function ¥ of the
average control of the agents. Let us emphasize that P induces an interaction
of the agents not only through their states but also via their controls. In sum-
mary, a (mean field) Nash equilibrium is attained when v is a best reponse
with respect to the interaction terms m and P (equations (i) and (iv)), and
when m and P can be deduced from v via equations (i7) and (ii).

A natural economic interpretation of P is as negative market price (the
negative sign is introduced so that we have a minimization problem). In this
interpretation, P increases (i.e. demand decreases) in each dimension along
which the total market supply of a particular good increases. See [3] for more
details. Alternatively, one could interpret System (1.1) as a model of conges-
tion penalization with an additional dispersive forcing term given by P. For
example, P may be proportional to average velocity. In this case, whereas f
imposes a cost corresponding to population density, P pushes agents to move
in a direction opposite to that general motion of the crowd, thus encouraging
the crowd to disperse.

The basic structural assumptions are

(1) T¢ x R? > (x,¢) — H(x,€&) € R is convex in ¢
(2) T? x [0,00) > (z,m) — f(x,m) € R is monotone increasing in m
(3) R* 3 2+ W(2) € R¥ is monotone in z, i.e. (U(t,21)—W(t, 22), 21 —22) > 0
for all z;, 29 € RF.
See Sect. 1.2 for more detailed assumptions on the data.

We will focus in the article on the MF'G system obtained after performing

the Benamou-Brenier change of variables w = muv [1]:

(i) —0tu— Ayj0iju+ H (z, Du(x,t) + G(x)TP(t)) = f (z,m(z,t)) (x,t) € Q,
(17) Ogm — 0i5 (Aiym)+V - -w =0 (z,t) € Q,
(iii) P(t) = U( [pq4 G(z)w(z,t) dz) te[0,7T],
(i) w(z,t) = —D¢H (x, Du(z,t) + G(x)TP(t)) m(z,t) (z,1) € Q,
(v) m(z,0) =mo(x), u(z,T)=ur(z), xz €T,
(1.2)

It is worth mentioning that although the function w as defined above is
determined by u, m, and P, labeling greatly reduces clutter in the statements
and calculations to follow. For the same reason, we keep P, although it is
determined by w.

In [4] the authors prove the existence of classical solutions to (1.1) when
A is the identity matrix and the congestion term f is nonlocal. They also
showed that the game is “potential,” which means that a Nash equilibrium
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can be interpreted as a critical point of a suitably chosen functional, which we
may call the potential. Cf. [27, Section 6.2]. When the potential is strictly con-
vex, we formally have that the Nash equilibrium is unique, and under suitable
assumptions one can show that the PDE system is well-posed. In what fol-
lows we will provide the existence and uniqueness of a suitably defined “weak
solution” to the MFGC system with local coupling and provide additional reg-
ularity results involving the solution u and the distribution evolution m. The
method follows that of Cardaliaguet, Graber, Porretta, and Tonon in [7]—see
also [5,6]—in the study of the case of first and second order “classical” MFG
systems, which are also potential. The nonlocal interaction term P(t) intro-
duces new subtleties into the analysis, especially as it does not introduce any
a priori gain of regularity. On the contrary, a priori estimates on solutions to
the Hamilton—Jacobi Equation (1.2)(i) are highly sensitive to the L? norms of
P(t). See Sect. 3.

We first lay out the required assumptions on the data (Sect. 1). We then
view the MFGC system as a system of optimality for the minimization of a
suitably defined convex potential. Next, we consider the dual problem and
show that the correct relaxation of it provides existence and a.e. uniqueness of
an adjoint state (Sect. 3). The solutions to these minimization problems are
then shown to be proper candidates for the weak solution to the MFGC, whose
existence is then proved (Sect. 4). Finally, with some additional assumptions
on the data, we include some space and time regularity results for the weak
solution based on previous techniques of Graber and Meszéros [17] (Sect. 5).

We now lay out the notation and assumptions to hold throughout the

paper.

1.1. Notation

We denote by (x,y) the Euclidean scalar product of two vectors x,y € R? and
by |z| the Euclidean norm of x. We use conventions on repeated indices: for
instance, if a,b € R, we often write a;b; for the scalar product (a,b). More
generally, if A and B are two square symmetric matrices of size d X d, we write
AijBij for ’I‘I(AB)

To avoid further difficulties arising from boundary issues, we work in the
flat d—dimensional torus T¢ = R%/Z¢ with Q := T¢ x [0,T] for some fixed
time 7" > 0. Our methods can be applied in a more or less straightforward way
when the boundary conditions are of Neumann type; with some further tech-
nical assumptions they may be applied on the whole space. Other boundary
conditions, which may be more appropriate for economics applications, tend
to introduce greater technicalities; this is a subject for future research. We
denote by P(T?) the set of Borel probability measures over T¢. It is endowed
with the weak convergence. For k,n € N and T > 0, we denote by C*(Q,R™)
the space of maps G = G(t,z) of class C* in time and space with values in
R". For p € [1,00] and T > 0, we denote by LP(T?%) and LP(Q) the set of
p—integrable maps over T¢ and @ respectively. We often abbreviate LP(T4)
and LP(Q) into LP. We denote by | f||, the LP—norm of a map f € LP. The
conjugate of a real p > 1 is denoted by p’, i.e. 1/p+1/p' = 1.
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1.2. Assumptions

We now collect the assumptions on the “congestion coupling” f, the “aggre-
gate control coupling” ¥, the Hamiltonian H, and the initial and terminal
conditions mg and uyp.

Along the article, we assume that there exist some constants C; > 0,
Cy >0,C3>0,Cy >0,¢g>1,7r>1, and s > 1 such that the following
hypotheses hold true. We denote

p=gq.

(H1) (Conditions on the coupling)
e The map f: T¢ x [0,400) — R is continuous in both variables,
increasing with respect to the second variable m, and satisfies

Ci|m|q_1 —C1 < f(x,m) <Oy m|T !+ Oy Ym >0. (1.3)
1

Moreover f(z,0) = 0 for all x € T%.

e The map ¥: R* — R* is the continuous gradient of some convex
function ®: R¥ — R. Without loss of generality, we assume that
®(0) = 0. Moreover,

(2) < Colz|* +Cy  VzeERF (1.4)

Changing C if necessary, we have

1 /
D*(2) > —1z° — Oy Vz € RF.
2

C
If % + p%, < 1, we assume that
1
6|z|S —Cy < P(2) vz € R". (1.5)
2

e The map G: T — L(R%R") is continuously differentiable. If 1 +
p% < 1, we assume that it is constant.

(H2) (Conditions on the Hamiltonian) The Hamiltonian H: T¢ x R? — R
is continuous in both variables, convex and differentiable in the second
variable, with D¢ H continuous in both variables, and has a superlinear
growth in the gradient variable:

CLISI" —C3 < H(x,6) < Csl¢"+Cs  V(x,6) € T? x R (1.6)
3

We note for later use that the Fenchel conjugate H* of H with respect
to the second variable, given by

H*(l', C) = Sgp [<<7’7> - H(%’Y)] )

is continuous and satisfies similar inequalities to H (changing C3 if nec-
essary):

1 / ’
@\ﬁlr—CséH*(%ﬁ)éCslélr +C V(@& eT!xRL (L7)
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(H3) (Conditions on A) There exists a Lipschitz continuous map % : T¢ —
R4P such that Y%7 = A and such that

5(2) = S()| < Calz —y| Yo,y e T (1.8)

(H4) (Conditions on the initial and terminal conditions) ur : T¢ — R is of
class C2, while mg : T* — R is a C'! positive density (namely mg(z) > 0
and de modx = 1).

(H5) (Restrictions on the exponents). We consider 4 cases, depending on whether
s' < ror s >r and whether A is constant or not.

Case 1: s’ <r Case2:s >r

Case A: A is not constant s’ > p r>p
"d+1
ﬁZP [¢" >1+d] or
s’ (14d)

Case B: A is constant ¥
¢ <1+d and P > pl

Remark 1.1. (1) The condition f(x,0) = 0 is just a normalization condi-
tion, which we may assume without loss of generality, as explained in [7,
Section 2].

(2) Let us compare the different cases of Assumption (H5).

(a) Assumption (H5) is stronger in cases 1A and 2A than in cases 1B
and 2B, respectively, that is, Assumption (H5) is stronger in the
case of a non-constant A than in the constant case.

(b) If A is not constant (cases 1A and 2A), then Assumption (H5) can
be summarized by min(s’,r) > p.

(c) If A is constant, it is easy to verify that Assumption (H5) is stronger
in the case 1B (¢’ < r) than in case 2B (s’ > r).

(3) If ¥ = 0, then we are back to the framework of [7] and our assumptions
coincide. Indeed, (1.4) is then satisfied with any s > 1. Taking s suffi-
ciently close to 1, we have 1/s41/(rp) > 1, so that (1.5) is not necessary,
and we have s’ > r, so that we are either in case 2A or 2B in hypoth-
esis (H5). If A is constant, we must choose s close enough to 1, so that
s >14d.

Let us set
m
d ifm>0
Flam) = /0 flz,r)dr  ifm>
400 otherwise.

Then F is continuous on T¢ x (0, +00), differentiable and strictly convex in m
and satisfies

—|m|? - Cy < F(z,m) < Ci|m|? + Cy Ym >0, (1.9)
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changing C1 if necessary. Let F'* be the Fenchel conjugate of F' with respect
to the second variable. Note that F*(x,a) = 0 for a < 0 because F(x,m) is
nonnegative, equal to +o0o for m < 0, and null at zero. Moreover,
1
C—|a|p —Cy < F*(z,a) < CylalP + Oy Ya > 0, (1.10)
1

changing again C if necessary.

Remark 1.2. Most of the results in this paper hold also for time-dependent
data, in particular when f and H depend on t. It suffices to have the estimates
in this subsection hold uniformly with respect to t.

2. Two problems in duality

The approach that we follow consists in viewing the MFG system as an opti-
mality condition for two convex problems, which we introduce now.
Let Ko be the set of all triples (u, P,v) € C%(Q) x C°([0, T]; RF) x C°(Q)
satisfying
—0u — AijOiju+ H (z, Du(z,t) + G(x)TP(t)) = v,
(2.1)
u(z, T) = up(x).
The associated cost is given by

T
D(u, P,y) = */Td w(z, 0)mo () dm+'/0 o (P(1)) dt+//Q F* (2,1(z, 1)) dz dt.(2.2)

The first problem is

inf  D(u, P,7). 2.3
it P P) (2.3)

We consider now the set K; of all pairs (m,w) € LY(Q) x L*(Q;R?)
such that m > 0 a.e., [, m(z,t)dz =1 for a.e. t € (0,7), and such that the
continuity equation

3tm — 8ij (A”m) + V-w= O, (2 4)
m(z,0) = mo(x) ’

holds in the sense of distributions. For (m,w) € Ky, consider the following cost
functional:

B(m, w) ://Q (H (x,—:;;((?’?)>m(m,t)+F(x,m(m,t))> dz dt

+/0T<I> (/’]I‘d G(z)w(x,t) dx) dt + /Trd ur(x)m(z,T)dz,
(2.5)

where for m(t,z) = 0, we impose that

w(t,a:)) _ ) Ao if w(t,x) #0
m(t, ) 0 ifw(t,z)=0.

m(t,x)H* (x, -

Since H* and F' are bounded from below and m > 0, the first integral in B is
well defined in R U {+00}. Concerning the second term in B, we simply need
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to observe that since ® is convex, there exists a constant C' > 0 such that
®(2) > —C(1 + |z|), for all z € R*. For w € L*(Q;R?), the term

G(x)w(x,-)d
Td

is integrable in time and therefore

/OT‘I’( | G@ula,?) da:) dt

is well-defined in R U {+oc}. For the third term, we refer the reader to [7,
Lemma 4.1], where it is proved that for (m,w) € Ki, m can be seen as a
continuous map from [0, 7] to P(T¢) for the Rubinstein-Kantorovich distance
d;. Finally, the second optimization problem is the following:

inf  B(m,w). 2.6
(m,w)eKy ( ) ( )
Lemma 2.1. We have
inf . D(u,P,v)=— min B(m,w).
(u, Pyy)EKo ( 7) (m,w)ey ( )

Moreover, the minimum in the right-hand side is achieved by a unique pair
(m,w) € K1 satisfying

meLUQ), we LT (QRY, and G(z)w(z,-) dv € L*((0,T); R*).

Td

(2.7)

Proof. Following previous papers [5—7], we look to apply the Fenchel-Rockafellar
duality theorem. In order to do so, we reformulate the first optimization prob-
lem into a more suitable form.

Let By = C%(Q) x C°([0,T],R*) and E; = C°(Q) x C°(Q;R?). Define on
FEy the functional

T
F(u, P) :/O (I)*(P(t))dt_/qrd w(0, 2)mo(z) da + xs(u),

where y s is the convex characteristic function of the set S = {u € Ey,u(T,-) =
ur}, i.e., xs(u) =0if u € S and 400 otherwise. For (a,b) € Ey, we define

G(a,b) = //Q F* (z,—a+ H(x,b)) dadt.

The functional F is convex and lower semi-continuous on Ey while G is convex
and continuous on F7. Let A : Ey — E; be the bounded linear operator defined
by A(u, P) = (Oyu + A;j0;5u, Du + GTP). We can observe that

(u,pl,%fezco D(u, P,v) (ngr;gEO {F(u, P)+G(A(u, P))}.
In the interest of employing the Fenchel-Rockafellar duality theorem, note
that F(u, P) < +oo for (ur,0) and G(A(u, P)) is continuous at (ur,0). This
satisfies the duality theorem, and so

inf {f(u,P)+g(A(u7P))}=( max {—F"(A*(m, w)) — G*(=(m, w))},

(u,P)EEy m,w)EE]



NoDEA  Weak solutions for potential mean field games of controls Page 9 of 34 50

where F is the dual space of Ej, i.e., the set of vector valued Radon measures
(m,w) over Q with values in R x R?, E}, is the dual space of Ey, A* : B — EJ
is the dual operator of A and F* and G* are the convex conjugates of F and
G respectively. We now compute the relevant conjugate transforms.

F (A (myw)) = sup {((u, P), A" (m,w)) = F(u, P)}

(u,P)
T
= (il,lPi) {(A(u, P), (m,w)) — /0 O*(P(t))dt + /]l‘d (0, 2)mo(x) d:c}
ue

= sup {(atu + A;;0;5u,m) + (Du, w) + (GTP,w)
(u,P)
u€s

_ /0 o () di + /T (0, 2)mo(z) de}

= (su};D)) {(—&tm + 0;;(Aijm) — V- w,u) + (GTP,w)
uéS

- /OT o* (P(t)) dt + /T ur(@)m(T, z) dz}.

It is evident here that if —0;m + 0;;(A;;m) — V - w # 0 in the sense of dis-
tributions, this supremum is infinite. If the condition does hold however, the
supremum no longer depends on u, and so the calculation is reduced to

sup {/OT (de (G(z)TP(t), w(x,t)) dx) — *(P(t)) dt}

P

— sup {/OT <P(t),deG(x)w(:v,t) dx> _ @*(P(t))dt}

P

T
= sup { / ®( [raG(x)w(z,t) dx) dt}.
P 0
Combined with the conditions above, we have

F* (A (m,w))

T
{/ <I>(deGw)+/ ur (z)m(T, z) dz, if —0im+ A;;0;;m—V-w=0,
=3Jo T4

+o0 otherwise.

Following [5], we have that G*(m,w) = +oo if (m,w) ¢ L'(Q) x L'(Q;R%)
and

G*(m,w) ://Q K*(z,m(t,z),w(t,x))dxdt
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otherwise, where K* is given by
m

K*(z,m,w) =< ifm=0and w=0

400 otherwise,

F(x,—m) —mH* (z, 73) itm<0

it is the convex conjugate of
K(z,a,b) = F*(z,—a+ H(z,b)) V(z,a,b) € T x R x R%
Therefore

max { — F (A" (m,w)) — g*(*(m,w))}

(m,w)eE]

= max // mH*( %)dxdt

_/ D ([1.Gw) dt — /Td ur(x)m(T, x) dx}

0

with the last maximum taken over the L' maps (m,w) such that m > 0 a.e.
and

—8tm + 8”(Awm) —V-w= 0, m(O) = my

holds in the sense of distributions. Since [, mo = 1, it follows that [, m(t) =
1 for any ¢ € [0,T]. Thus the pair (m,w) belongs to the set 1 and the first
part of the statement is proved.

It remains to show (2.7). Taking an optimal (m,w) € Ky in the above
problem, we have that w(t, z) = 0 for all (¢t,z) € [0, T] x T¢ whenever m(t, z) =
0. By convexity of ®, we have

T T
/ ®([raGwdz) dt > / ®(0) + (¥(0), fra Gwdz)dt > C — C|lwlz.
0 0
(2.8)

Moreover, by Holder’s inequality,

||wn1—// Bl < ( // G

It follows with Young’s inequality that
Hw”l < E]/ ‘w|r/m1_rl dxdt+5_(T_1)7
mJJq

for any € > 0. Therefore,

T
/ (deGwdx)dt>C—7// o] 1= dadf — e~ (D).
0
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Using successively the optimality of (m,w), the growth conditions on F' and
H* and the above inequality, we obtain

CZ//(QF(%m)erH*(x,*%) dmdt+/OTCI)(deGw)dt+/TduT(a:)m(T,m)dx

1 1 ’ ’
> = q S r’ o 1—r o (r=1) _
> C||m||q + (C’ EC) //Q |w]" m ™" dedt — € C,

for some constant C' > 0 independent of €. Choosing € > 0 sufficiently small,
we deduce that m € L9(Q) and that |w|” m'~™ € L1(Q). To investigate the
claim on w given in the statement, write, for some p to be determined,

Jw|”
mr’fl

jw|”
mr’fl

v |w]”
m'r"fl

—1
= [Imllq

1

< m™ Y e
-1

P

< 00.
1

’
llwllpr = Hm

For this interpolative Holder inequality to hold, we must have p = ﬁ.
Thus w € L7 (Q; R?), with

r'q ’
=———— ie.cd =1rp. 2.9
7 r+q—1 7 P (2.9)
Two cases must be considered. If % >1-— % = %, then we have o > s, thus

w € L*(Q;R?) and (2.7) follows. In the other case, we have by Hypothesis
(H1) the growth assumption ®(z) > &|z|* — C. It can be employed to get
a better bound from below in (2.8). We obtain (2.7) with a straightforward
adaptation of the above proof. O

3. Optimal control problem of the HJ equation

In general we do not expect problem (2.3) to have a solution. In this section
we exhibit a relaxation for (2.3) (Proposition 3.8) and show that the obtained
relaxed problem has at least one solution (Proposition 3.10).

3.1. Estimates on subsolutions to HJ equations

In this subsection we prove estimates in Lebesgue spaces for subsolutions of
Hamilton—-Jacobi equations of the form

(3.1)

{ (i) —0wu — A;jOiju+ H(Du+ GTP) <~
(i) uw(z,T) < ur(z)

in terms of Lebesgue norms of v, ur, and P. Equation (3.1) is understood in
the sense of distributions. This means that Du + GTP € L"(Q) and for any
nonegative test function ¢ € C2°((0, 7] x T¢),
— /4 C(Tur + //Q u0i¢ + (D¢, ADu) + C(aiAi]-Bju + H(Du + GTP)) < //Q ¢.
T
(3.2)



50 Page 12 of 34 P. J. Graber et al. NoDEA

Let us introduce some notation. For all 7 > 1 and for all p > 1, let us
define (7, p) and 7(7, p) by

oo _dif(p-1)+1)
R PRI

(1 +d)

and R(f,ﬁ) = m

B

ifp<1+ £ and

i

(r,p) =0 and E&(F,p) = 0o
iftp>1+ %. In the border line case p =1+ %, 7(7, p) and R(7,p) can be fixed
to arbitrarily large values. We let the reader verify that

R(F,p) > 7 and R(7,p) > p, (3.3)
assuming that the assigned value to &(7,p) is large enough in the border line

case.
We now restate [7, Theorem 3.3], since it will prove useful below.

Theorem 3.1. Let u satisfy

{ (Z) —Btu — Aij@ju + % |D’U,‘F S Y

(i3) u(z, T) < ur(z) (3.4)

in the sense of distributions, with v € LP(Q) for some p > 1 and ¥ > 1. Then

l[ut Lo 0,7y, n () + llut e @) < O,
where uy := max{w,0}, k = &(7,p), n = 7(7,p). The constant C depends only
onT,d,7,p, K (appearing in (3.4)), Cy (appearing in Hypothesis (H3)), |75,
and ||ur|,.

Remark 3.2. Although the case p = 1 is not explicitly mentioned in [7, Theo-
rem 3.3], it is not hard to check that the theorem also applies in that case.

Corollary 3.3. Let P € C°([0,T);R*) and v € C°(Q;R). Let u be the viscosity
solution to the HJ equation

—Oiu — Aijaiju + H (l', Du(x7 t) + G(JZ, t)TP(t)) =7
{ u(z, T) = up(x). (3.5)
Let 7 > 1. Define
K= R 1) = m; 9) (3.6)

Then

lull oo 0,1y, L1 (1)) + 1wl () < Cs

where the constant C' depends only on T,d,7,p, Cy (appearing in Hypothesis
(H3)), [IVllx, |1Dullz, |H(Du+ GTP)|y, and [lupl];.

Proof. By [23], u also satisfies the HJ equation in the sense of distributions.
Observe that (3.5) can be rewritten

— Opu — A;j055u + |Du|” =~ — H(Du+ G™P) + |Dul". (3.7)
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The L' norm of the right-hand side depends on ||v||1, ||H(Du + GTP)||1, and
| Dul|7. Similarly, —u is a weak subsolution of a HJ equation with right-hand
side

—y + H(Du + GTP) + |Du|".

By applying Theorem 3.1 to both v and —u, we deduce the desired estimate.
O

When s’ > r, the growth assumption on the Hamiltonian (Hypothesis
(H2)) can be exploited to derive a more precise estimate on the solution to
(3.5).

Corollary 3.4. Let P, u, and v be as in Corollary 3.3. Assume moreover that
v >0 and s’ > r. Take 7 € (1,7] and define

S/

P = min (p, ?), k =FR(7,D), and n=7q(7,p).
Then

||UHL°°((O,T),LN(']1‘d)) + ||U||L~(Q) <C.

The constant C' depends only on T, d,7,p, Cs (appearing in Hypothesis (H2)),
Cy (appearing in Hypothesis (H3)), ||v|lp, [|Plls, and |Jur,.

Proof. We have v > 0 and the upper bound
H(Du+ GTP) < C|Du|" + C|P]",
therefore,

— Byu — Aijiju+ C|Dul" > —C|P|" = C, u(T,x) > ( min uT(ac/)).
S
(3.8)
Let @ be defined by
T
i(e.t) = ( min up () —/ P dt — O(T — 1),
z/ €T t

which solves (3.8) with inequality replaced by equality. By the comparison

principle, u > 4 > —C', where C depends only on 7T, the growth of H, minur,

and || P||,. Note that || P||, depends only on ||P|ls and T because s > r.
Next, by the growth condition of H we have

—Oyu — A;;0iju + Ci3|Du +GTP|" —C3 < 7.
Observe that by Young’s inequality,
\Du|” < 27! Du + GTP| + 21 GTP[" < 27 (g\Du +GTPI" + 1) +C|PI,
since r > 7. It follows that

1 . .
[Du+GTP" > &|Dul” ~ C|P - C,
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therefore,
1 . .
—atu—Aijaiju+ 5|DU;‘T < ’y+C|P|T+C (39)

Since |P|™ lies in L*'/7(Q), we have that the right hand side of (3.9) is bounded
in L?. Combining this with the lower bound on u, the conclusion follows from
Theorem 3.1. O

We can now fix the values of the coefficients 7 € (1,7], k > 1, and n > 1
to be employed in the sequel, consistently with Corollary 3.3 (if s’ < r) and
Corollary 3.4 (if s’ > r). As will appear later in the proofs of Lemma 3.9 and
Proposition 3.10 , these coefficients must satisfy the following:

[s">7], [k>p|], and [Aisnot constant =7 > p|.

This is the reason why four subcases have been introduced in Hypothesis (H5)
and why we have a specific definition of the coefficients for each of the subcases.
In order to deal with the case 2B, we need the following lemma.

Lemma 3.5. Assume that s’ > r and A is constant, that is, consider the case
2B of Assumption (H5). Then the corresponding condition:

"(1+d
[5’ >1 er} or {5' <1l+d and % p} (3.10)
is satisfied if and only if there exists ¥ € (1,7] such that
R(f,min (p, 7)) > p. (3.11)

Proof. Several cases must be distinguished.

e Case (i): s’ > p. In that case, either s’ > 1+d or s’ < 1+ d and then
s'(1+d)
d—s"+1

Thus, if s’ > p, then (3.10) holds true. Then we can set 7 = % > 1. We

have min (p, S—:) = p and therefore k = (7, p) > p, by inequality (3.3).

T
e Case (ii): s’ < p. Then whatever the choice of 7 € (1,7], we have

> s > p.

’
s

P(7) := min (p, %) =Z.
— Case (iia): s’ > 14 d. Then we can chose 7 sufficiently close to 1, so
that
s —d

7
Then we have p(7) > 1+ ¢, thus k = &(7, p(F)) = occ.

— Case (iib): ' < 14 d. Then whatever the choice of 7 € (1,7], we
have p(7) < 1+ % and therefore, condition (3.11) is equivalent to:

s'(d+1)

i’

The above condition is clearly satisfied if and only if either s’ = 1+d

or s’ <14d and ;,ﬁti? > p.

> 1.

ar e (1,r],
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O

We can finally fix 7, k, and 7.

e In cases 1A and 1B (i.e. ' <r), we set
r=s, w=r(1), n=7n"1).

Then we have k > 7 > p. In case 1A, 7 > p.

e In case 2A (i.e. ' > r and A is not constant), we set ¥ = p. In case 2B
(i.e. 8 > r and A is constant), we assign a value to 7 so that (3.11) holds
true. In both cases 2A and 2B, we set

nzi%(f,min(,%)) and nzﬁ(?,min(p,%/)).

In case 2A, we have k > 7 = p by inequality (3.3). In case 2B, we have
K > p by definition.

Remark 3.6. In case 2B, it is easy to deduce from the proof of Lemma 3.5 an
explicit 7 € (1, r] such that (3.11) holds. Note that the obtained 7 may not be
the best one (i.e. the largest one). For example, if ' > pr, then one can take

’

7 =r. Then % > p and therefore k = &(7,p) > p, by inequality (3.3).

3.2. The relaxed problem

We propose in this subsection an appropriate relaxation of problem (2.3). Let
K denote the set of triplets (u, P,v) € L"(Q) x L* (0,T) x LP(Q) such that
Du+ GTP € L"(Q;R%), Du € L™(Q;R%), and such that (3.1) holds in the
sense of distributions.

The following statement explains that v has a “trace” in a weak sense.

Lemma 3.7. Let f € LY(Q) and let u € L*(Q) satisfy Du € L"(Q;R?) and
— 6,5“ — Aij&;ju S f, ’LL(T) S ur (312)

in the sense of distributions, i.e. for every non-negative function 9 € C°(T9 x
(0,T]) we have

// (u0¥ + 0;(Ai;0)0iu — fV) dov dt < e, T)up(z) de.
Q Td

Then, for any C* map 9: [0,T] x T? — R, the function

tHAﬂ(m,t)u(x,t)dx

has a BV representative on [0,T]. In particular, for any nonnegative C* map
9:[0,T] x T — R, one has the integration by parts formula: for any 0 < t; <
t2 S T;

to t2 ty
- / du] "+ / / udyt + (DV, ADu) + 00;A;;05u < / £9.
Td t1 th Td t1 Td
(3.13)



50 Page 16 of 34 P. J. Graber et al. NoDEA

Proof. First, observe that x +— wu(z,t) is a well-defined L!(T%) function for
a.e. t € (0,T). Then by standard convolution smoothing arguments, one can
check that (3.13) holds for a.e. t1,t2 € [0,7] with ¢; < 5. Indeed, if & is a
convolution kernel, then u. = &, x u, fo = & * f can be shown to satisfy

— Opue — AjjOijus < fo + Re (3.14)

where R, — 0 in L' as ¢ — 0. Then integration by parts implies, for 0 < t; <
to < T and e small enough, that

to to to
- [/ ﬁug] +/ / ugatﬁ—l—<D19,ADu5>+198iAij8ju5S/ /(fg—l—Rs)ﬁ.
Td t1 t, JTd t, JTd
(3.15)

Since uc(-,t) — u(-,t) in L*(T?) for a.e. ¢, and likewise u. — u, Du. — Du,
and f. — fin L', so by letting ¢ — 0 we deduce the (3.13) for a.e. t1,t5 € [0, 7]
with tl é tg.

Now define, for a.e. t € [0, 7], the functions

G(t) = / Iz, t)u(x, t)de + F(t),
’]I‘d
T
= / / w0V + <D19, ADU> + 1981A1]8Ju — fo.
t Td

Now F is absolutely continuous, being the integral of an L'(0,T) function. By
what we have shown G(¢) is increasing on its domain, and moreover G(T') <
Jpa O(x, T)ur(x) dz by hypothesis. Thus I := G — F is BV, and (3.13) indeed
continues to hold for all 0 < t; <ty < T, even if we replace de (z,t)u(z,t) dx
by any value between I(t+) and I(t—). O

We extend the functional D to triplets (u, P,v) € K:

D(u,P,fy):—/Tdu(;r,OJr)mo(a:)dx—&—/o o* (P(1)) dt+/QF* (@, 7(2,1)) dz dt.

We consider the following relaxation of problem (2.3):

inf  D(u, P, 7). 3.16
it (u, P, ) (3.16)

Proposition 3.8. We have

inf  D(u,P,v)= inf D(u,P,~).
e (u, P,7) i (u, P, )

The proof requires an integration by parts formula, established in the
following lemma.

Lemma 3.9. Let (u, P,v) € K and (m,w) € Ky satisfy (2.7). Assume that
mH*(-,—w/m) € L(Q). Then

ym € LY((0,T) x TY), ), JpaG(@)w(z, ) dz) € L'(0,T)
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and for almost all t € (0,T) we have

T
Ad(u(T)mT—u(t)m(t))dx+/t /T (my + mH* (2, 2)
+(P(t), G(x)w(x,t))) dedt > 0, (3.17)

and

/Td(u(t)m(t) —u(0)my) dz —l—/o /Td (my +mH* (z,— %)
+(P(t), G(z, t)w(x,t))) dedt > 0. (3.18)

Moreover, if equality holds in the inequality (3.17) for t = 0, then w =
—mD¢H(-,Du+ GTP) a.e.

Proof. In the interest of smoothing (m,w) by convolution, extend the pair to
[~1,T + 1] x T by defining m = mq on [~1,0], m = m(T) on [T, T + 1], and
w(s,x) = 0 for (s,2) € (=1,0)U(T,T+1) x T Let A;; be an extension of A;;
with /Lj = A;; if t € (0,T) and zero otherwise. Note that with these described
extensions, (m,w) solves

om — 0, (Ayj(t,x)m) +V-w =0 on (=1, +1) x T%

Let &€ = £°(t, ) = £5(¢)&5(x) be a smooth convolution kernel with support in
a ball of radius e. We smoothen the pair (m,w) with this kernel in a standard
way into (me, we) = (€€ *m, &€« w). Then (m,,w,) solves

- 1 1

in the sense of distributions, where

Re = [, 0;Ai;)(m) + [€°, Ai;0;)(m). (3.20)
Here we use again the commutator notation [13]
(€5, cl(f) = €+ (ef) = e(€° * f). (3.21)

By [13, Lemma I1.1], we have that R, — 01in L9, sincem € L% and A;; € W1,
Fix time ¢t € (0,7) at which u(t?) = w(t™) = wu(t) in L*(T¢) and mc(t)
converges to m(t). We have the following inequality based on the equality in
(2.1),

— Ou — Aija,-ju + H([E, Du + GTP) <. (322)

Integrating this inequality against m. yields

T ~
/ / udyme + 0;udj(Asjme) + meH(x, Du+ GTP) + me(t)u(t) — me(T)ur
t Td Td

T (3.23)
S/t /Td YMe.

By (3.19), we have

T T
/ / udym, + 0;ud; (flijme) = / —0;uRe + (Du,w,),
t Td t Td
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while the convexity of H in the last variable gives

T T
/ —m.H* (x,—:ff) < / / (we, Du+ GTP) + m.H (x, Du+ GTP).
t Jrd ¢ t J1d
(3.24)

Combining these results yields

/11‘4 me(tu(t) < /er me(T)ur + /tT /Jl‘d me (’y—i— H* (ac,—%)) + (Gwe, P) + 0juR..

Following now [7], we have that as Du € L" (where we recall that 7 > p or
A is a constant matrix), and as m is continuous in time with respect to the
topology on P(Td)7 we have, as € — 0,

T
/ aj ’LL]%E — O,
t Td

T T
* We * w
/ —m.H (ﬂc, —m€> — / —mH (x, _E) ,
t Jrd t JTd

me(T)up — m(T)urp.
Td Td

(For the second limit, cf. [6].) We also claim that

/tT/Td<Gw€7P>—>/tT/Td<Gw,P>.

To see this, recall Equation (2.7) from Lemma 2.1. If %Jrﬁ > 1, we deduce that
w € L*® and therefore w, — w in L®; from this the claim follows immediately.
Otherwise, if % + pir < 1, then by Hypothesis (H1) we assume that G is
constant. Therefore, we have

[ huigeer= [ {fowor)= [ (= [ 6or) = [ (L)

because t — [, Gw is in L*. Now since v € L*(Q), m € L%(Q), and x >
p, meu strongly converges to mu in L'(Q) and thus up to a subsequence,
Jpa me(t)u(t) — [1om(t)u(t) a.e. We now have that

m(t)u(t) dr < » m(T)ur dz + /tT /Jl‘d m(y+H" (z,—2)) + (P, Gw) dz dt.

Td
An analogous argument produces the other desired inequality, so now assume
that equality holds in inequality (3.18) with ¢ = 0. Then there is t* € (0,7)
where equality holds with ¢ = t*. Let

Es(t):={(s,y) + se[t,T], m(H" (y,—12)
+H(z,Du+G™P)) > —(w,Du+ GTP)+c}.

If |E,(t)| > 0, then for e > 0 small enough, the set of s,y satisfying

Me (H* (y»—;ff) +H(m7Du+GTP)> > —(we, Du+ GTP) +g

€
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has measure larger than M Then by (3.24), for the fixed choice of e,

T
/ —meH* / / (we, Du+ GTP)
tx JTd

+mH(z, DquGTP) (t)|o/4,
whereby we obtain strict inequality in (3.18) with ¢ = ¢*, a contradiction. Thus

E,(t)] =0 for any ¢ and a.e. t
|Eo(t)] y ,
(—w,Du+ GTP) =m (H(z,Du+ GTP) + H*(y, —2)),

m

and hence
w=—mD¢H(-,Du+GTP) ae. in (0,T)x T
O

Proof of Proposition 3.8. It is clear that the value of the relaxed problem is
smaller than the value of problem (2.3). It remains to show the other inequality.
For any (m,w) € K1 with mH*(—w/m) € L'(Q), we have, by Fenchel-Young
inequality and Lemma 3.9,

D7) 2~ [ ulo)mo+ /OT ((P). JraGu) — ©(JpaGu)) + //Q (ym — F(m))

> [ () = [[ mie (=) —/OT<I>(deGw)—//Q F(m)

= — B(m,w).
Maximizing the right-hand side with respect to (m, w), we obtain with Lemma 2.1
that

D(u,P,v) > — inf B(m,w)= inf  D(u,P,),
(u, P,7) (onf (m,w) L . (u, P, )

which concludes the proof. O

3.3. Existence of a relaxed solution

We establish now the existence of a relaxed solution.

Proposition 3.10. The relaxed problem (3.16) has at least one solution (u, P,~) €
K.

Proof. Let (uy, P,,,) be a minimizing sequence for problem (2.3). By Propo-
sition (3.8), it is also a minimizing sequence for the relaxed problem (3.16).
We can, without loss of generality, assume that v, > 0, so long as we only
require u,, to be a viscosity solution to the Hamilton—Jacobi equation. Let us
replace ~,, with its positive part, i.e. (y,)+ := max{7y,,0}. Then we replace
wu, with @,, the continuous viscosity solution of

7at’an — A”&Jﬂn + H(D’[I:n =+ GTPT,,) = (’Y")_H ﬁn(SC, T) = UT(JJ)

By [23], @, also satisfies this equation in the sense of distributions, and thus
the new triple (@n, Py, (vn)+) is also a member of K. We have @, > u,
and F*(v,) = F*((yn)+) for all (z,t) € Q. Therefore, D(ty, P, (7n)+) <
D(uy, Pp,7yn), and thus the new sequence also minimizes D. The arguments
below will then apply to (tp, Pr, (7n)+) in place of (un, Py, vn).
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Step 1: [Bounds for (v,,), (P,), and (Du,)]:
All constants C used in this part of the proof are independent of n. We integrate
(3.1) against mg on @ and obtain

/ u, (0) mo—I—/ 0;un0;(Aijmo) / H(Du,, + GTP,)myg

// ’Ynm0+/ urmy. (3.25)

Let us recall that mg > % The Hamiltonian term can be bounded from below
as:

1 .
/ H(Duy + GTP)mo > LDy + TP, C. (3.26)
Q
In light of the regularity assumptions on A and mg, we also have that
‘/ 0,1ndi( Asymo)| < C|[Dun |y < C|[ Dy (3.27)
Q

Finally, the right-hand side of (3.25) is bounded by C||v,|/, + C. Combining
this estimate with (3.26) and (3.27), we obtain that

1
/ tn (0)10 + —— [ Dty + GTPo " = Cl[Dtnls < Climlly +C (3.28)
- OB

for any choice of B > 1. The constants C' used are also independent of B.
Now we use the fact that (u,, P,,¥,) is & minimizing sequence and the growth
assumptions on F* and ®* to derive

1 |
- / un(0)mo + ZPally + Flmlly = € < Dlun, Po,yn) < C. (3.29)
Td C C
Summing up (3.28) and (3.29), we obtain

1 - 1 s 1
=D + GTPa|r = ClDunlls + S + SlimlE < Cllally +C.
(3.30)

Now by Holder’s inequality we have

IDull? < C(|Du+ GTP|%+ |GTP|7) < C(|Du+ GTP|; +||P|3 + 1)
and so

; 1 1 »
s IDulE + [ &= S IR — CDunle + Slnlls < Clally +C.

(3.31)

We fix now B = 2C2. The terms || Duy,||7, ||x]|, can be absorbed. For instance,
the former can be absorbed by || Dul|% insofar as for an arbitrarily small £ > 0,
there exists C' > 0 (depending on ¢) such that

| Duy||# < e|| Dun ||= + C. (3.32)
Taking & small enough, we finally deduce from (3.31) the estimate
1Dl + 1Pallsr + Il < €. (3.33)
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s0 that (y,)nen is bounded in LP(Q), (P,)nen is bounded in L ((0,T); R¥)
and (Duy,)nen is bounded in L7(Q). Inequality (3.30) further shows that Du,,+
GTP, is bounded in L™(Q;R?). This implies that

|H(Du, + GTP,)|1 < C.
Step 2 [Bound of u, in L®(Q)]:
Now that we have estimates on P, in le, Y in LP, Du,, in L7, and H(Du,, +
GTP,) in L', we can apply Corollary 3.3 in case s’ < r or Corollary 3.4 in case
s’ > r and obtain ||u, ||, < C, where k is defined at the end of Sect. 3.1.
Step 3 [Conclusion]:
The rest of the proof is very similar to the proof of [7, Proposition 5.4], we

only give the main lines. By passing to a subsequence, we assume without loss
of generality that

Up — @ in L¥(Q), Dun — D4 in L7(Q), Duyp, +GTP, — Da+ GT P in L™(Q;R%),
A — % in LP(Q), P, — P in L% (0,T).

Since H is convex, (i, P,%) € K. By weak lower semicontinuity arguments, we

have
ﬁgaiggf//QF*m>+[¢*<Pn>z//QF*WH/OT@*(P).

Using exactly the same arguments as in [7, Proposition 5.4 (Step 3)], one can
prove that

limsup/ un(())mog/ a(0)my,
Td

n— oo Td

which proves the optimality of (u, P, 7). O

4. Existence and uniqueness of a solution for the MFG system

We prove in this section the existence and uniqueness of a weak solution to

the MFG system (1.2).
Definition 4.1. We say that a quadruplet (u, P,m,w) € L*(Q) x L* (0,T) x

L1(Q) x L+ (Q) is a weak solution if

(i) The following integrability conditions hold: Du € L™(Q) and mH*
(,—m/w)) € LY(Q).
(ii) Equation (1.2)-(i) holds in the sense of distributions,

—Oyu — Aij&'ju + H(DU + GTP) < f(m), u(T) <ur
(iii) Equation (1.2)-(ii) holds in the sense of distributions,
Oym — 0y (Aijm) —V-w=0, m(0)=my,

(iv) Equation (1.2)-(iii)—(iv) hold almost everywhere,
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(v) The following equality holds:

//Q (mf(m) +mH"(—w/m) + (P, Gw)) + [ mDur— [ meu(0) =0.

Td Td
(4.1)

Theorem 4.2. There exists a weak solution (u, Pym,w) to the MFG system
(1.2). It is unique in the following sense: if (u, P,m,w) and (v', P',m',w’) are
two solutions, then m =m/, w =w', P =P’ a.e. and uw =’ in {m > 0}.

Theorem 4.3. Let (m,w) € Ky be a minimizer of (2.6) and (u,P,%) be a
minimizer of (3.16). Then, (u, P,m,w) is a weak solution of the MFG system
and 5 = f(m).

Conversely, any weak solution (u, P,m,w) of the MFG system is such
that (m,w) is the solution to (2.6) and (u, P, f(m)) is a solution to (3.16).

Proof. Part 1. Let (m,w) € K; be the solution to (2.6) and (4, P,7) € K
be a solution to (3.16). Condition (#ii) of Definition (4.1) is verified by the
definition of ;. By Lemma 2.1 and Proposition 3.8, these two problems have
the same value, thus

0 =D(u, P,5) + B(m,w)

://Q (F*(3) + F(m)) +/OT (<I>*(15)+‘I>(waw))

+//QmH*(—w/m)+/Td UTm(T)_/Eda(O)mO'

By the Fenchel-Young inequality, we have

F*(¥)+ F(m) >4m for ae. (z,t) € Q,

O*(P) + ®([raGw) = (P, [r,Gw) for a.e. t € (0,T) (4.3)
thus

02//(2 (m§+mH*(—w/m)+<P,Gw>)+ Tdm(T)uT— y mo(0).

(4.4)

This implies first that mH*(—w/m) € L'(Q). Moreover, by Lemma 3.9, in-
equality (4.4) is in fact an equality and w = —mD¢H (Du + GTP). Moreover,
the equality holds a.e. in (4.2) and (4.3) therefore,
y=F'(m)=f(m) forae. (z,t)€Q,

P =Do([p.Gw) =V ([,Gw) forae. te(0,T).
Since (4.4) is an equality and ¥ = f(m), (4.1) (condition (v)) holds true.
Further, by the definition of £ and 4 = f(1m), condition (i7) holds. We conclude
then that (@, P,m,w) is a weak solution to the MFG system.

Part 2. Let (@, P,m,w) be a weak solution to (1.2). Let 4 = f(im). The
growth condition on f implies that ¥ € LP(Q). Therefore, (m,w) € Ky and
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(@, P,5) € K. It remains to show that (@, P,%) solves (3.16) and that (1m,w)
solves (3.16).

The argument is very similar to the one used in Proposition 3.8. It mainly
consists in showing that D(w, P,%) + B(m,w) = 0. Since § = f(m) = F'(m)
a.e., we have by convexity of F' that

F(m)+ F*(§) =4m, fora.e. (z,t) € Q.
Similarly, since P = ¥ ( [,Gw) = D®( [;,Gw), we have
®( [raGw) + ®*(P) = (P, [;sGw), for a.e.t € (0,T).
These two equalities and (4.1) yield:
T
D(u, P,5) + B(m,w) = //Q (F*(%) + F(m)) +/ (@(deGw) + <I>*(P))
0
+ // mH*(—w/m) +/ (urm(T) — a(0)my)
Q T

= // m7+// (P, Gw)
Q Q
+/Td urm(T) — a(0)mg +// mH*(—w/m)
=0. ¢
As a consequence, we obtain

inf  D(u,P,y) < D(u,P,5) = —B(m,w) < — min B(m,w).

i D(u, Py) < D(w, P,7) (m, @) < = min B(m,w)
The first and the last term being equal, the two above inequalities are equali-
ties, which shows the optimality of optimality of (@, P,¥) and (m, @), respec-
tively. O

Proof of Theorem 4.2. By Lemma 2.1, problem (2.6) has a solution (/m,w) and
by Proposition 3.10, problem (3.16) has a solution (@, P,%). By Theorem 4.3,
(@, P,m,w) is a weak solution to the MFG system.

Now, let (uy, Py, mq,wy) and (ug, Py, ma, ws) be two weak solutions. By
Theorem 4.3, (my,w1) and (mg,ws) are solutions to problem (2.6), they are
therefore equal. Relation (1.2)-(iii) implies that Py = P5. Let (m,w, P) =

(mq,wy, P1) denote the common values. Let 7 = f(m). Then (ui, P,%) and

(uz, P,7) lie in K (by definition of weak solutions).
For t € (0,T), (m,w) € K1, and (u, P,v) € K, we introduce

Bu(m,w) = ./tT /T (m* (—uw/m) + F(m) +/tT<I>(fWGw) +/Td wrm(T)

Di(u, P,y) = —/Tdu(O)mo+/tT<I>*(P)+/tT/TdF*(fy).

Proceeding as in the proof of Proposition 3.8, we obtain that

inf D P,v) > —Bi(m,w).
(u,lg}y)eK t(ua 37) e t(mvw)
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By Lemma 3.9 and relation (4.1),

T
/ / (mfm) + ma* (—afm) + (P.Gw)) + [ m(@yur— [ mtyui(t) =0

t Jrd Td Td
fora.e. t € (0,7T) and for ¢ = 1, 2. Proceeding as in the proof of Theorem 4.3, we
obtain that —B;(m,w) = D¢(u;, P,5). Thus (uy, P,7) and (uz, P,¥) minimize
D; over K.

Let @ = u; V ug. Adapting the proof in [7, Theorem 6.2], we obtain that

(@, P,5) € K. Since D;(u) < Dy(u;), we deduce that (@, P,v) also minimize
D;. It follows that

/W up (t)m(t) = /Td us (t)m(t) = /Td a(t)m(t)

As u; < @ and ug < 4, this implies that u; = uy = @ a.e. in {m > 0} and
concludes the proof. O

5. Regularity estimates

In this section we adapt the methods used in [17,18] to show that weak
solutions of (1.1) possess extra regularity—Sobolev estimates in both space
and time—not required by Definition 4.1. These estimates hold under general
strong monotonicity assumptions on the coupling f(z, m) and coercivity on the
Hamiltonian. We divide our results into “space regularity,” i.e. estimates on
derivatives with respect to z, and “time regularity,” estimates on derivatives
with respect to t.

5.1. Space regularity

Before stating the result, let us enumerate a few additional assumptions.
Assumption 5.1. A;; is constant for every i,j.

Assumption 5.2. (Strong monotonicity) We have a Lipschitz estimate on f
of the form

|f(x,m) — fly,m)| < CmT  + )|z —y| Yo,y € T, m>0. (5.1)
We also assume that f(x,m) is strongly monotone in m, that is, there exists
cf > 0 such that
(f(z,m) — f(z,m)) (R —m) > ¢y min{m? 2, m4" 2}/ — m|? Vm,m >0, m #m.

(5.2)

If ¢ < 2 one should interpret 0972 as +oo in (5.2). In this way, when m = 0,
for instance, (5.2) reduces to f(x,m)m > cym?, as in the more regular case
q=2.

Assumption 5.3. (Coercivity) There exist ji,jo : R? — R? and cg > 0 such
that

H(z, &)+ H*(x,() — £ ¢ > cnlji(€) — j2(¢) (5.3)
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In particular, and in light of our restriction on the growth of H, we specify
that j1(€) ~ [€]"/27¢ and ja(C) ~ [¢]"/271¢.

Assumption 5.4. my € W2°°(T%), up € W2>(T%), G € W (T4 L(R*,R?)),
and H* is twice continuously differentiable in x with

(D2, 1 (2,0) < Cur (I” +1). (5.4)

Notice that Assumption 5.2 holds for the canonical case f(z,m) =mi~!
or even if f(z,m) = f (x)m4~1 for some strictly positive, Lipschitz continuous
function f on T?. Assumption 5.3 likewise holds for a canonical structure
H(z,€) = c(x) |¢]" for some strictly positive, C2 smooth function c(z) on T.

Proposition 5.5. Let Assumptions 5.1, 5.2, 5.3, 5.4 hold. Then, if (u,m) is a
weak solution of (1.1),

[m2'Dm|12o < C and [|m'2D(j1(Du))||2q < C,
where C' is a constant depending only on the data.

Proof. Throughout we use the notation ¢°(z) = g(x + &) for any function
depending on x € T¢.

Take a smooth minimizing sequence (,, Py, v,) € Ko for the dual prob-
lem. Integrate (2.4) by parts against u,, and rearrange to get

/ mH (z, Du, + GTP,)dxdt = /Ed(uTm(T) — up (0)mg) dz

// nm — (D, w) da dt. (5.5)

Step 1. The following estimates show that (up to a subsequence) Du,, — Du
in L7 ([0,7] x T4 R%) (see Sect. 3 for definition of 7, and NB 7 < min{r, s'}):

Using Young’s inequality and Assumption (H2) we get

1 7 1
— / |Du,, + GTP,|" mdzdt < —// |Du, + GTP,|" mdzdt + C
CJlq C¢Jlq

< furle+ [ il + [ ()

) dzdt + C.

(5.6)
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By possibly increasing C we get

1 N
—// | Du,,|" m dz dt
CJlq

< Jurlloo + / 1 (0) g
’]I‘d
+// ((“/n)+m+0m):;’r +C|GTPn|Fm> dedt+C
Q

< flur oo + / 1 (0) 10
Td

+J[ (6

Since P, is bounded in L*', we have that Du,, is bounded in L7 where we recall
that # = min(r, ). Thus, up to a subsequence, Du,, — ¢ for some ¢ € L" .
The argument that ( = Du m—a.e. follows as in [17]. We also have, up to a
subsequence, that P, — P in L* (0,T), and thus also that Du, + GTP, —
Du + GTP in L7, ([0,T] x T¢; R%). Indeed, the upper bound given by (5.6)
shows that Du,, + GT P, converges weakly in L7 | and its limit must be equal

to Du + GTP a.e. by taking the limit of each summand.

r’ T ,
) d:pdt+0/ P, dt +C. (5.7)
0

Step 2. Now use ud and u;,° as test functions in (2.4) to get

/ (u‘sTm(T) — qu(O)mo) dx
Td

= // (H(z + 0, Dud + (G°)TP,)m — yom + Dud) - w) dedt (5.8)
Q

and

/ (u;‘sm(T) — u;‘s(O)mo) dz
'E‘d

= // (H(z — 8, Du,’ + (G0 P,)ym — v, °m + Du,,® - w) dzdt
Q

(5.9)

We have the optimality condition

/11‘ (urm(T) — u(0)mg) dz = // w - m + P (Gw)+ f(x,m)m) dz dt.
(5.10)
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Take (5.8) + (5.9) -2(5.10) to get
/ﬂ:d ((u% + u;é — QuT) m(T)
—un(0) (mg + mga — 2m0)> dzx
- //Q (H(x +6,Dub + (G Ppym + H* (x +4, _E) m
+ (Dqu + (G‘S)TP,L) -w) dz dt
+//Q (H(ac —6,Du;’ + (GHTP)m + H* <ac -9, —%) m
n (Du,;“ + (G*‘S)Tpn) -w) dz dt
+//Q ((2f(w,m) a8 —7;5)m+2P- (Gw) — P, - (G%+G—5w)) dzdt — I

(5.11)

1;://(2 (1 (x+5——)+H*( 5—%)—2}{* (m—%))m
(5.12)

and where we have used
/ (qu(O) + u,,°(0) — 2u(0)) mo dz = / U, (0) (mg +mg? — 2my) dz.
Td Td
(5.13)

Since H is convex in the third argument, by the result of Step 1 and weak
lower semicontinuity we have

/ H(z + 6, Du™® + (G*°)T P)ym dzx dt
Q
< liminf / H(z 6, Du + (G**)T Pym dz dt.
Q
Letting n — oo in (5.11) we obtain
/ / (H(z + 6,Du’ + (G°)"P)ym
Q
+H" (246, —— ) m+ (Du’ + (") P) -w) dudt
// H(z—6,Du=° + (G )TP)ym + H* (z—d,—g>m+(Du76
m
“NTP) . w) dedt
< / ((uT +ugd — 2ur) m(T) — u(0) (mg +mg° — 2my)) da + I
// x—|—5,m‘s)—|—f(x—5,m75)—2f(3:,m))m
((G°+G° —2G) w)) dzdt. (5.14)
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By [17, computation (4.25)] we have
[, (f+om®) + fo = 6,m~%) = 2f(em))
Td

< Cl8)? <1 +/ min{m?, m}? d:p) -u / min{(m?)7=2, m3=2}|m? — m|? dz.
Td 2 Jrd
(5.15)

Using estimate (5.3) on the left-hand side of (5.14), then using |a + b|*
2 |a|®+21b|*, and combining with (5.15), then using Assumption 5.4 we deduce

// ’ (D’ +(@" P) —( u_5+(G_6)TP)T/2‘mdxdt

2 min{(m®)a2, me }‘m —m' dz

2 Td

w
<168 (urlwao + ol [ ) do+ o (121, +1) )
Td m

Bk (c <1+/Tdmin{mé,m}qu>+uG|\Wz,m //Q Pl dzdt). (5.16)

O

5.2. Time regularity

As in the previous subsection, we enumerate our assumptions before stating
the main result.

Assumption 5.6. We assume that A;; = 0.

We remark that Assumption 5.6 is much stronger than Assumption 5.1
but appears to be necessary, for technical reasons that appear in the estimates
below.

Assumption 5.7. (Strong monotonicity in time) We assume that (5.2) holds.

We assume that W is invertible, with inverse denoted by (¥=1) (t,-) (for
instance, it suffices to assume that its primitive ® is strictly convex). We
assume that, for some constant cy > 0,

(w1 P)-w'(P)) (P-P)
> ¢y min {‘13’“ , |P|S"2} P — P2 Vt,r€[0,T), PeRF
(5.17)

Proposition 5.8. Under Assumptions 5.6, 5.7, and (5.4), for every e > 0, there
exists a constant C(), depending only on & and the data, such that

Jor (%) |, + | ()

where Q. := T x (¢,T — ¢).

<C(e) (5.18)
L2(e,T—¢)
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Remark 5.9. The proposition could also be proved for data depending on time,
in particular with f(z,m) and H(z,§) replaced by f(t,z,m) and H(t,z,&),
respectively. The only additional assumption needed would be a Lipschitz es-
timate in ¢, where the Lipschitz constant can depend on z (but not on m or

£).

Proof. Let € € R be small and 5 : [0,7] — [0,1] be smooth and compactly
supported (with the support of n denoted Spt( )) in (0,7) such that |¢| <
min {dist(0, spt(n)); dist(T, spt(n))} and max; |en/(t)] < 1. If ¢ > 0 we set
ne(t) = t + en(t), which is a strictly increasing bijection from [0,T] to itself.
Then we set n_. = 2%, which is also smooth by the inverse function theorem.
For competitors (u, P,v) of the minimization problem for A, let us define

u(x,t) = u(x,n:(t)); P(t) = P(n(t)); ~°(z,t) == n.(t)y(z,n(t)).

Notice that by construction, if ¢ € {0,T} then u(x,t) = v®(x,t) and v(z,t) =
~¢(x,t), provided that v(x,t) is well-defined.

Similarly, for competitors (m,w) of minimization problem for B, we de-
fine

m(x,t) = m(z,ne(t)); w(2,t) = nl(t)w(x,ne(t))

and here as well if ¢t € {0, T} then m(z,t) = m®(x,t) and w(z,t) = we(x,t).
We define moreover perturbations on the data as

°(t,v) = n(t)® (v/nL(t)) ,
fg(t,l',m) = ﬂé(t)f(ffam)% Fs(t’mvm) = ﬂé(t)F(%m),

from which the Legendre transforms w.r.t. the last variable satisfy

(©°)"(t, P) = nL()@(P), (F°)"(t,2,y) = nL()F" (z,7/n(t)).

Finally, we define
Ha(t7x7§) = n;(t)H(:L‘,f), thus (HE)*(xa <) = né(t)H*(w7 C/n;(t))

Step 1. Take a smooth minimizing sequence (u,,, P, v,) in Ko. Use ute
as a test function in Oym + V - w = 0 to get

[, (arm(?) =, 0)mo) dz
// (t, 2, DUl + GTPE(£))m — vEm + Duc, - w) dz dt (5.19)
and
/ (urm(T) = un(0)mo) da

// *(t,x, Du,® + GTP~*(t))m — 7, °*m + Du,,* - w) dzdt.

(5.20)
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Take (5.19)4(5.20)-2(5.10) to get

/w 2 (w(0) — 1 (0)) mo A

2/ H¢(z,Du;, + GTP°)+ H* (Jc,—g)—l-(Du +GTpPe)- )mdmdt
m m

// (z,Du=* + GTP~) + H* (If%)
+(Duz" +GTP) - =) mdedt
+//Q (2f(z,t,m) —~5 — 7, %) mdz dt
+//Q (2P - (Gw) — P* - (Gw) — P~% - (Gw)) da dt. (5.21)

Letting n — oo we get

E) mdz dt

/ HE(:E,DuE L GTPE) 4 (H)E (w 73) 1 (Duf + GTP*).
m m

+// (z,Du% + GTP~%) 4 (H*)"¢ (m—%) + (Du=+GTP9). %) mdz dt
+//Q 2f(z,m) — fE(t,x,m®) — f~5(t,z,m™ %)) mdzdt

+// (2P - (Gw) — P° - (Gw) — P™¢ - (Gw)) dzdt < R(e) (5.22)
Q

where
€)= / ((H*)E (m 73) +(HY)E (x 73) —2H* (:c ff)) da dt.
0 m m m
(5.23)
Arguing as in [18, Proposition 3.3, Step 1] and using the estimate on D2 H*,
we have R(g) = O(g?).

Next we perform changes of variables and the relation P = D, ®(¢, [ Gw)
to rewrite

// (2P - (Gw) — P* - (Gw) — P~¢ - (Gw)) dwdt—// (Gw® — Gw)dzdt

7/0 (P* = P)- (071" (1, P) = 0, P)) dt. (5.24)

Using the same argument as in [18, Proposition 3.3, Step 4], Assumption 5.7
implies
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/OT (P —P)- ((\1/—1)6 (t,PF) — (U1 (tp)) a

c T Ly ;
> [P @1 PO 2P0 - POR @l [ 1po)
(5.25)

We use an analogous argument (or see [18, Proposition 3.3, Step 4]) we deduce

/ /Q (27 (2, m) — f*(t,2,m") — f~(t,z,m~")) mda dt
= [ (et m) ) (= m) doct

> %f// min {ms,m}q—z |m® —m|2 dedt — C|5|2// m?dz dt.
Q Q

(5.26)

Finally, using Assumption 5.3 we get

// (z, Duf + GTP®) + (H*)* (x—%)

+ (Duf + GTPF) - m) mda dt
[ (e o @ ey (v )
+ (D™ +GTP) - S ) mded
2
> ey //Q ‘jl (Duf + GTP?) — j, (%)‘ mdz dt
. —e ey - (WN]?
+cu //Q ‘j1 (Du™+GTP~%) — jo (m)’ mdxzdt
= %{/ |j1 (Du® +GTP®) — j (leE + GTP*E) |2 mdx dt
Q

(5.27)
Combining (5.23), (5.25), (5.26), and (5.27) with (5.22), we get

/ |j1 (Du® + GTP?) 7]1( +GTP75)|2mdxdt
+c§f/ min {m®,m}*"? |m¢ —m|* dz dt
Q
co [T . §'—2 | pe 2 2
+7/ min {|P*(@)[, [P@)[}" 7 [P(t) — P(#)]” dt < Clel”, (5.28)
0

where we have used the estimates on [f, m?dzdt and fOT |P(t)\s, dt. The
conclusion follows. O
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