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Abstract. We give a new operator formula for Grothendieck polynomials that generalizes Magyar’s De-
mazure operator formula for Schubert polynomials. Our proofs are purely combinatorial, contrasting with

the geometric and representation theoretic tools used by Magyar. We apply our formula to prove a necessary
divisibility condition for a monomial to appear in a given Grothendieck polynomial.

1. Introduction

Schubert polynomials Sw and Grothendieck polynomials Gw are multivariate polynomials associated
to permutations w ∈ Sn. Schubert (resp. Grothendieck) polynomials were introduced by Lascoux and
Schützenberger in [16, 17] as a set of distinguished representatives for the cohomology (resp. K-theoretic)
classes of Schubert cycles in the cohomology ring (resp. K-theory) of the flag variety of Cn. Since their
introduction, Schubert polynomials have become central objects in algebraic combinatorics. Their rich
combinatorial structure is evident from the myriad formulas, such as [1, 2, 8–10, 14, 19, 26]. Many formulas
for Schubert polynomials generalize to Grothendieck polynomials. Recent work [3,4,25] has uncovered novel
formulas for Grothendieck polynomials and their generalizations.

In this paper, we focus on the following algebraic formula for Schubert polynomials due to Magyar [20]:

(1) Sw = ωk1
1 · · ·ωkn

n πi1(ω
m1
i1

πi2(ω
m2
i2

· · ·πiℓ(ω
mℓ
iℓ

) · · · )).
The formula uses combinatorial data

i(w) = (i1, . . . , iℓ), k(w) = (k1, . . . , kn), and m(w) = (m1, . . . ,mℓ)

associated to Rothe diagrams to write Schubert polynomials in terms of the Demazure operators πj and
monomials ωj = x1 · · ·xj . Unlike the usual recursive definition of Schubert polynomials through divided
difference operators, Magyar’s formula is “ascending”: the degree weakly increases at each step of the
formula. We generalize Magyar’s formula to Grothendieck polynomials, consequently giving a new proof
for Schubert polynomials in the process. We now state our main theorem; for the necessary definitions see
Section 2.

Theorem 1.1. For any w ∈ Sn, the Grothendieck polynomial Gw is given by

Gw = ωk1
1 · · ·ωkn

n πi1(ω
m1
i1

πi2(ω
m2
i2

· · ·πiℓ(ω
mℓ
iℓ

) · · · )),
where (i(w),k(w),m(w)) is the orthodontic sequence of w, ωi = x1 · · ·xi, and πj(f) = πj((1− xj+1)f).

Our proof of Theorem 1.1 is purely combinatorial, and yields a combinatorial proof of (1) as well –
contrasting with the geometric and representation theoretic tools used in [20]. We apply Theorem 1.1 and
the inductive tools developed for its proof to derive Theorem 1.2, a new divisibility restriction for monomials
appearing in a Grothendieck polynomial. We refer to Section 6 for notation and details.

Theorem 1.2. For any permutation w ∈ Sn, all monomials appearing in Gw divide xD(w).

Outline of this paper. Section 2 gives background on Schubert and Grothendieck polynomials, and ex-
plains the machinery behind Magyar’s orthodontia formula. In Section 3, we define the class of sorted
permutations and introduce a projection onto this class. In Section 4, we track changes in orthodontia upon
sorting or moving up in weak Bruhat order. In Section 5, we construct some inductive tools and prove The-
orem 1.1. In Section 6, we apply Theorem 1.1 to study the supports of Grothendieck polynomials, proving
Theorem 1.2. We conclude with a brief discussion of strongly-separated diagrams in Section 7.
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2. Background

2.1. Conventions. For m,n ∈ N, we use the notation [m,n] to mean the set {m,m + 1, . . . , n}, and the
notation [n] to mean {1, 2, . . . , n}. For j ∈ [n−1], sj will denote the adjacent transposition in the symmetric
group Sn swapping j and j + 1. Throughout, we will take permutations as acting on the right, switching
positions, not values. For example ws1 equals w with the numbers w(1) and w(2) swapped.

2.2. Difference Operators on Polynomials. We recall the definitions of four types of operators on poly-
nomial rings.

Definition 2.1. Fix any n ≥ 0. The divided difference operators ∂j for j ∈ [n − 1] are operators on the
polynomial ring Z[x1, . . . , xn] defined by

∂j(f) =
f − (sj · f)
xj − xj+1

=
f(x1, . . . , xn)− f(x1, . . . , xj−1, xj+1, xj , xj+2, . . . , xn)

xj − xj+1
.

TheDemazure operators πj , the isobaric divided difference operators ∂j , and theDemazure–Lascoux operators
πj are defined on Z[x1, . . . , xn] respectively by

πj(f) = ∂j(xjf),

∂j(f) = ∂j((1− xj+1)f),

πj(f) = ∂j(xj(1− xj+1)f).

The following lemmas collect several basic properties of divided and isobaric divided difference operators
which will be used frequently.

Lemma 2.2. The divided difference operators satisfy the following properties.

• ∂j∂j = 0 for all j.
• ∂j∂k = ∂k∂j whenever |j − k| > 1.
• ∂j∂j+1∂j = ∂j+1∂j∂j+1.
• ∂j(f) = 0 if and only if f is symmetric in xj and xj+1.
• If ∂j(f) = 0, then ∂(fg) = f∂(g).

Lemma 2.3. The isobaric divided difference operators satisfy the following properties.

• ∂j∂j = ∂j for all j.

• ∂j∂k = ∂k∂j whenever |j − k| > 1.

• ∂j∂j+1∂j = ∂j+1∂j∂j+1.

• ∂j(f) is symmetric in xj and xj+1.

2.3. Schubert and Grothendieck Polynomials.

Definition 2.4. The Schubert polynomial Sw of w ∈ Sn is defined recursively on the weak Bruhat order.
Let w0 = n n−1 · · · 2 1 ∈ Sn, the longest permutation in Sn. If w ̸= w0 then there is j ∈ [n − 1] with
w(j) < w(j + 1) (called an ascent of w). The polynomial Sw is defined by

Sw =

{︄
xn−1
1 xn−2

2 · · ·xn−1 if w = w0,

∂jSwsj if w(j) < w(j + 1).

Definition 2.5. The Grothendieck polynomial Gw of w ∈ Sn is defined analogously to the Schubert poly-
nomial, with

Gw =

{︄
xn−1
1 xn−2

2 · · ·xn−1 if w = w0,

∂jGwsj if w(j) < w(j + 1).

Proposition 2.6. Let w ∈ Sn with w(j) < w(j + 1). Then

∂j(Gw) = 0 and ∂j(Gw) = Gw.

Proof. The conclusions follow readily from the basic properties of ∂k and ∂k, together with the recursive
definition of Gw. □
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It can be seen from the recursive definitions that Sw is homogeneous of degree equal to the number of
inversions of w, and equals the lowest-degree nonzero homogeneous component of Gw. See [21] for a deeper
introduction to Schubert polynomials.

2.4. Orthodontia of Diagrams. We describe the orthodontia algorithm for diagrams due to Magyar in
[20]. We closely follow the exposition of [7].

By a diagram, we mean a subset D ⊆ [n]2, the n × n grid. We view D from a column perspective as
D = (C1, C2, . . . , Cn), where each Cj is a subset of [n]. The subsets Cj are naturally called the columns of
D. Graphically, we draw D as a collection of boxes (i, j) in a grid, viewing an element i ∈ Cj as a box in
row i and column j (reading the indices in the same way as matrix notation). There is a canonical diagram
associated to any permutation.

Definition 2.7. The Rothe diagram D(w) of a permutation w ∈ Sn is the diagram

D(w) = {(i, j) ∈ [n]2 | i < w−1(j) and j < w(i)}.

D(w) can be visualized as the set of boxes left in the n× n grid after you cross out all boxes weakly below
(i, w(i)) in the same column, or weakly right of (i, w(i)) in the same row for each i ∈ [n].

Example 2.8. If w = 31542, then

D(w) = = ({1}, {1, 3, 4}, ∅, {3}, ∅),

where we indicate the boxes removed with red lines.

We now explain Magyar’s orthodontia algorithm. For a column C ⊆ [n], let the multiplicity multD(C) be
the number of columns of D which are equal to C. Let D be the Rothe diagram of a permutation w ∈ Sn

with columns C1, C2, . . . , Cn. We describe an algorithm to produce vectors

i(w) = (i1, . . . , iℓ), k(w) = (k1, . . . , kn), and m(w) = (m1, . . . ,mℓ)

from D. To begin the first step, for each j ∈ [n] let kj = multD([j]), the number of columns of D of the
form [j]. Replace all such columns by empty columns for each j to get a new diagram D−.

Given a column C ⊆ [n], a missing tooth of C is a positive integer i such that i /∈ C, but i+ 1 ∈ C. The
only columns without missing teeth are the empty column and the intervals [i]. Hence the first nonempty
column of D− (if there are any) contains a smallest missing tooth i1. Switch rows i1 and i1 + 1 of D− to
get a new diagram D′.

In the second step, repeat the above with D′ in place of D. Specifically, let m1 = multD′([i1]) and replace
all columns of the form [i1] in D′ by empty columns to get a new diagram D′

−. Find the smallest missing
tooth i2 of the first nonempty column of D′

−, and switch rows i2 and i2 +1 of D′
− to get a new diagram D′′.

Continue in this fashion until no nonempty columns remain.

Definition 2.9. The triple (i(w),k(w),m(w)) constructed in the preceding algorithm is called the orthodon-
tic sequence of w.

Example 2.10. If w = 31542, then the orthodontic sequence algorithm produces the diagrams shown in
Figure 1. The sequence of missing teeth gives i(w) = (2, 3, 1), k(w) = (1, 0, 0, 0, 0), and m = (0, 1, 1).

Remark 2.11. Magyar’s orthodontia algorithm applies more generally to any strongly separated diagram
D, after possibly changing the order of the columns. See Section 7 for a brief summary, or [20] for further
details.

Our interest in orthodontia stems from the following orthodontic operator formula for Schubert polyno-
mials, which we generalize to Grothendieck polynomials in Section 5.
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k3 = 0 i1 = 2

D = D(w) D− D
′ D

′

−

m1 = 0

k2 = 0

k4 = 0

k5 = 0

k1 = 1
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′′ D

′′

−
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′′′
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′′′

−
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Figure 1. Execution of the orthodontic sequence algorithm on D(w) for w = 31542.

Theorem 2.12 ([20, Proposition 15]). Let w ∈ Sn have orthodontic sequence

i(w) = (i1, . . . , iℓ), k(w) = (k1, . . . , kn), and m(w) = (m1, . . . ,mℓ).

If ωj denotes the monomial ωj = x1x2 · · ·xj, then

Sw = ωk1
1 · · ·ωkn

n πi1(ω
m1
i1

πi2(ω
m2
i2

· · ·πiℓ(ω
mℓ
iℓ

) · · · )).

Example 2.13. For w = 31542, one can check that

Sw = x1π2π3(x1x2x3π1(x1))

= x2x3x
3
1 + x2x4x

3
1 + x3x4x

3
1 + x2x

2
3x

2
1 + x2

2x3x
2
1 + x2

2x4x
2
1 + x2

3x4x
2
1 + x2x3x4x

2
1.

3. Sorted Permutations and Grothendieck Polynomials

We define a special class of permutations, called sorted permutations. We introduce a projection map
onto this class called sort. We then relate the Grothendieck polynomials of any permutation and its image
under sort.

Definition 3.1. A standard interval is a set of the form [j] for some j ≥ 0.

Recall (see for instance [21]) that a permutation w is called dominant if it satisfies any of the following
equivalent conditions.

• There are no indices i < j < k with w(i) < w(k) < w(j) (called 132-patterns).
• The Rothe diagram D(w) is the Young diagram of a partition.
• All columns of D(w) are standard intervals.

Definition 3.2. Fix a permutation w ∈ Sn. We define quantities (h,C, α, i1, β) associated to w, collectively
called the primary column data of w. Assume first that w is not dominant, so that D(w) has a column which
is not a standard interval. Let h be the smallest integer such that the column D(w)h+1 is not a standard
interval. Denote by C the column C = D(w)h+1 ⊆ [n]. Define α to be the largest integer such that [α] ⊆ C.
Denote by i1 the smallest missing tooth of C. Lastly, set β = i1 − α, the size of the “uppermost gap” of C.
If w is dominant, simply set h = n, C = ∅, α = 0, i1 = n, and β = n.

Example 3.3. The permutation w = 68432751 has diagram shown in Figure 2. The leftmost column that
is not a standard interval is column five, so h = 4 and C = D(w)5 = {1, 2, 6}. From C, we read off α = 2,
i1 = 5, and β = 3.
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D(w) = .

Figure 2. The diagram of w = 68432751.

Lemma 3.4. Any permutation w restricts to a bijection

[α+ 1, i1] → [h− β + 1, h].

Moreover, the corresponding permutation σ ∈ Sβ is dominant.

Proof. If w is dominant, then σ = w and there is nothing to prove. Assume w is not dominant. For any
k ∈ [α+ 1, i1], we have w(k) ≤ h since the (h+ 1)-th column C of D(w) has no box in row k, but has a box
in row i1 + 1 > k.

Suppose there exists k ∈ [α + 1, i1] with w(k) < h − β + 1. Then we can find p ∈ [h − β + 1, h] with
p /∈ w ([α+ 1, i1]). Consider w−1(p). By assumption, w−1(p) ̸∈ {α + 1, . . . , i1}. Since [α] ⊆ C, all columns
left of C also contain [α]. In particular, [α] ⊆ D(w)p so w−1(p) /∈ [α]. Since i1 + 1 ∈ C, w−1(p) ̸= i1 + 1.
Thus w−1(p) > i1 + 1. Since i1 + 1 ∈ C, this implies i1 + 1 ∈ D(w)p.

As w(k) < h − β + 1 ≤ p, it must be that k /∈ D(w)p. However, this implies that D(w)p is not a
standard interval, a contradiction to the definition of h. The assertion that the induced permutation σ ∈ Sβ

is dominant follows since all columns left of C are standard intervals containing [α]. □

Definition 3.5. Given w ∈ Sn, define σ(w) ∈ Sβ to be the dominant permutation obtained by restricting
w to [α+ 1, i1]. We say w is sorted if σ(w) is the identity permutation. The sorting of w, denoted wsort, is
the permutation obtained from w by reordering the numbers w(α+ 1), . . . , w(i1) to be in increasing order.

Example 3.6. The permutation w = 68432751 has σ(w) = 321. This implies wsort = 68234751. The
diagrams of w and wsort are

D(w) = .D(wsort) =and

Note that any permutation wsort is always sorted, and that the primary column data of wsort is always
the same as the primary column data of w. Observe also that wsort is the identity permutation whenever w
is dominant.

We now describe the relation between Grothendieck polynomials and the sort operation on permutations.
We will write (ab) for the transposition in Sn swapping a and b. We first recall a formula due to Lenart for
the multiplication of a Grothendieck polynomial by a variable.

Let w ∈ Sn and j ∈ [n]. Denote by (ab) the transposition in Sn swapping the numbers a and b. For
j ∈ [n], define the set Pj(w) to consist of all permutations

v = w · (a1j) · · · (apj)(jb1) · · · (jbq) ∈ Sn
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such that p, q ≥ 0, p+ q ≥ 1,

ap < ap−1 < · · · < j < bq < bq−1 < · · · < b1,

and the length increases by exactly 1 upon multiplication by each transposition. For v ∈ Pj(w), define
ξj(w, v) = (−1)q+1.

Theorem 3.7 ([18, Theorem 3.1]). For any w ∈ Sn and j ∈ [n],

xjGw =
∑︂

v∈Pj(w)

ξj(w, v)Gv.

Denote by des(w) the descent set of w, des(w) = {j | w(j) > w(j + 1)}.

Lemma 3.8. Let w ∈ Sn be a nonidentity permutation with primary column data (h,C, α, i1, β). Set

a = max (des(w) ∩ [α+ 1, i1]) and b = max ({p | w(p) < w(a)} ∩ [α+ 1, i1]) .

Then Gw = xaGw·(ab).

Proof. The lemma can be proved by a straightforward but lengthy case analysis, using Theorem 3.7 to show
Pa(w · (ab)) = {w}. Alternatively, observe that the particular choice of a and b implies D(σ(w · (ab))) equals
D(σ(w)) with the rightmost box in row a (which will be the bottommost row) removed. The box removed in
D(w) is bottomost in its column and rightmost in the dominant part of D(w) (the collection of contiguous
boxes in the northwest corner of D(w)). The reader familiar with pipe dreams may note that this lemma is
now a consequence of the simplicial complex perspective of [12], together with the ladder moves of [1]. □

Proposition 3.9. Let w ∈ Sn and suppose σ(w) has Rothe diagram equal to the Young diagram of λ =
(λ1, . . . , λβ). Then

Gw = xλ1
α+1 · · ·x

λβ

i1
Gwsort

.

Proof. It is enough to work inductively and use that the choice of a and b in Lemma 3.8 implies σ(w · (ab))
equals σ(w) · (a− α b− α), which has one fewer inversion than σ(w). □

Proposition 3.9 implies the following well-known property of dominant permutations.

Corollary 3.10. If w ∈ Sn is dominant with D(w) equal to the Young diagram of λ, then

Gw = xλ1
1 · · ·xλn−1

n−1 .

4. Orthodontia And Weak Bruhat Order

We track how orthodontic sequences of permutations change with the application of certain adjacent
transpositions and the sort operation. Lemma 4.2 deals with the case of sorted permutations, from which
we move up in weak Bruhat order. Lemma 4.4 handles the unsorted case, in which we move down in weak
Bruhat order. We offer an example first to help illustrate the sorted case and its proof.

Example 4.1. Consider w = 68432751 with wsort = 68234751. Recall the primary column data of wsort is
h = 4, C = {1, 2, 6}, α = 2, i1 = 5, and β = 3. The diagrams of wsort, wsorts5, wsorts5s4, and wsorts5s4s3
are shown in Figure 3. The orthodontic sequence of wsort is

i(wsort) = (5, 4, 3, 1), k(wsort) = (0, 3, 0, 0, 0, 0, 1), m(wsort) = (0, 0, 1, 1),

and the orthodontic sequence of wsorts5s4s3 is

i(wsorts5s4s3) = (1), k(wsorts5s4s3) = (0, 0, 4, 0, 0, 0, 1), m(wsorts5s4s3) = (1).

Lemma 4.2. Let w ∈ Sn be a nonidentity sorted permutation, and suppose w has orthodontic sequence

i(w) = (i1, . . . , iℓ), k(w) = (k1, . . . , kn), and m(w) = (m1, . . . ,mℓ).

Let (h,C, α, i1, β) be the primary column data of w. Then:

(i) For j ∈ [β], we have ij = i1 − j + 1.
(ii) If α > 0, then kα ≥ β.
(iii) For j ∈ [α+ 1, i1], we have kj = 0.
(iv) For j ∈ [β − 1], we have mj = 0.
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D(wsort) = D(wsorts5) =

D(wsorts5s4s3) =D(wsorts5s4) =

Figure 3. The diagrams of wsort, wsorts5, wsorts5s4, and wsorts5s4s3 when w = 68432751.

(v) The permutation wsi1 · · · sα+1 has orthodontic sequence

i(wsi1 · · · sα+1) = (iβ+1, . . . , iℓ), m(wsi1 · · · sα+1) = (mβ+1, . . . ,mℓ),

and

k(wsi1 · · · sα+1) =

{︄
(k1, . . . , kα−1, kα − β, β +mβ , kα+2, . . . , kn) if α > 0,

(β +mβ , k2, . . . , kn) if α = 0.

Proof. By definition, C contains [α] ∪ {i1 + 1} and does not contain any of α+ 1, . . . , i1. It follows that the
orthodontic sequence begins (i1, i1 − 1, . . . , α + 1). This proves (i). To prove (ii), observe that since w is
sorted, the β columns immediately left of C are all equal to [α]. Thus if α > 0, then kα ≥ β.

For (iii), suppose there is a column C ′ equal to [j] for j ∈ [α+ 1, i1]. Let C
′ be column p of D(w). Since

[α] ⊆ C but α + 1 /∈ C, it follows that p ≤ h. Since w is sorted, the β columns left of C all equal α. Thus
p ≤ h− β. Consider w(j + 1). Since j + 1 /∈ C ′, w(j + 1) ≤ p ≤ h− β. As w([α+ 1, i1]) = [h− β + 1, h] and
j + 1 ∈ [α + 2, i1 + 1], it follows that j + 1 = ii + 1. But w(i1 + 1) ≤ h− β contradicts that i1 + 1 ∈ C, so
there can be no such C ′.

For (iv), consider the diagram D(w)− obtained by removing any standard intervals from D(w). The
first β − 1 steps of the orthodontia algorithm amount to permuting rows (α + 1, . . . , i1 + 1) of D(w)− to
(α+1, i1 +1, α+2, . . . , i1). Since w is sorted, the β many rows α+1, . . . , i1 of D(w)− are all empty. Thus,
mj = 0 for j ∈ [β − 1].

Lastly, we prove (v). Consider the columns of D(w). Columns 1, 2 . . . , h− β are standard intervals that
strictly contain [α]. Since w is sorted, columns h − β + 1, . . . , β are each exactly [α]. Let E denote the
diagram whose columns are the columns of D(w) weakly to the right of C, with the same indices. Note that
E may contain standard intervals [j] with j ≤ α, but E has no boxes in rows α+ 1, . . . , i1.

Let k(wsi1 · · · sα+1) = (k′1, . . . , k
′
n). We analyze the columns of D(wsi1 · · · sα+1). Columns 1, 2, . . . , h− β

of D(wsi1 · · · sα+1) agree with those of D(w). Columns h − β + 1, . . . , h are each [α + 1]. The remaining
columns are exactly sα+1 · · · si1 · E.

The only columns of D(w) that can be of the form [j] with j ≥ [α + 2] are columns 1, 2, . . . , h − β. No
new such columns are created by the action of sα+1 · · · si1 , so k′j = kj for j ≥ α+ 1. Any standard intervals
occurring in E are weakly contained in [α], and so are unaffected by the action of sα+1 · · · si1 . Thus, k′j = kj
for j ∈ [α− 1].
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The β columns [α] of D(w) become β copies of [α+ 1] in D(wsi1 · · · sα+1), but no other columns [α] are
changed. Thus (if α > 0) k′α = kα − β. From (iii), no columns [α+ 1] can occur in D(w). However, β more
columns [α+1] appear in D(wsi1 · · · sα+1) from the β columns [α] left of C in D(w). The mβ columns in E
that were standardized to [α+1] by orthodontia all equal [α+1] as well in D(wsi1 · · · sα+1). Thus, we have
k′α+1 = β +mβ .

The proof of (v) is completed by noting that columns h+1, . . . , n ofD(wsi1 · · · sα+1) equal sα+1 · · · si1 ·(E).
This implies that D(wsi1 · · · sα+1)− occurs in the execution of the orthodontia algorithm on D(w) after β
steps. Hence

i(wsi1 · · · sα+1) = (iβ+1, . . . , iℓ), and m(wsi1 · · · sα+1) = (mβ+1, . . . ,mℓ). □

Note that when α = 0, Lemma 4.2 (v) implies

k(wsi1 · · · sα+1) = (β +mβ , k2, . . . , kn).

The following example illustrates this case.

Example 4.3. Consider the sorted permutation w = 12845376 with primary column data h = 2, C =
{3, 4, 5}, α = 0, i1 = 2, and β = 2. The diagrams of w and ws2s1 are

D(w) = , D(ws2s1) = .

The orthodontic sequence of w is

i(w) = (2, 1, 3, 2, 4, 3, 6, 5, 4, 3, 2), k(w) = (0, 0, 0, 0, 0, 0, 0), m(w) = (0, 3, 0, 0, 0, 1, 0, 0, 0, 0, 1),

and the orthodontic sequence of ws2s1 is

i(ws2s1) = (3, 2, 4, 3, 6, 5, 4, 3, 2), k(ws5s4s3) = (5, 0, 0, 0, 0, 0, 0), m(ws5s4s3) = (0, 0, 0, 1, 0, 0, 0, 0, 1).

We now connect the orthodontic sequence of any permutation w to that of wsort.

Lemma 4.4. Fix w ∈ Sn, and let w have primary column data (h,C, α, i1, β). Let σ = σ(w) ∈ Sβ. Suppose
wsort has orthodontic sequence

i(wsort) = (i1, . . . , iℓ), k(wsort) = (k1, . . . , kn), and m(wsort) = (m1, . . . ,mℓ).

Then w has orthodontic sequence

i(w) = i(wsort), m(w) = m(wsort), and k(w) = (k′1, k
′
2, . . . , k

′
n),

where

k′j =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
kj if j ≤ α− 1,

kj − k(σ)1 − · · · − k(σ)β if j = α,

kj + k(σ)j−α if j ∈ [α+ 1, i1],

kj if j ≥ i1 + 1.

Proof. This result follows since D(wsort) is obtained from D(w) by removing D(σ) from the square [α +
1, i1] × [h − β + 1, h] inside D(w). The only columns of D(w) affected by this are standard intervals, and
they stay standard intervals after the removal. □
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5. An Orthodontia Formula for Grothendieck Polynomials

We extend the orthodontic operator formula from Schubert polynomials to Grothendieck polynomials by
replacing Demazure operators πj by Demazure–Lascoux operators πj . We first construct a partial order on
Sn, which we will induct over to prove the extension.

Definition 5.1. For w ∈ Sn, define fb(w) to be the set of fallen boxes of w, the pairs

{(i, j) ∈ D(w) | {(1, j), (2, j), . . . , (i− 1, j)} ⊈ D(w)} .

Example 5.2. The sorted permutation w = 58134726 has diagram

D(w) = .

Thus, fb(w) = {(2, 6), (2, 7), (4, 2), (5, 2), (6, 2), (6, 6)}.

Lemma 5.3. For any permutation w ∈ Sn,

fb(w) = fb(wsort).

If w is nonidentity and sorted with primary column data (h,C, α, i1, β), then

#fb(wsi1 · · · sα+1) < #fb(w).

Proof. The claim fb(w) = fb(wsort) is immediate since D(wsort) is obtained from D(w) by removing any
boxes lying in [α+ 1, i1]× [h− β + 1, h]. The boxes removed constitute a bottommost and rightmost subset
of the dominant part of D(w) (the collection of contiguous boxes in the northwest corner of D(w)).

For w nonidentity and sorted, the assertion #fb(wsi1 · · · sα+1) < #fb(w) follows from Lemma 4.2 parts
(i), (iv), and (v). □

Example 5.4. In Example 5.2, we saw the sorted permutation w = 23854716 had #fb(w) = 6. The primary
column data of w is h = 1, C = {1, 2, 4, 5, 6}, α = 2, i1 = 3, and β = 1, so wsi1 · · · sα+1 = ws3 = 58314726.
Then

D(ws3) = ,

so #fb(ws3) = #{(2, 6), (2, 7), (5, 2), (6, 2), (6, 6)} = 5.

Definition 5.5. Suppose w ∈ Sn has primary column data (h,C, α, i1, β). Define the orthodontic sort order
≤os on Sn as the reflexive and transitive closure of the relations

wsort ≼ w, and(†)
wsi1 · · · sα+1 ≼ w whenever w is nonidentity and sorted.(‡)

Proposition 5.6. The relation ≤os is a partial order on Sn, and the identity is the minimum element.
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Proof. Reflexivity and transitivity follow from the definition. It remains to show antisymmetry. Assume we
have u, v ∈ Sn with u ≤os v and v ≤os u. Then there are chains

u = w1 ≼ w2 ≼ · · · ≼ wk = v, and

v = w′
1 ≼ w′

2 ≼ · · · ≼ w′
m = u.

By Lemma 5.3, applying #fb to both chains yields

#fb(u) ≤ #fb(w1) ≤ · · · ≤ #fb(v) and #fb(v) ≤ #fb(w′
1) ≤ · · · ≤ #fb(u).

Thus, #fb(u) = #fb(v), so the function #fb(·) is constant on both ≼ chains. Consequently, all relations
appearing in either chain of ≼’s must be of type (†). This implies u = v, since wsort = w whenever w is
sorted. That the identity permutation is the minimum follows from an analogous argument. □

Recall the Demazure–Lascoux operators πj , defined by

πj(f) = ∂j(xj(1− xj+1)f).

We use πj to define an orthodontia polynomial Gw.

Definition 5.7. Pick any w ∈ Sn, and suppose w has orthodontic sequence

i(w) = (i1, . . . , iℓ), k(w) = (k1, . . . , kn), and m(w) = (m1, . . . ,mℓ).

Define a polynomial Gw by

Gw = ωk1
1 · · ·ωkn

n πi1(ω
m1
i1

πi2(ω
m2
i2

· · ·πiℓ(ω
mℓ
iℓ

) · · · )),
where ωi = x1 · · ·xi.

The following five lemmas form the technical heart of the proof that Gw = Gw (Theorem 5.13).

Lemma 5.8. Let g ∈ Z[x1, . . . , xn] be any polynomial, and fix j ∈ [n− 1]. For any δ ≥ 1,

∂j(x
δ
jg) = ∂j(g)(x

δ
j+1 − xjx

δ
j+1) + g

(︄
δ−1∑︂
q=0

xq
jx

δ−1−q
j+1

)︄
− g

(︄
δ−2∑︂
q=0

xq+1
j xδ−1−q

j+1

)︄
.

Proof. If δ = 1, we have

∂j(xjg) = ∂j ((1− xj+1)xjg) = ∂j (xjg)− ∂j (xjxj+1g) .

It is easy to check
∂j(xjg) = xj+1∂j(g) + g and ∂j(xjxj+1g) = xjxj+1∂j(g).

Thus,
∂j(xjg) = xj+1∂j(g) + g − xjxj+1∂j(g) = ∂j(g)(xj+1 − xjxj+1) + g.

For δ > 1, expand out ∂j to get

∂j(x
δ
jg) = ∂j(x

δ
jg)− ∂j(x

δ
jxj+1g).

Straightforward computations show that

∂j(x
δ
jg) = xδ

j+1∂j(g) + g

δ−1∑︂
q=0

xq
jx

δ−1−q
j+1(2)

and

∂j(x
δ
jxj+1g) = gxδ−1

j xj+1 + xjx
2
j+1∂j(x

δ−2
j g).

Thus,

∂j(x
δ
jg) = xδ

j+1∂j(g) + g

(︄
δ−1∑︂
q=0

xq
jx

δ−1−q
j+1

)︄
− gxδ−1

j xj+1 − xjx
2
j+1∂j(x

δ−2
j g).

Using (2), we can expand ∂j(x
δ−2
j g) as

∂j(x
δ−2
j g) = xδ−2

j+1∂j(g) + g

δ−3∑︂
q=0

xq
jx

δ−3−q
j+1 .
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This implies

∂j(x
δ
jg) = xδ

j+1∂j(g) + g

(︄
δ−1∑︂
q=0

xq
jx

δ−1−q
j+1

)︄
− gxδ−1

j xj+1 − xjx
2
j+1

(︄
xδ−2
j+1∂j(g) + g

δ−3∑︂
q=0

xq
jx

δ−3−q
j+1

)︄

= xδ
j+1∂j(g) + g

(︄
δ−1∑︂
q=0

xq
jx

δ−1−q
j+1

)︄
− gxδ−1

j xj+1 −

(︄
xjx

δ
j+1∂j(g) + g

δ−3∑︂
q=0

xq+1
j xδ−1−q

j+1

)︄

= ∂j(g)(x
δ
j+1 − xjx

δ
j+1) + g

(︄
δ−1∑︂
q=0

xq
jx

δ−1−q
j+1

)︄
− gxδ−1

j xj+1 − g

(︄
δ−3∑︂
q=0

xq+1
j xδ−1−q

j+1

)︄

= ∂j(g)(x
δ
j+1 − xjx

δ
j+1) + g

(︄
δ−1∑︂
q=0

xq
jx

δ−1−q
j+1

)︄
− g

(︄
δ−2∑︂
q=0

xq+1
j xδ−1−q

j+1

)︄
. □

Lemma 5.9. Let g be a polynomial with

∂j+1(g) = · · · = ∂j+γ−1(g) = g and ∂j+1(g) = · · · = ∂j+γ−1(g) = 0

for some γ ≥ 2. Then for any δ ≥ 0,

∂j+γ−1 · · · ∂j+1

(︁
xδ
j+1g

)︁
= g.

Proof. We work by induction on δ. The base case δ = 0 follows from the assumptions on g. Assume the
result holds for all δ′ < δ. From Lemma 5.8, we obtain

∂j+1(x
δ
j+1g) = ∂j+1(g)(x

δ
j+2 − xj+1x

δ
j+2) + g

(︄
δ−1∑︂
q=0

xq
j+1x

δ−1−q
j+2

)︄
− g

(︄
δ−2∑︂
q=0

xq+1
j+1x

δ−1−q
j+2

)︄

= g

(︄
δ−1∑︂
q=0

xq
j+1x

δ−1−q
j+2

)︄
− g

(︄
δ−2∑︂
q=0

xq+1
j+1x

δ−1−q
j+2

)︄

since ∂j+1(g) = 0 by assumption. Plugging into ∂j+γ−1 · · · ∂j+1

(︁
xδ
j+1g

)︁
yields

∂j+γ−1 · · · ∂j+1

(︁
xδ
j+1g

)︁
= ∂j+γ−1 · · · ∂j+2

(︄
δ−1∑︂
q=0

xq
j+1x

δ−1−q
j+2 g

)︄
− ∂j+γ−1 · · · ∂j+2

(︄
δ−2∑︂
q=0

xq+1
j+1x

δ−1−q
j+2 g

)︄

=

δ−1∑︂
q=0

∂j+γ−1 · · · ∂j+2

(︂
xq
j+1x

δ−1−q
j+2 g

)︂
−

δ−2∑︂
q=0

∂j+γ−1 · · · ∂j+2

(︂
xq+1
j+1x

δ−1−q
j+2 g

)︂

=

δ−1∑︂
q=0

xq
j+1∂j+γ−1 · · · ∂j+2

(︂
xδ−1−q
j+2 g

)︂
−

δ−2∑︂
q=0

xq+1
j+1∂j+γ−1 · · · ∂j+2

(︂
xδ−1−q
j+2 g

)︂
.

Applying the induction assumption to each summand gives

∂j+γ−1 · · · ∂j+1

(︁
xδ
j+1g

)︁
=

δ−1∑︂
q=0

xq
j+1g −

δ−2∑︂
q=0

xq+1
j+1g = g. □

Lemma 5.10. Let g be a polynomial with

∂j+1(g) = · · · = ∂j+γ−1(g) = g and ∂j+1(g) = · · · = ∂j+γ−1(g) = 0

for some γ ≥ 2. Set g′ = πj(g), j
′ = j + 1, and γ′ = γ − 1. Then,

∂j′+1(g
′) = · · · = ∂j′+γ′−1(g

′) = g′ and ∂j′+1(g
′) = · · · = ∂j′+γ′−1(g

′) = 0.

Proof. We need to show

∂j+2(πj(g)) = · · · = ∂j+γ−1(πj(g)) = πj(g) and ∂j+2(πj(g)) = · · · = ∂j+γ−1(πj(g)) = 0.
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Let k ∈ [j + 2, j + γ − 1]. Since |k − j| > 1, it follows that ∂k∂j = ∂j∂k. This yields

∂k(πj(g)) = ∂k(∂j(xjg)) = ∂j(∂k(xjg)) = ∂j(xj∂k(g)) = πj(∂k(g)) = πj(g).

By identical argument replacing ∂k by ∂k, one obtains ∂k(πj(g)) = 0. □

Lemma 5.11. Let g be a polynomial with

∂j+1(g) = · · · = ∂j+γ−1(g) = g and ∂j+1(g) = · · · = ∂j+γ−1(g) = 0

for some γ ≥ 2. Then,

∂j+γ−1 · · · ∂j

(︁
xγ
j g
)︁
= πj+γ−1 · · ·πj (g) .

Proof. We work by induction on γ, with the base case γ = 1 simply being the identity

∂j (xjg) = πj (g) .

From Lemma 5.8, we obtain

∂j(x
γ
j g) = ∂j(g)(x

γ
j+1 − xjx

γ
j+1) + g

(︄
γ−1∑︂
q=0

xq
jx

γ−1−q
j+1

)︄
− g

(︄
γ−2∑︂
q=0

xq+1
j xγ−1−q

j+1

)︄
By linearity and Lemma 5.9,

∂j+γ−1 · · · ∂j

(︁
xγ
j g
)︁
= ∂j+γ−1 · · · ∂j+1

(︁
∂j(g)(x

γ
j+1 − xjx

γ
j+1)

)︁
+ g

= ∂j+γ−1 · · · ∂j+1

(︁
∂j(g)(x

γ
j+1 − xjx

γ
j+1) + g

)︁
.(3)

Note the second equality follows from the assumptions on g.
On the other hand, Lemma 5.8 implies

xγ−1
j+1πj(g) = xγ−1

j+1∂j(xjg)

= ∂j(g)(xj+1 − xjxj+1)x
γ−1
j+1 + gxγ−1

j+1 .(4)

We claim that

∂j+γ−1 · · · ∂j+1

(︂
∂j

(︁
xγ
j g
)︁
− xγ−1

j+1πj(g)
)︂
= 0.

Using (3) and (4), we compute

∂j+γ−1 · · · ∂j+1

(︂
∂j

(︁
xγ
j g
)︁
− xγ−1

j+1πj(g)
)︂
= ∂j+γ−1 · · · ∂j+1

(︂
g − xγ−1

j+1 g
)︂
.

Then by Lemma 5.9 and the assumptions on g,

∂j+γ−1 · · · ∂j+1

(︂
∂j

(︁
xγ
j g
)︁
− xγ−1

j+1πj(g)
)︂
= ∂j+γ−1 · · · ∂j+1

(︂
g − xγ−1

j+1 g
)︂

= ∂j+γ−1 · · · ∂j+1 (g)− ∂j+γ−1 · · · ∂j+1

(︂
xγ−1
j+1 g

)︂
= g − g

= 0.

This establishes the claim, which implies

∂j+γ−1 · · · ∂j

(︁
xγ
j g
)︁
= ∂j+γ−1 · · · ∂j+1

(︂
xγ−1
j+1πj(g)

)︂
.

By Lemma 5.10, the polynomial g′ = πj(g) satsifies the assumptions of the induction hypothesis with
j′ = j + 1 and γ′ = γ − 1. Then by induction,

∂j+γ−1 · · · ∂j

(︁
xγ
j g
)︁
= ∂j+γ−1 · · · ∂j+1

(︂
xγ−1
j+1πj(g)

)︂
= ∂j′+γ′−1 · · · ∂j′+1

(︂
xγ−1
j+1 g

′
)︂

= πj′+γ′−1 · · ·πj′+1 (g
′)

= πj+γ−1 · · ·πj (g) . □
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Lemma 5.12. Let w ∈ Sn be any sorted permutation. Suppose w has primary column data (h,C, α, i1, β).

Set g = x−β
α+1Gwsi1 ···sα+1

. Let γ = β and j = α+ 1. Then

∂j+1(g) = · · · = ∂j+γ−1(g) = g and ∂j+1(g) = · · · = ∂j+γ−1(g) = 0.

Proof. The choice of j and γ make j + 1 = α + 2 and j + γ − 1 = i1. Since w is sorted, wα+1 < · · · < wi1 .
Then wsi1 · · · sα+1 has ascents at positions α+ 2, . . . , i1. Fix k ∈ [α+ 2, i1]. By Proposition 2.6, we obtain

xβ
α+1∂k(g) = ∂k(x

β
α+1g) = ∂k(Gwsi1 ···sα+1

) = Gwsi1 ···sα+1

and

xβ
α+1∂k(g) = ∂k(x

β
α+1g) = ∂k(Gwsi1 ···sα+1

) = 0.

Thus,

∂k(g) = g and ∂k(g) = 0. □

Theorem 5.13. For any w ∈ Sn, Gw = Gw.

Proof. We prove the theorem by induction over the orthodontic sort order ≤os. For the base case, let w be
the identity permutation. By Proposition 5.6, w is the minimum element of Sn under ≤os. We observe that

Gw = 1 = Gw.

Now, assume that Gv = Gv for all v <os w. Let (h,C, α, i1, β) be the primary column data of w. We first
dispense with the case that w is not a sorted permutation.

Suppose that σ(w) has Rothe diagram equal to the Young diagram of λ = (λ1, . . . , λβ). It follows from
Lemma 4.4 that

Gw = xλ1
α+1 · · ·x

λβ

i1
Gwsort .

The defining relation (†) of ≤os implies that wsort <os w. Then by induction,

Gwsort
= Gwsort

.

Applying Proposition 3.9 yields

xλ1
α+1 · · ·x

λβ

i1
Gwsort = Gw.

This completes the case that w is not sorted.
Now, assume that w is a sorted permutation. Parts (i)− (iv) of Lemma 4.2 imply

Gw = ωk1
1 · · ·ωkα

α ω
ki1+1

i1+1 · · ·ωkn
n πi1(πi1−1(· · ·πα+1(ω

mβ

α+1(πiβ+1
(· · ·πiℓ(ω

mℓ
iℓ

) · · · ))) · · · )).(5)

The fundamental weights ω1, . . . , ωα, ωi1+1, . . . , ωn are fixed under the actions of si1 , si1−1, . . . , sα+1, so we
may rewrite (5) as

Gw = πi1(πi1−1(· · ·πα+1(ω
k1
1 · · ·ωkα

α ω
mβ

α+1ω
ki1+1

i1+1 · · ·ωkn
n (πiβ+1

(· · ·πiℓ(ω
mℓ
iℓ

) · · · )) · · · ) · · · )).

On the other hand, part (v) of Lemma 4.2 asserts that

Gwsi1 ···sα+1 = ωk1
1 · · ·ωkα−β

α ω
β+mβ

α+1 ω
ki1+1

i1+1 · · ·ωkn
n (πiβ+1

(· · ·πiℓ(ω
mℓ
iℓ

) · · · )).

Thus, we obtain

Gw = πi1(πi1−1(· · ·πα+1(x
−β
α+1Gwsi1 ···sα+1

) · · · )).

The defining relation (‡) of ≤os implies that wsi1 · · · sα+1 <os w. Then by induction,

Gwsi1 ···sα+1
= Gwsi1 ···sα+1

.

Consequently, we obtain

(6) Gw = πi1(πi1−1(· · ·πα+1(x
−β
α+1Gwsi1 ···sα+1

) · · · )).

If β = 1, then i1 = α+ 1 and (6) reduces to

Gw = πα+1(x
−1
α+1Gwsα+1

) = ∂α+1(Gwsα+1
) = Gw,

completing the proof.



14 KAROLA MÉSZÁROS, LINUS SETIABRATA, AND AVERY ST. DIZIER

Otherwise, β ≥ 2. Set g = x−β
α+1Gwsi1 ···sα+1 . By Lemma 5.12, g satisfies the assumptions of Lemma 5.11

with γ = β and j = α+ 1. Hence,

Gw = ∂i1 · · · ∂α+1(Gwsi1 ···sα+1
).

Since w is sorted, each permutation in the list

w, wsi1 , wsi1si1−1 , . . . , wsi1 ···sα+1

covers the previous in the weak Bruhat order. Thus, the recursive definition of Gw implies

∂i1 · · · ∂α+1(Gwsi1 ···sα+1
) = Gw. □

As an immediate corollary, we obtain Theorem 1.1, restated here for convenience.

Theorem 1.1. Let w ∈ Sn have orthodontic sequence

i(w) = (i1, . . . , iℓ), k(w) = (k1, . . . , kn), and m(w) = (m1, . . . ,mℓ).

Then

Gw = ωk1
1 · · ·ωkn

n πi1(ω
m1
i1

πi2(ω
m2
i2

· · ·πiℓ(ω
mℓ
iℓ

) · · · )),
where ωi is the fundamental weight ωi = x1 · · ·xi.

By taking the lowest degree homogeneous component of both sides, we recover the orthodontia formula
for Schubert polynomials.

Theorem 2.12. ([20, Proposition 15]) Let w ∈ Sn have orthodontic sequence

i(w) = (i1, . . . , iℓ), k(w) = (k1, . . . , kn), and m(w) = (m1, . . . ,mℓ).

Then

Sw = ωk1
1 · · ·ωkn

n πi1(ω
m1
i1

πi2(ω
m2
i2

· · ·πiℓ(ω
mℓ
iℓ

) · · · )).

6. Application to the Degree and Support of Grothendieck Polynomials

We present some consequences of Theorem 1.1 for the degree and support of Grothendieck polynomials.
Little is known regarding the support of Grothendieck polynomials in general, though special cases have
been addressed in [6,22]. Conjectures such as [23, Conjecture 5.5], [22, Conjecture 5.1], and [11, Conjecture
22] currently remain open.

There has been recent interest in combinatorial formulas for the degree of a Grothendieck polynomial.
For instance, [24] gives a combinatorial formula for the degree of any symmetric Grothendieck polynomial.
This formula is applied to obtain an expression for the Castelnuovo–Mumford regularity of the corresponding
Schubert determinantal ideal.

Theorem 1.1 yields the following combinatorial upper bound for the degree of any Grothendieck polyno-
mial.

Proposition 6.1. Let w ∈ Sn and i(w) = (i1, . . . , iℓ). Then

degGw ≤ degSw + ℓ

Proof. Each operator πj in Theorem 1.1 increases the degree of its input by at most one. □

We propose a possible refinement of Proposition 6.1 in Conjecture 6.8. We now work towards proving
Theorem 1.2, a new divisibility restriction on the monomials that can appear in a Grothendieck polyno-
mial. We then deduce Corollary 6.5, another combinatorial upper bound on the degree of a Grothendieck
polynomial.

For any diagram D, denote by D the upper closure of D, the diagram

D = {(i, j) | j = j′ and i ≤ i′ for some (i′, j′) ∈ D}.
Denote by xD the monomial

xD =
∏︂

(i,j)∈D

xi =

n∏︂
j=1

∏︂
i∈Dj

xi,

where D1, . . . , Dn are the columns of D.
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Lemma 6.2. Let w ∈ Sn be a nonidentity sorted permutation with primary column data (h,C, α, i1, β). Let

γ = #{j ∈ [h+ 1, n] | max(D(w)j) = i1 + 1} (taking max(∅) := 0).

The diagrams D(w) and D(wsi1 · · · sα+1) are related via the equation

xD(w) = xD(wsi1 ···sα+1)x−β
α+1x

γ
α+2x

γ
α+3 · · ·x

γ
i1+1.

Moreover, if cj denotes the exponent of xj appearing in xD(wsi1 ···sα+1)x−β
α+1, then

cα+1 = cα+2 + γ = · · · = ci1+1 + γ.

Proof. The argument is similar to that of Lemma 4.2. Denote D(wsi1 · · · sα+1) by D′ for compactness. Let

D(w) have columns D1, . . . , Dn and D′ have columns D′
1, . . . , D

′
n. Then D(w) has columns D1, . . . , Dn, and

similarly for D′.
Since w is sorted, the columns Dh−β+1, . . . , Dh all equal [α], while the columns D′

h−β+1, . . . , D
′
h all

equal [α + 1]. For j ∈ [h − β], we have Dj = D′
j . The diagram (D′

h+1, . . . , D
′
n) is obtained from the

diagram (Dh+1, . . . , Dn) by permuting the rows by si1 · · · sα+1. For j ≥ h + 1, we have Dj = D′
j unless

max(Dj) = i1 + 1. In this case, Dj = [i1 + 1] and D′
j = [α + 1]. There are exactly γ such columns among

Dh+1, . . . , Dn.
We conclude

xD(w) = xD′
x−β
α+1x

γ
α+2x

γ
α+3 · · ·x

γ
i1+1.

Since w is sorted, the exponents of xα+1, . . . , xi1+1 in xD(w) are all equal. The last statement of the lemma
follows. □

Example 6.3. Consider w = 923854761, so w is sorted with primary column data h = 3, C = {1, 4, 5},
α = 1, i1 = 3, and β = 2. The diagrams of w and ws3s2 are

D(w) = and D(ws3s2) = ,

with upper closures

D(w) = and D(ws3s2) = .

Clearly,

xD(wsi1 ···sα+1) = x7
1x

7
2x

3
3x

3
4x

3
5x

2
6x

2
7x8 and xD(w) = x8

1x
5
2x

5
3x

5
4x

3
5x

2
6x

2
7x8 = x−2

2 x2
3x

2
4x

D(wsi1 ···sα+1).

Lemma 6.4. Let X = xd1
1 · · ·xdn

n be any monomial. Each monomial appearing in πj(X) divides

xd1
1 · · ·xdj−1

j−1 x
max(dj ,dj+1)
j x

max(dj ,dj+1)
j+1 x

dj+1

j+1 · · ·xdn
n .
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Proof. We compute πj(x
a
jx

b
j+1) in four separate cases on (a, b).

If a > b, then

πj(x
a
jx

b
j+1) =

(︁
xa
jx

b
j+1 + xa−1

j xb+1
j+1 + · · ·+ xb

jx
a
j+1

)︁
−
(︁
xa
jx

b+1
j+1 + xa−1

j xb+2
j+1 + · · ·+ xb+1

j xa
j+1

)︁
.

If a < b− 1, then

πj(x
a
jx

b
j+1) =

(︁
xa+1
j xb

j+1 + xa+2
j xb−1

j+1 + · · ·+ xb
jx

a+1
j+1

)︁
−
(︁
xa+1
j xb−1

j+1 + xa+2
j xb−2

j+1 + · · ·+ xb−1
j xa+1

j+1

)︁
.

If a = b, then

πj(x
a
jx

b
j+1) = xa

jx
b
j+1.

If a = b− 1, then

πj(x
a
jx

b
j+1) = xa+1

j xb
j+1.

Note that in each case, all monomials occurring in πj(x
a
jx

b
j+1) divide x

max(a,b)
j x

max(a,b)
j+1 . Since

πj(X) =

(︃ ∏︂
p ̸=j,j+1

xdp
p

)︃
πj(x

dj

j x
dj+1

j+1 ),

the lemma follows. □

Theorem 1.2. For any permutation w ∈ Sn, all monomials appearing in Gw divide xD(w).

Proof. We prove the theorem by induction over the orthodontic sort order ≤os. The base case consists of
the identity permutation, for which the theorem is vacuous.

Now, assume that the theorem holds for all v <os w. Let (h,C, α, i1, β) be the primary column data of w.
If w is not sorted, then the defining relation (†) of ≤os shows that wsort <os w. The theorem then follows
from Proposition 3.9 and Lemma 4.4.

Suppose instead that w is sorted. By Theorem 1.1 and Lemma 4.2,

Gw = πi1(πi1−1(· · ·πα+1(x
−β
α+1Gwsi1 ···sα+1

) · · · )).

The defining relation (‡) of≤os shows that wsi1 · · · sα+1 <os w. Thus, any monomial appearing in x−β
α+1Gwsi1 ···sα+1

divides x−β
α+1x

D(wsi1 ···sα+1).

Let X ′ be any monomial appearing in Gw. Suppose X
′ appears in πi1 · · ·πα+1(X), where X = xd1

1 · · ·xdn
n

appears in x−β
α+1Gwsi1 ···sα+1

. Repeated application of Lemma 6.4 implies that X ′ divides

xd1
1 · · ·xdα

α x
Mα+1

α+1 · · ·xMi1+1

i1+1 x
di1+2

i1+2 · · ·xdn
n ,

where each Mp satisfies Mp ≤ max(dα+1, . . . , di1+1).

Let cp denote the exponent of xp appearing in xD(wsi1 ···sα+1)x−β
α+1 for each p. Since X appears in

x−β
α+1Gwsi1 ···sα+1 , it follows that dp ≤ cp for each p. Hence Lemma 6.2 implies

max(dα+1, . . . , di1+1) ≤ max(cα+1, . . . , ci1+1) = cα+1

since cα+1 = cp + γ for any p ∈ [α + 2, i1 + 1] (with γ as defined in Lemma 6.2). Thus, X ′ divides the
monomial

xd1
1 · · ·xdα

α x
Mα+1

α+1 · · ·xMi1+1

i1+1 x
di1+2

i1+2 · · ·xdn
n ,

which in turn divides the monomial

xd1
1 · · ·xdα

α x
cα+1

α+1 x
cα+2+γ
α+2 · · ·xci1+1+γ

i1+1 x
di1+2

i1+2 · · ·xdn
n = xD(wsi1 ···sα+1)x−β

α+1x
γ
α+2x

γ
α+3 · · ·x

γ
i1+1

= xD(w).

Hence, we have shown that X ′ divides xD(w) as needed. □

Corollary 6.5. For any w ∈ Sn,

degGw ≤ #D(w).

Example 6.6. Let w = 14532, so
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D(w) = and x
D(w) = x

2
1x

2
2x

2
3x4.

Direct computation shows

Gw = x2
1x2x

2
3 + x2

1x
2
2x3 + x2

1x
2
2x4 + x2

1x
2
3x4 + x2

1x2x3x4 + x1x
2
2x

2
3 + x1x2x

2
3x4 + x1x

2
2x3x4 + x2

2x
2
3x4

−2x2
1x

2
2x

2
3 − 3x1x

2
2x

2
3x4 − 3x2

1x
2
2x3x4 − 3x2

1x2x
2
3x4 + 3x2

1x
2
2x

2
3x4.

We conclude this section with a conjectural refinement of Proposition 6.1 in the spirit of Theorem 1.2.

Definition 6.7. Let w ∈ Sn and suppose D(w) has columns D1, . . . , Dn. Taking max(∅) := 0, define
θ(w) = (θ1, . . . , θn), where

θj = #{p ∈ [n] | j ≤ max(Dp)} for each j ∈ [n].

For i(w) = (i1, . . . , iℓ), define ξ(w) = (ξ1, . . . , ξn), where

ξj = #{p ∈ [ℓ] | ip = j} for each j ∈ [n].

Conjecture 6.8. For any permutation w ∈ Sn, all monomials appearing in Gw divide xθ(w)+ξ(w).

7. Strongly Separated Diagrams

We briefly address the full generality in which Magyar’s formula applies. We define a general family of
diagrams and explain how orthodontia assigns to each diagram a polynomial, similar to the case of Rothe
diagrams.

For nonempty R,S ⊆ [n], we write R ≼ S if max(R) ≤ min(S). We set ∅ ≼ S for all S ⊆ [n].

Definition 7.1. A diagram D ⊆ [n]2 is strongly separated if for every pair of columns C,C ′ of D, either

C \ C ′ ≼ C ′ \ C or C ′ \ C ≼ C \ C ′.

Whenever the columnsD1, . . . , Dn of a strongly separated diagramD are ordered so thatDi\Dj ≼ Dj\Di

whenever i < j, the orthodontic sequence

i(D) = (i1, . . . , iℓ), k(D) = (k1, . . . , kn), and m(D) = (m1, . . . ,mℓ)

is defined exactly as it was for Rothe diagrams of permutations (Definition 2.9).

Example 7.2. Consider the diagrams D and D′ given by

D = D
′
= .

The diagram D is strongly separated, while D′ is not. Since the columns D1 and D2 of D satisfy D1 \D2 ≼
D2 \D1, the orthodontic sequence of D is

i(D) = (4, 3, 2, 1, 2, 4, 3), k(D) = (0, 0, 0, 0, 0), and m(D) = (0, 0, 1, 0, 0, 0, 1).

Definition 7.3. Let D ⊆ [n]2 be any strongly separated diagram with orthodontic sequence

i(D) = (i1, . . . , iℓ), k(D) = (k1, . . . , kn), and m(D) = (m1, . . . ,mℓ).

Define
SD = ωk1

1 · · ·ωkn
n πi1(ω

m1
i1

πi2(ω
m2
i2

· · ·πiℓ(ω
mℓ
iℓ

) · · · ))
and

GD = ωk1
1 · · ·ωkn

n πi1(ω
m1
i1

πi2(ω
m2
i2

· · ·πiℓ(ω
mℓ
iℓ

) · · · )),
where ωi is the fundamental weight ωi = x1 · · ·xi.
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Starting from the geometry of Bott–Samelson varieties, Magyar proves that the polynomials SD are
exactly the dual-characters of the flagged Weyl modules of strongly separated diagrams [20, Corollary 13].
In particular, SD is a Schubert polynomial whenever D is a Rothe diagram [13], and a key polynomial
whenever D is left-aligned in each row [5].

What are the polynomials GD? Theorem 1.1 identifies them as the Grothendieck polynomials when D is
a Rothe diagram. It is easy to check that whenever D is left-aligned, the polynomials GD are the Lascoux
polynomials [15], inhomogeneous analogues of the key polynomials.

Is there a K-theoretic analogue of the flagged Weyl module unifying these partial results?
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