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ABSTRACT

Telecom companies are increasing their efforts 
in customer retention because acquiring new 
customers often costs much more than retain-
ing existing ones. Therefore, it is important for 
operators to predict customer churns rapidly and 
accurately. Machine learning (ML) has been wide-
ly used for predictive churn modeling. Howev-
er, classical ML methods require manual feature 
selection and time-consuming data preprocess-
ing steps. To overcome these limitations, there 
is a paradigm shift toward deep learning (DL) 
for predicting churners. Although DL appears to 
be promising, the existing literature lacks com-
parative analysis of ML and DL techniques using 
benchmark churn datasets. Additionally, various 
DL architectures must be empirically evaluated to 
determine which type works best on churn data. 
We present a system for comparative analysis of 
learning architectures. Two benchmarked data-
sets, Cell2Cell and KDD Cup, serve as a use case 
of our system to provide insights on the extent of 
improvement DL can bring over classical ML. Four 
popular evaluation measures are used to compare 
the performance of popular DL architectures. Our 
experiments found that convolutional neural net-
works gave the best results in both use cases. 

INTRODUCTION

In the competitive telecommunication market [1, 
2], telecom operators are changing their strategy 
from a business model based on product strategy 
to one based on customer strategy [3]. Churn 
prediction, which aims to identify customers likely 
to switch to another company before they do, 
can give operators a competitive edge in custom-
er retention. 

A real-world churn dataset normally consists of 
hundreds of millions of transactions. It is becom-
ing a challenge to perform predictive analytics 
on such massive datasets using classical machine 
learning (ML) algorithms [4]. Recently, deep learn-
ing (DL) methods have been used to predict cus-
tomer churn using data from various sources [5]. 
These methods are suitable for large volumes of 
data.

Data representation plays an important role in 
DL methods. For example, Karanovic et al. [5] use 
one-dimensional image churn data (KDD Cup) 

to build classification model with convolutional 
neural networks (CNNs). Data can also be rep-
resented as a sequence of timestamped events 
[6]. CNNs and recurrent neural networks (RNNs) 
are among the popular DL models for classifying 
churn data. These models can be further divided 
based on their input data representation, archi-
tecture, and other network parameters. However, 
no study has been carried out to compare the 
prediction performance of various DL methods 
on churn datasets. Churn datasets are often imbal-
anced with churners being the minority group. 
Imbalanced datasets can make effective learning 
difficult. 

We present a system for comparative analysis 
of DL architectures with churn data in different 
representations. Image data are processed using 
CNNs, and sequence data are processed using 
RNNs. Our aim is to compare the classification 
performance of CNNs and RNNs using different 
data representations. The purpose is to present 
empirical results on which DL method works best 
on benchmarked churn datasets in order to lay 
the foundation for future generalizability analysis 
to other churn datasets. In addition, we also com-
pare the performance of DL models with popular 
classical ML methods to demonstrate the superi-
ority of DL over ML. 

RELATED WORK

ML has been applied to the churn prediction 
problem for over a decade. For example, Huang 
et al. [7], introduced a new set of features using 
new window techniques by using one and two 
predicators. The features with their proposed new 
window techniques were found to be efficient for 
churn prediction in landline telecommunication. 
However, their proposed techniques were not 
properly justified, and the reasons for choosing 
specific classifiers and evaluation methods were 
not given. 

In [8], the authors aimed to discover the 
relationship between categorical values of fea-
tures and class to facilitate feature selection. 
Their approach was found to be effective using 
four classifiers: decision trees (DTs), naïve Bayes 
(NB), logistic regression (LR), and support vector 
machine (SVM). Limitations of the work include 
missing details of features and feature sets used 
for training and testing.
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In [5], the authors proposed classification by 
rule learning (CRL), which consists of two steps: 
fi rst, generating rules, and second, predicting the 
desired category according to the rules. It was 
reported that results were not always as expected, 
and this model might not be suitable for larger 
datasets. A critical limitation of the work is that 
the number of instances used for training and test-
ing models were not suffi  ciently large for realistic 
churn data. 

Ullah et al. [9] combined classification with 
clustering to identify the churn customers and 
provided the factors behind their observations. 
Feature selection was performed by using infor-
mation gain and correlation attribute ranking fi l-
ter. Their model first classifies churn customers 
data using Random Forest (RF). Their algorithm 
then clusters the churning data by using cosine 
similarity to provide group-based retention off ers.

Qureshi et al. [3] applied well-known algo-
rithms of regression analysis, DT, and neural net-
works (NNs) for churn prediction. Unfortunately, 
the authors did not provide reasons for select-
ing p-value and correlations as feature selection 
techniques. In resampling, the majority class com-
prising non-churners was under-ied up 150 per-
cent of minority class (churners). In their study, 
the number of churners was 6231. Hence, the 
whole dataset had fewer than 15,600 instances 
for training (70 percent) and testing (30 percent). 
These numbers of instances are not adequate for 
realistic churn analysis. Moreover, their reasons 
for choosing specific classifiers and evaluation 
methods were missing. 

Ahmad et al. [10] considered four algorithms: 
DT, RF, Gradient Boosted Machine Tree (GBM), 
and Extreme Gradient Boosting (XGBoost). They 
found that XGBoost gave the best result when 
measured using the area under the curve (AUC) 
metric. The authors used customer social network 
in the prediction model by extracting social net-
work analysis (SNA) features. The use of SNA 
improved the AUC performance of their model 
from 84 percent to 93.3 percent. 

Key limitations of classical ML methods include 
the need for feature selection and difficulty in 
handling big churn datasets. More recently, 
researchers have applied DL to the churn pre-
diction problem [5, 11, 12]. Prashanth et al. [13] 
wrote a short paper that compared linear (LR) 
against nonlinear (RF and DL) models for churn 
prediction. They found that the latter performed 
best. However, critical comparative analysis of DL 
for churn prediction using benchmark datasets is 
lacking. This represents an important knowledge 
gap. It is very challenging for churn prediction 
systems to mine massive data. In this article, we 
propose a system that provides fl exibility in facil-
itating comparative analysis of different ML/DL 
classifiers. Use cases based on benchmark data-
sets allow us to validate the system. Furthermore, 
its flexibility extends beyond just comparison of 
different classifiers (e.g. handling of data imbal-
ance). 

SYSTEM ARCHITECTURE

Churn prediction is a multi-stage process. Figure 
1 shows our 5-stage system architecture. Datasets 
are gathered at Stage-1. Stage-2 selects a research 
focus (e.g., comparative analysis of classifiers 

and/or treatment of data imbalance). Stage-3 is 
data preprocessing, while classifi cation techniques 
are selected and applied at Stage-4. Finally, Stage-
5 shows the results through evaluation.

Stage-1: We begin by selecting suitable bench-
mark datasets as use cases. To enhance gener-
alizability of findings, it is necessary to include 
datasets with diff erent numbers of instances and 
attributes, and a diverse mix of categorical and 
numeric features. Cell2cell and KDD Cup Churn 
datasets are widely used in customer churn mod-
eling and prediction. The first dataset has a pro-
found imbalance of class labels (7.34 percent 
churners vs. 92.66 percent non-churners). The 
second dataset is relatively less imbalanced with 
churn instances making up 29 percent.

Stage-2: The eff ectiveness and performance of 
various classifi ers are measured and critically eval-
uated (i.e., comparing various classifi ers).

Stage-3: Once the focus area is defined, we 
need to perform the necessary transformation and 
filtering of each dataset to facilitate subsequent 
classification. Popular data preprocessing mea-
sures include data normalization, outlier remov-
al, and missing data management. Specifically, 
the Cell2Cell dataset originally had 77 features, 
where two categorical features were removed 
due to the presence of many missing values. 
Apart from those features, all the missing values 
of the remaining 75 features were replaced with 
the maximum value of that column. The categori-
cal features were transformed to numeric features 
using one hot encoding, where each category of 
the feature was mapped to a vector containing 1 
or 0 depending on the presence or absence of 
that category. This made the number of vectors 
equal the number of categories in the features. 
The dataset was normalized to a value between 
0 and 1 to avoid scale biasness in the fi nal model.

The KDD Cup dataset originally had 231 fea-
tures with 18 features having no data entries. 
Those features were removed from the data-

FIGURE 1. System architecture for implementation.
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set. Moreover, the dataset had several features 
with missing values. A missing value threshold of 
75 percent, which was found empirically to be 
optimal, was applied to further filter the feature 
space. After data feature removal, a final data-
set with 75 features was obtained. The categori-
cal features in the dataset were transformed into 
numeric features using frequency encoding. The 
transformation strategy was selected because 
several categorical features had >100 categories, 
meaning one hot encoding could not be imple-
mented. Using frequency encoding, category val-
ues in a feature were replaced with its respective 
frequencies. Finally, the dataset was normalized to 
a value between 0 and 1 to keep uninform fea-
ture weights in model construction.

Stage-4: Here, we compare classical ML 
methods to contemporary DL. The classical ML 
methods chosen for this study are decision tree 
learning (J48), Bayesian networks (BNs), naïve 
Bayes (NB), and multi-layer perceptrons (shallow 
NNs). These methods are widely used and are 
well understood in the research community [14]. 

For DL, we experiment with two ways of data 
representation:
1. Image data
2. Sequence data
CNNs are used to learn patterns from the image 
data as in [5], and RNNs in the form of long short-
term memory (LSTM) are used to learn from 
sequence data [15]. Specifi cally, we analyze four 
cases:
Case 1: CNN on one-dimensional image data 
Case 2: CNN on multi-dimensional image data
Case 3: LSTM with one hidden layer 
Case 4: LSTM with two hidden layers
In case 1, each row (data instance) is considered 
as a single (row) image, which is used to construct 

a predictive DL model. In case 2, each row (data 
instance) is decomposed into an n  m matrix. 
The resulting n  m matrix is considered as an 
image and is used to train the CNN. In cases 3 
and 4, LSTM is used, incorporating one or two 
hidden layers of neurons, respectively.

Stage-5: Classifi er evaluation. For benchmark-
ing, we adopt four widely used evaluation mea-
sures: accuracy, area under the curve (AUC), 
G-Mean, and average [7–10]. Accuracy is derived 
from the sum of true positive (TP) and false nega-
tive (FN) divided by the total number of instances. 
G-Mean is derived from sensitivity and specific-
ity, which are in turn derived from TP, FN, and 
false positive (FP) and true negative (TN). AUC 
is derived from the receiver operating charac-
teristic (ROC) curve. AUC represents a model’s 
capability to distinguish between various classes in 
the data. Average aggregates average, AUC, and 
G-Mean. 

USE CASE ANALYSIS

Once the system in Fig. 1 was implemented, it 
was put into use to:
1. Investigate whether DL methods outperform 

classical ML methods on reasonably large 
benchmark churn datasets

2. Find which DL architecture gives better clas-
sifi cation results

Figure 2 summarizes the fi ve DL architectures that 
were used to evaluate the eff ectiveness of various 
DL methods on churn data.  The main diff erence 
between Architectures 1 and 2 is the dropout 
layer. The dropout layer is used to overcome 
model overfitting by randomly setting outgoing 
edges of neurons to zero. The optimal dropout 
rates were found empirically. In both architec-
tures (1 and 2), there are two main steps: feature 
extraction and classifi cation. The layers of feature 
extraction consist of convolution, normalization, 
rectifi ed linear unit function (relu) activation, max 
pooling, and dropout layers. In the classifi cation 
step, two hidden layers, each consisting of 100 
neurons, and an output layer consisting of two 
outputs (churn and non-churn) are used.

In Architecture 3, the input layer is directly 
connected to the hidden layers, and there are no 
feature extraction layers. The contribution of a 
feature extraction layer would be evaluated by 
comparing the outcomes of Architectures 1 and 2 
with classifi cation results of Architecture 3. Archi-
tectures 4 and 5 consist of LSTM layer/s, and 
feature extraction layers are also omitted. Archi-
tecture 4 has one hidden layer with 100 neurons, 
whereas Architecture 5 consists of two hidden 
layers, each having 100 neurons. Other parame-
ter values used were: Max_Epoch = 300, Batch_
Size = 10,000, Learning_Rate = 0.001, Optimizer 
= Adam, and Shuff le_After_Every_Epoch = true.

All the experiments involving classical ML 
and DL methods were carried out using Matlab 
2020a. The results shown in Tables and Table 2 
were averaged over five runs. In each run, the 
datasets were randomly divided into 70 percent 
training and 30 percent test data.

As shown in Table 1, DL Architecture 1 
(Arch1), which has feature extraction and classi-
fication layers, produced the best overall result 
as measured using the Average metric, achieving 
a performance of nearly 77 percent. LSTM net-

FIGURE 2. Deep learning architectures evaluated. 
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works achieved poor classification results on the 
Cell2Cell dataset. Table 1 shows DL methods that 
use image data representation produced much 
better results than the sequence-based data repre-
sentation (i.e., Cases 1 and 2 vs. Cases 3 and 4). 
Among the classical ML methods, the J48 algo-
rithm produced the worst results, whereas Bayes-
ian Net (BN) performed marginally better than 
NB and MLP.  

The KDD Cup dataset has a much more pro-
nounced class label imbalance than the Cell2Cell 
dataset. As Table 2 shows, we obtained quite 
interesting and diverse results on this dataset. 
From Table 2, it is evident that Architectures 3, 4, 
and 5 resulted in high accuracy and low G-Mean 
values, indicating that these architectures pro-
duced highly accurate results on positive labels 
but poor performance on negative labels (i.e., 
low TN rates). These results highlight the fact that 
the absence of the feature extraction layer in this 
experiment led to poor classification (high TP but 
low TN). Overall, 1D image data representation 
using Arch1 achieved the best results on the KDD 
cup dataset. On the other hand, NB achieved 
poor results on this dataset due to very poor clas-
sification accuracy. 

In the case of imbalanced data, there is a trade-
off between TP and TN rates. This means in order 
to obtain a high TN rate, we must lower the TP 
rates. This is evident when comparing the results 
of MLP (or J48) and BN. Among the DL meth-
ods, the results of Architectures 1 and 2 also echo 
the same trade-off phenomenon. Arch2 achieved 
a better G-Mean value than Arch1. However, 
this marginally better G-Mean value came at the 
cost of a relatively lower classification accuracy 
value. Also, Arch2 did not have any dropout layer, 
which could help reduce model overfitting. Better 
TN rates obtained using Arch2 suggest that mit-
igating model overfitting is critically important in 
imbalanced data to achieve robust modeling. 

DISCUSSION

Significance: As highlighted in the Related Work 
section above, there is a knowledge gap in critical 
comparative analysis of DL for churn prediction 
using benchmark datasets. This article aims to 
contribute toward filling this gap. Specifically, mul-
tiple DL configurations were tested on two bench-
mark datasets for a direct comparison. Analysis of 
the results shed light on the underlying reasons 
for the observed differences in performance.

Sustainability: After the system is deployed, it 
will be updated periodically through a mainte-
nance program. Specifically, the proposed system 
will be further validated and finetuned with new 
datasets.

Limitations of study: The results presented rep-
resent analysis of use cases involving two bench-
mark datasets. The study should be broadened to 
validate the system configurations on more data-
sets.

CONCLUSION AND FUTURE WORK

Our literature review reveals that customer churn 
prediction is an important task for the telecom 
industry. For the last few years, especially after 
worldwide deregulation of the telecommunica-
tions sector, customer churn activity is increasing 
throughout the world. 

Machine learning classifiers have been 
employed to predict the potential churn of cus-
tomers with varying degrees of success. In this 
article, we have designed and implemented a 
multi-staged system for churn predictions. Our 
system consists of five stages:
1. Selection of datasets
2. Focused areas of research
3. Preprocessing
4. Choosing classification techniques
5. Evaluation
Moreover, this article has presented a thorough 
comparison of model performances of classical 
ML methods (Decision Tree Learning, Bayes Net, 
Naïve Bayes, and Multilayer Perceptrons), and 
DL architectures (convolutional neural networks 
and recurrent neutral networks). Evaluated on 
two benchmarked churn datasets (Cell2Cell and 
KDD Cup), our use case analysis of the imple-
mented system shows that DL (especially CNNs) 
produced more effective classification models on 
churn datasets than others. 

Possible future research directions include:
• In images, pixel positioning is important to 

obtain edges and boundaries of objects. 

TABLE 1. Results of classification on the cell2cell dataset.

Accuracy AUC G-Mean Average

J48 0.738 0.666 0.664 0.702

BN 0.751 0.821 0.669 0.748

NB 0.722 0.792 0.739 0.743

MLP 0.743 0.810 0.688 0.746

Case1a Arch1 0.757 0.832 0.730 0.769

Case1a Arch3 0.754 0.831 0.682 0.755

Case2b Arch2 0.751 0.830 0.658 0.747

Case2b Arch3 0.753 0.827 0.709 0.760

Cases3,4c Arch1 0.728 0.806 0.502 0.691

Cases3,4c Arch4 0.727 0.803 0.552 0.702

a Case 1: 1-dimensional image data
b Case 2: m  n-dimensional image data
c Cases 3 and 4: LSTM networks

TABLE 2. Results of classification on the KDD Cup dataset.

Accuracy AUC G-Mean Average

J48 0.903 0.569 0.311 0.672

BN 0.724 0.653 0.597 0.675

NB 0.363 0.640 0.512 0.270

MLP 0.908 0.626 0.270 0.678 

Case1a Arch1 0.914 0.639 0.271 0.685

Case1a Arch3 0.891 0.605 0.323 0.677

Case2b Arch2 0.911 0.617 0.230 0.667

Case2b Arch 0.927 0.708 0.069 0.658

Cases3,4c Arch1 0.891 0.644 0.094 0.630

Cases3,4c Arch4 0.893 0.660 0.092 0.635

a Case 1: 1-dimensional image data
b Case 2: m-by-n-dimensional image data
c Cases 3 and 4: LSTM networks
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Therefore, it would be interesting to arrange 
the feature positioning of churn data based 
on some measure of feature importance or 
by applying feature weighting to intelligently 
rearrange the feature space. This rearrange-
ment of features is expected to produce more 
robust and accurate classification models. 

• More rigorous efforts are required to devel-
op DL architectures that can maximize 
classification accuracy on churn data by 
experimenting with different arrangements 
of feature extraction layers and classification 
layers using various parameter settings of 
convolution, pooling, and dropout layers.
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