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Abstract
The global mean surface temperature cooled slightly in the mid-twentieth century despite a continuous increase in greenhouse 
gas concentrations. The cooling was strongest in the Northern Hemisphere mid-latitudes, while the Southern Hemisphere 
mid-latitudes experienced moderate warming. This apparent contradiction is often attributed to internal multi-decadal vari-
ability originating from Pacific and Atlantic ocean-atmosphere interactions. Given the rapid increase of industrial activities in 
North America and Europe during that period, it is also plausible that anthropogenic aerosol (AA) emissions (as an external 
forcing) contributed to the stronger Northern Hemisphere cooling. This paper aims to quantify the contributions of AA and 
decadal variability to the 1948–1978 cooling. We analyzed the latitudinal temperature trend asymmetry in 60° S–60° N 
throughout the troposphere, using multiple reanalysis datasets and the Coupled Model Intercomparison Project phase 5 
(CMIP5) multi-model ensemble that bears significant similarity with the observed patterns. We show that both AA increase 
and the North Atlantic Variability Index (NAVI) transition into its negative phase are the major contributors to the latitudinal 
asymmetry of cooling. At the surface level, based on the horizontal pattern correlation method, AA and NAVI have similar 
contribution fractions (20 vs. 16%), but the contribution fraction of AA is much larger at 500 hPa (55 vs. 8%). Attributions 
based on vertical pattern correlation and latitudinal gradient show consistent results. Natural forcings (NAT) also contribute 
to the cooling asymmetry during mid-20C, but with a much smaller impact compared to AA and NAVI. Therefore, we argue 
that previous studies that mostly focused on surface variables may have underestimated the role of AA in the mid-twentieth-
century climate change. The study suggests that the three-dimensional thermal structure and atmospheric circulation change 
should be closely examined in future climate attribution analysis.

Keywords  Anthropogenic aerosol · Decadal climate change · Climate model · Tropospheric temperature · Hemispheric 
asymmetry

1  Introduction

Despite the continuous increase in greenhouse gases (GHGs) 
concentrations since the Industrial Revolution (Fig. 1a), 
global warming is not monotonic in the twentieth century. 
From about 1998–2013, the global mean surface tempera-
ture (GMST) warmed very slowly compared with the rapid 
warming from about 1978–1997 and is referred to as a global 

warming “hiatus” (Easterling and Wehner 2009; Kosaka and 
Xie 2013; Yan et al. 2016). The robustness of the so-called 
“hiatus” is also questioned in light of observational uncer-
tainties (e.g., Foster and Rahmstorf 2011; Cowtan and Way 
2014; Karl et al. 2015; Cheng and Zhu 2014) and statis-
tical significance of trend during a relatively short period 
(e.g., Medhaug et al. 2017; Risbey et al. 2018; Rahmstorf 
et al. 2017). In general, the causes of the recent warming 
slowdown in the early twenty-first century are shown to be 
related to internal variability and/or aerosol forcings (from 
industrial or minor volcanic eruptions).

Recent studies demonstrate that oceanic multi-decadal 
internal variability is the main driver of such decadal 
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changes in GMST, but debates are ongoing on the relative 
importance of the Pacific Ocean and the Atlantic Ocean. 
Some studies demonstrated the dominant role of the Atlan-
tic Multidecadal Variability (AMV) in driving the varying 
global warming rate, including both the rapid warming peri-
ods and the warming slowdown periods (e.g., Knight et al. 
2006; Thompson et al. 2010; Mann et al. 2014; Tung and 
Chen 2018). The variability of Atlantic Meridional Over-
turning Circulation (AMOC) is proposed to modulate the 
externally-driven SST variations (e.g., Kostov et al. 2014; 
Chen and Tung 2018; Zhang et al. 2019; An et al. 2021). 

In contrast, some other studies argue that Pacific variabil-
ity, such as the Interdecadal Pacific Oscillation (IPO), is the 
main driver (Kosaka and Xie 2013; Maher et al. 2014; Dai 
et al. 2015; Dong and McPhaden 2017).

In addition to internal variability, the external forcing 
introduced by anthropogenic aerosol (AA) is also sug-
gested to play a major role in causing the warming slow-
down (Chang et al. 2010; Booth et al. 2012; Jones et al. 
2013; Takahashi and Watanabe 2016; Haustein et al. 2019). 
Some studies emphasize the combined effects of decadal 
variability and external forcings during the recent warming 

Fig. 1   Evaluation of anthropogenic forcing and global mean air tem-
perature. a Global average atmospheric concentrations of CO2 and 
CH4.  CO2 concentration data is provided by NOAA ESRL/GMD; 
CH4 concentration is provided by Advanced Global Atmospheric 
Gases Experiment (AGAGE). The two black vertical lines (1948–
1978) in a–c, and e indicate the “mid-20C” period, which is the focus 
of our analysis. b Global Emissions of SO2 and OC (organic carbon). 
Emission data is from the historical emission used in CMIP5 twen-
tieth century simulation. More information and data access can be 
found at https://​tntcat.​iiasa.​ac.​at:​8743/​RcpDb/. c The global mean air 
temperature (GMAT in K, shown as anomaly relative to the 1951–
1980 climatology) at the near-surface level. The colored straight 
lines represent the linear trends of four different reanalysis datasets 

from 1948 to 1978 (except for JRA55 using 1958–1978). The two 
blue dashed lines indicate the two volcanic eruption events in 1955 
(Bezymianny, Russia) and 1963 (Mount Agung, Indonesia). The blue 
and red color shadings represent the ensemble uncertainties from 
CERA20C and 20CR (NCEPNCAR has only one realization). d The 
31-year GMAT trend (K/decade) for starting years between 1940 and 
1955. The black vertical line represents 1948. The blue and green 
shadings represent the 95% confidence interval of 31-year linear 
regressions for 20CR and NCEPNCAR; the red shading represents 
the 95% confidence interval of the 10-member ensemble spread of 
CERA20C is shown in red shading. e, f Same as c, d, but for 500 hPa 
air temperature

https://tntcat.iiasa.ac.at:8743/RcpDb/
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slowdown (e.g., Flato et al. 2013; Fyfe et al. 2016; Medhaug 
et al. 2017). Furthermore, some recent studies also argue 
that the external forcing also partly drives the well-known 
modes of Pacific internal variability (Emile-Geay et al 2008; 
Dong et al. 2014; Takahashi and Watanabe 2016; Le 2017; 
Haustein et al. 2019) or Atlantic internal variations (Evan 
et al. 2009; Otterå et al. 2010), which further increases the 
complexity of the attribution analysis.

The regularised optimal fingerprint (ROF; Ribes et al. 
2013) algorithm is widely used in previous studies to detect 
and attribute the role of anthropogenic forcings to the global 
and regional temperature (Bindoff et al. 2013; Sun et al. 
2016; Fyfe et al. 2017; Gillet et al. 2021), which utilizes both 
spatial and temporal fingerprints of responses. Unlike the 
strong warming effects of GHGs, the anthropogenic aero-
sol forcings, based on ROF methods, show overall cooling 
effects but with large uncertainties to the global temperature 
throughout the twentieth century.

The recent warming slowdown event is not unique in the 
historical period and should be viewed in the greater con-
text of decadal climate trends during other periods of the 
twentieth century, which is the focus of this study. GHGs, 
while strongly contributing to temperature warming, is not 
the only contributor to the global temperature trend. Natu-
ral or anthropogenic forcings such as volcanic eruption and 
anthropogenic aerosol emission contribute to the cooling 
tendency (Bindoff et al. 2013). Here we aim to quantify the 
contributions of external forcing and internal variability 
to the mid-twentieth century (“mid-20C”, defined here as 
1948–1978) global “cooling”, which was stronger and longer 
compared with the more recent “hiatus”. Specifically, we 
address to what extent AA emissions, mainly from North 
America and Europe during this period, contributed to the 
mid-20C slowdown. A better understanding of the contribu-
tion to the slowing down of global warming, will not only 
improve the understanding of human effects on the past cli-
mate (e.g., Liu et al. 2017) but also help to quantify the 
uncertainty of the future climate projection in the next few 
decades (Xu and Hu 2018). The novelty of this study lies in 
the following two aspects.

1.	 When attributing the causes of the mid-20C slowdown, 
most previous studies focus on GMST changes but do 
not fully utilize the spatial pattern of the observed trend, 
which has a strong hemispheric asymmetry. Unlike glob-
ally well-mixed GHGs, AA is largely confined to the 
emission source regions, thus invoking distinct climate 
response “fingerprints”. A few previous studies con-
nected AA with the hemispheric asymmetry of tem-
perature trend (Cai et al. 2006; Friedman et al. 2013; 
Haustein et al. 2019) or tropical precipitation shift (Chi-
ang and Friedman 2012; Hwang et al. 2013; Ocko et al. 
2014; Allen et al. 2015; Chung and Soden 2017). Simi-

larly, the fingerprint of internal variability originating 
from different ocean basins could induce different spa-
tial patterns. The novelty in the present work compared 
to previous ones is that we include both temporal and 
spatial information into the attribution process. Instead 
of considering the simple hemispheric differences as in 
most previous studies, we focus on the latitudinal asym-
metry, expressed in various forms, as the major metric 
for attribution.

2.	 Most previous studies focus on surface properties. How-
ever, a few studies (Tett et al. 2002; Thompson et al. 
2010) emphasize the importance of anthropogenic sul-
fate aerosols in offsetting GHG warming in the tropo-
sphere. Therefore, here we focus not only on the surface 
temperature but also on the air temperature throughout 
the entire troposphere to gain a 3-dimensional perspec-
tive of the changes.

The paper is organized as follows. In Sect. 2, we describe 
the data and statistical methods, and then in Sect. 3, we dis-
cuss the observed air temperature trend during the mid-20C. 
In Sect. 4, we discuss the simulated latitudinal asymmetry 
of temperature trend during mid-20C and the fingerprints of 
external forcings and internal variability in detail. In Sect. 5, 
we attribute the observed hemispheric asymmetry based on 
multi-model experiments of CMIP5 with three attribution 
methods (Sects. 5.1–5.4). Then we discuss the model spread 
and uncertainty based on the aerosol-cloud mechanisms 
(Sect. 5.4). Section 5 provides a summary.

2 � Methods

2.1 � Reanalysis datasets

Table 1 shows the three main reanalysis datasets used in 
this study, including NCEP/NCAR Reanalysis 1 (“NCEP-
NCAR”) developed by NCEP and NCAR (Kalnay et al. 
1996), Coupled European ReAnalysis of the 20th Century 
(“CERA20C”) developed by ECMWF (Laloyaux et  al. 
2016), and Twentieth Century Reanalysis (“20CR”) devel-
oped by NOAA (Compo et al. 2011). The observations 
assimilated are also listed in Table 1. CERA20C provides 
ten ensemble members, which we use for uncertainty quan-
tification. The ensemble spread for 20CR is also considered 
for uncertainty analysis.

A fourth reanalysis dataset is the Japanese 55-year Rea-
nalysis (“JRA55”), developed by JMA (Kobayashi et al. 
2015), which assimilates multiple sources of observations 
using a modern assimilation scheme. However, JRA55 has 
a much shorter temporal coverage (starting only from 1958), 
so we only consider it to verify temperature trends in the 
other three main reanalysis datasets (Fig. 1c and e).
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For the four reanalysis datasets, we utilize the monthly 
mean air temperature data from the surface to the upper trop-
osphere. The data from the four datasets are interpolated to 
be of the same vertical coordinates (1000–250 hPa at 50 hPa 
intervals). The data from NCEPNCAR and CERA20C are 
interpolated to the horizontal grids of 20CR (2.0° × 2.0°) 
before further analysis. Besides, we also utilize the 2-m air 
temperature (T2M) to quantify the rates of global warming 
(Fig. 1).

We omit the polar regions (above 60°) in our latitudinal 
analyses (except Fig. 1), considering the high surface eleva-
tions of the Antarctic ice cap as well as the large Arctic 
observation uncertainties.

We here define the “mid-20C” period as 1948–1978 for 
several reasons. First, NCEPNCAR only started in 1948. 
Using 1948 as the starting year also avoids the problem of 
limited observation coverage during WWII (Brohan et al. 
2006; Thompson et al. 2010). Second, global aerosol forc-
ing went up rapidly (Fig. 1b) during this period, provid-
ing a window of opportunity to detect its influence, if any. 
Third, a period of 31 years is sufficiently long to smooth out 
short-term variations such as ENSO and volcanic eruptions. 
Fourth, the rapid global warming period began in the late 
1970s (Trenberth and Hurrell 1994), which is beyond the 
scope of our analysis. Also, as a result of using 1948–1978 
as the focus period, other more recent reanalysis datasets 
assimilating global satellite observations (usually starting 
in 1979; e.g., MERRA2, ERA5) are not used in this study.

2.2 � CMIP5 model experiments

Table 2 lists seven CMIP5 models that include All-forcing 
(ALL), Greenhouse-gas-only (GHG), Anthropogenic-aero-
sol-only (AA), natural-forcing-only (NAT) experiments with 
at least three runs for each experiment. If there are more than 
three runs from any model, we only use the first three to 
ensure the multi-model mean (MMM) is not biased toward 
any single model. An alternative method to calculate MMM 
is to calculate the average of all ensemble members from 
each model and then to average across models. However, 
due to the limited realizations for each model (less than ten), 
the model-generated internal variability cannot be removed 
entirely via ensemble averaging. This means that the models 
with fewer realizations (e.g., three), despite ensemble aver-
age, will carry a stronger internally generated trend into the 
eventual MMM. In contrast, here we pick the same number 
of realizations from each model and from each experiment 
(i.e., a total of 21 runs from 7 models for ALL/GHG/AA/
NAT experiments) to make sure all these models contribute 
equally to MMM.

We exclude some other CMIP5 models (e.g., MIROC-
ESM, HadGEM2) that lack any of the three required experi-
ments listed above or have fewer than three runs for any Ta
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experiments. Also, we use the first 300 years of Pre-Indus-
trial (PI) experiments to quantify the internal variability 
(except for GISS-E2-H, which only provides 240 years of 
PI runs).

Besides the single forcing experiments of GHG, AA, and 
NAT, a historical (stratospheric + tropospheric) ozone-only 
experiment (OZ) is also performed by four of the seven 
included models (GISS-E2-R, GISS-E2-H, CCSM4, and 
CESM1-CAM5). We again pick the first three realizations 
from each model (12 runs in total) to analyze the potential 
role of ozone. CSIRO-MK3-6-0 performed All-but-ozone 
experiments, where the ozone-induced response can be 
obtained by contrasting with ALL experiments. However, 
the ozone-induced response obtained from All-but-ozone 
experiments is still different from that in ozone-only experi-
ments due to the potential nonlinear relationship between 
ozone and other external forcings, thus CSIRO-MK3-6-0 
is excluded from the ozone analysis. It is worth noting that 
ozone experiments in CMIP5 include both stratospheric and 
tropospheric ozone.

As with reanalysis products, we use the monthly mean 
air temperature at various pressure levels (T) and the 2-m 
air temperature (T2M) for the model analysis. All data 
are interpolated into the 20CR 2.0° × 2.0° horizontal grid 
using bilinear interpolation and 50 hPa vertical intervals 
from 1000 to 250 hPa using linear interpolation, prior to 
the analysis.

Figure 2c–d shows the model generated internal vari-
ations over the Pacific and the Atlantic ocean (based on 
ALL simulations), indicating that the MMM based on 21 
realizations applied in this study is capable of separating 
the externally forced climate responses from the model 
generated internal variation.

The model additivity is also tested (Fig. 2e–f) using 
global mean surface temperature (GMST), and linear addi-
tion of single forcing results agrees well with ALL from 
1930 to 2020. However, the combined response shows a 
slight warming bias after the 1970s compared to ALL. 
Such bias can be due to (1) non-linear response when add-
ing the separate forced response together, and (2) more 
importantly, the limited realization of OZ simulation (4 

Table 2   Global climate model 
output from CMIP5 used in this 
study Model 

Name
Main Developer

Resolution 

(latitude × 

longitude)

Cloud 

Albedo 

effect

Cloud 

Lifetime 

effect

Reference

CCSM4 USA/NCAR 0.94º × 1.25º No No
Gent et al. 

2011

CanESM2 Canada/CCCma 2.79º × 2.81º Yes No
Chylek et 

al. 2011

GISS-E2-R USA/NASA 2º × 2.5º Yes No
Lee et al. 

2013

GISS-E2-H USA/NASA 2º × 2.5º Yes No
Lee et al. 

2013

CESM1-CAM5 USA/NCAR 0.94º × 1.25º Yes Yes
Meehl et al. 

2013b

CSIRO-MK3-

6-0
Australia/CSIRO 1.87º× 1.875º Yes Yes

Collier et al. 

2011

GFDL-CM3 USA/GFDL 2º × 2.5º Yes Yes
Griffies et 

al. 2013

Color coding here, consistent with Fig. 9g–i, divides all models into three groups based on the physical 
parameterization of aerosol indirect effects (see columns 4 and 5)
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models and 12 realizations for OZ; 7 models and 21 reali-
zations for the other simulations).

2.3 � Internal variability in the models

To compare the relative contributions of internal variabil-
ity and external forcing, we need to identify the strength of 
decadal variability in each model. Because each PI experi-
ment is a long simulation run with “zero” external forcing, 
we use PI experiments to extract the fingerprints of decadal 
variability.

Several studies have shown that Pacific and Atlantic vari-
ability have strong interconnections (Wu et al. 2011; Chylek 
et al. 2014; McGregor et al. 2014). Although Pacific and 
Atlantic variability are correlated, the fingerprints of the 
two, regardless of their origins, are very different. Here we 
aim to attribute the observed asymmetric air temperature 
trend to the unique fingerprints of external and internal 
drivers, without probing into the deeper issue of intercon-
nection between these drivers (e.g., Pacific vs. Atlantic, or 
co-emission of GHGs and AA from fossil fuel sources, or 
the possible exciting/triggering of internal modes due to 

Fig. 2   a The time series of standardized (red) NAVI and (green) 
AMO index calculated from three reanalysis datasets. A 13-year low 
pass filter is applied to all indices. Color shadings indicate the reanal-
ysis dataset spread. The NAVI and AMO regions are highlighted with 
the black boxes in Fig. 6c. b Similar to a but for standardized (blue) 
PDO, (magenta) IPO, and (black) TPI index. The regions for TPI def-
inition are highlighted with the black boxes in Fig. 6a. PDO and IPO 
calculation is based on principal component analysis of sea surface 
temperature. c, d The model generated c NAVI index and d TPI index 

calculated from the 21 realizations of ALL simulations (grey lines) 
and calculated from the multi-model-mean results (red and black 
lines). The NAVI and TPI indices in c and d are not standardized. e 
The global mean surface temperature anomalies (GMST; K) relative 
to the 1930–1940 average temperature, from (green) ALL, (blue) AA, 
(red) GHG, (yellow) NAT, and (grey) OZ multi-model-mean results. 
Each experiment includes 21 realizations except for OZ, which con-
tains 12 realizations. f Similar to e but comparing (green) ALL with 
the combination of the other four single forcing simulations in e 
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external forcing particularly AA). Thus, we treat the Pacific 
variability and the Atlantic variability as two independent 
driving factors to study their contributions to the observed 
trend. However, we also consider a fingerprint of the overall 
Decadal Variability (“overall DV”) in our attribution meth-
ods, which considers the Pacific and Atlantic variability 
simultaneously (details of definition in Sect. 4.3).

Many studies represent Pacific variability in terms of IPO 
or Pacific Decadal Oscillation (PDO) (e.g., Mantua and Hare 
2002; Schneider and Cornuelle 2005; Meehl et al. 2009, 
2013a; Dong and Dai 2015; Newman et al. 2016). The IPO 
index is calculated based on the Empirical Orthogonal Func-
tion (EOF) analysis of the Pacific sea surface temperature 
(SST). The PDO index is similar to IPO but only uses the 
North Pacific SST for EOF analysis. Here we use the “Tri-
pole Index (TPI) for the IPO” introduced by Henley et al. 
(2015), with a much simpler calculation. TPI is calculated 
using averaged SST anomaly over three regions (region 1: 
25° N–45° N, 140° E–145° W (northern Pacific); Region 
2: 10° S–10° N, 170° E–90° W (eastern tropical Pacific); 
Region 3: 50° S–15° S, 150° E–160° W (western southern 
Pacific)). Specifically, TPI = SST2 − (SST1 + SST3)/2. TPI 
has been shown to be a robust representation of IPO with 
a very high temporal correlation (Henley et al. 2015; Yao 
et al. 2021; comparison shown in the right panel of Fig. 2). 
Also, we apply a 13-year low-pass filter to TPI to smooth 
out short-term variability such as ENSO.

We represent the Atlantic-based variability using an index 
called North Atlantic Variability Index (NAVI), which is 
defined as the averaged SST anomaly in the North Atlantic 
basin (40°–60° N, 15°–50° W) minus the Northern Hemi-
sphere mean anomaly (Haustein et al. 2019). NAVI is dif-
ferent from the widely used metric of Atlantic Multidecadal 
Variability (AMV or AMO; Schlesinger and Ramankutty 
1994), which is normally defined as the North Atlantic SST 
anomaly minus the global mean SST (comparison shown in 
the left panel of Fig. 2). Adopting NAVI as the primary met-
ric as suggested in Haustein et al. (2019), instead of AMO/
AMV, is motivated by previous studies (e.g., Booth et al. 
2012) showing AMO/AMV can be influenced by external 
forcings (notably European aerosols). We tested both NAVI 
and the traditional AMV index (subtracting global mean 
SST from the Atlantic SST) in our attribution analysis, and 
our results show that, for the most part, NAVI and AMV 
show similar fractional variances. A 13-year low-pass filter 
is also applied to NAVI.

Note that the decadal variability in the model runs does 
not have the same phases as in the observations during the 
mid-20C because the coupled models randomly generate 
oceanic variations while reanalysis datasets are constrained 
to match observed oceanic variation. To quantify how dec-
adal variability can potentially affect the observed tempera-
ture trend, we use the negative/positive trend of TPI/NAVI 

to extract the individual fingerprints from the Pacific and 
Atlantic: we calculate the 31-year linear trend of TPI/NAVI 
based on the 300-year PI runs from each model and pick 
three separate (i.e., non-overlapping) periods with the largest 
negative/positive trends. We collect three samples for each 
model here to match the number of model runs in ALL, 
GHG, and AA experiments.

In addition to TPI and NAVI, we also pick samples from 
PI runs to represent the “overall DV” based on the temporal 
similarity between PI and reanalysis results: We first calcu-
lated the temporal correlation coefficients (at least 0.35 to 
meet the 95% significance level) between the simulated TPI/
NAVI time series and that in reanalysis mean results during 
1948–1978, and then pick three 31-year periods from each 
model that have the highest average value of TPI correlations 
and NAVI correlations.

3 � Observed trends of tropospheric 
temperature in the mid‑twentieth century

3.1 � The slowdown of global warming

Figure 1a and b show the time series of concentrations of 
major GHGs and major anthropogenic aerosol emission 
categories, and Fig. 1c shows the global mean surface tem-
perature from 1940 to 1980. GHG concentrations continu-
ously increased during these four decades, which should 
have provided a positive forcing to the Earth system and 
driven a warming trend. While on the other hand, several 
natural or anthropogenic forcings such as volcanic eruption 
and anthropogenic aerosol emission contribute to the cool-
ing tendency. The surface air temperature during 1940–1980 
remained in a stable or even slightly cooling state, with little 
or no apparent warming in all four reanalysis datasets. The 
average warming trend is 0.03 K/decade from 1948 to 1978 
(straight lines in Fig. 1c), which is much smaller than the 
significant warming during the 30 years of 1990–2019 at 
about 0.2 K/decade.

Despite different coverage lengths and assimilation 
schemes (Table 1), all three reanalysis datasets agree well 
after 1950 for the surface air temperature (Fig. 1c). However, 
there are some disagreements between 20CR and CERA20C 
in the surface air temperature before 1950 (not covered by 
NCEPNCAR and JRA55). 20CR (blue) has a larger varia-
tion compared to CERA20C (red) in this period, especially 
from 1944 to 1952. This stronger fluctuation is the reason 
for the larger 30-year linear trend (with an earlier starting 
year between 1945 and 1950) in 20CR (at about 0.07 K/
decade) than the other two datasets. 20CR has the longest 
record (starting in 1850), but it only assimilates synoptic 
pressure, SST, and sea ice distribution, which could all be 
quite uncertain before the end of WWII (1945). Encouraged 
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by the overall good agreement of the three datasets after 
1948 (and of all four datasets including JRA-55 after 1958), 
in the following analysis, we will consider the average of 
all three reanalysis datasets as a depiction of the mid-20C 
warming slowdown (Table 3).

It is also worth noting that two major volcanic eruptions 
(marked as the blue dashed vertical lines in Fig. 1c) are 
associated with a rapid decrease of temperature for about 
1–2 years, but not a decadal temperature trend. This is con-
sistent with what we show in Sect. 2.2.

Figure  1c and d justify 1948–1978 as our choice of 
the slowdown period because NCEPNCAR (green) and 
CERA20 (red) show nearly identical linear trends for the 
31-year period starting between 1955 and 1958, with a neg-
ligible trend around 0 to 0.05 K/decade starting in 1948. In 
terms of the decadal temperature trend (K/decade shown in 
Fig. 1d), NCEPNCAR (green) is only slightly larger than 
that in CERA20C (red) during the 1948–1978 period. The 
larger temperature trend as in 20CR (about 0.07 K/decade) 
is again largely affected by the data inconsistency from 1945 
to 1950, but not statistically distinct from the trend computed 
from the other two datasets, which is illustrated by the over-
lap of uncertainty ranges (color shadings) of Fig. 1d.

A fresh perspective of this study is to investigate tropo-
spheric temperature as a whole to understand the decadal 
trend in the mid-20C. Figure 1e shows global mean air 
temperature changes at 500 hPa, which experienced a simi-
lar slowdown during the mid-20C but with a larger short-
term variance. The inconsistency of 20CR (blue shading in 
Fig. 1e) with other datasets before 1950 is more apparent 
than the surface temperature (in Fig. 1c), but again, all four 
datasets agree well after the 1950s.

3.2 � Latitudinal asymmetry

3.2.1 � Horizontal perspective

As in Fig. 1, both at the surface and in the mid-troposphere, 
all datasets show a robust global “cooling” during the 

mid-20C, despite growing GHG forcing. However, global 
warming or cooling is not spatially uniform, so we show the 
near-global (60° S–60° N) patterns of the decadal tempera-
ture trend during the mid-20C in Fig. 3.

Spatial patterns of the 31-year linear trends of the surface 
air temperature over the ocean are shown in Fig. 3a, c, and e, 
for the three datasets. Focusing on the low and mid-latitude 
ocean, all three datasets agree well in the Pacific and the 
Atlantic Oceans, with cooling in the northern Pacific and 
Atlantic and warming in the Southern oceans. The cool-
ing-warming contrast from the north to the south Atlantic 
Ocean is evident in all three datasets. This pattern is similar 
to the typical pattern of a negative NAVI phase, indicative of 
the potential role of Atlantic variability during this period, 
which we will quantitatively test later.

Figure  3g shows the zonal mean temperature trend 
(ZMTT) near the surface during the 1948–1978 period. 
Some differences exist in low latitude regions, where 
NCEPNCAR (green) shows warming of 0.15 K/decade 
over the oceans, while ZMTT in 20CR and CERA20C is 
within ± 0.05 K/decade. Nevertheless, a strong latitudi-
nal gradient is evident in all three datasets with continued 
Southern Hemisphere (SH) warming (0.1–0.2 K/decade) but 
moderate Northern Hemisphere (NH) cooling (0.05–0.2 K/
decades), which amounts to − 0.3 to − 0.2 K/decade/90° Lat.

Figure 3b, d, and f (the right column) show the mid-tropo-
spheric (500 hPa) spatial patterns of 1948–1978 temperature 
trends, which are smoother than, and about twice as strong 
as at the surface. Spatially, major parts of NH show cooling 
trends, while most of the SH mid-latitude regions beyond 
30° S show significantly warming trends. The strongest 
cooling occurs over eastern North America and from the 
northern Atlantic across Europe to the northern Pacific. Over 
Asia, CERA20C and NCEPNCAR show similar (with pat-
tern correlation as high as 0.70) spatial patterns with strong 
cooling over major parts of East Asia, while the 20CR data-
set, in contrast, shows warming over northern Asia.

In Fig. 3h, the latitudinal asymmetries at 500 hPa are 
also smoother, with gradients about twice as large as the 
surface (note the y-axis difference in Fig. 3 g and h). Despite 
the spatial differences among the three datasets, the ZMTT 
(Fig. 3h) features the cooling-north/warming-south gradient 
consistently in all three datasets, with the strongest cooling 
(warming) at 30°–50° N (°S) and a close-to-zero trend over 
the tropical regions.

3.2.2 � Vertical perspective

The latitudinal gradient of ZMTT (K/decade/90° Lat) is 
a key metric we will use for attribution, which sets this 
study apart from many previous ones. In Fig. 4, we focus 
on the latitudinal asymmetry of ZMTT at 500 hPa because 
it is largely representative of the free troposphere. Here, 

Table 3   2-D spatial pattern correlation coefficients of temperature 
trends (as in Fig. 3a–f) at different pressure levels, between each two 
of the three reanalysis datasets (CERA20C, NCEPNCAR, and 20CR)

Pressure 
level 
(hPa)

CERA20C 
vs. 20CR

NCEPN-
CAR vs. 
20CR

CERA20C vs. 
NCEPNCAR​

Mean of the 
three columns 
to the left

300 − 0.30 − 0.01 0.83 0.17
400 0.23 0.36 0.73 0.44
500 0.31 0.44 0.70 0.49
600 0.29 0.65 0.57 0.50
700 0.29 0.39 0.64 0.44
800 0.31 0.18 0.63 0.37



Reassessing the relative role of anthropogenic aerosols and natural decadal variability in…

1 3

we further examine the latitudinal asymmetry in the entire 
troposphere from 1000 to 250 hPa.

Figure 4a–c shows that the latitudinal asymmetry is per-
sistent in all levels of the lower and middle troposphere in 

all three reanalysis datasets, with significant warming from 
30° S to 60° S and cooling beyond 30° N. In NCEPNCAR 
and CERA20C, significant warming also occurs over the 
tropical and subtropical lower troposphere. Significant 

Fig. 3   a–f The spatial patterns (60°  S–60°  N) of the 31-year linear 
trend of air temperature during 1948–1978 at the surface (a, c, e), and 
at the 500 hPa level (b, d, f) from NCEPNCAR (row 1), 20CR (row 
2), and CERA20C (row 3). The black dots show regions where the 
local trend passes the 95% significance t-test. g, h The solid lines are 
zonal mean temperature trends (ZMTT) derived from the spatial pat-

terns in a–f. The colored dashed lines are linear fits of ZMTT, depict-
ing the latitudinal (i.e., meridional or north–south) gradient. Note that 
the color scales and y-axes are different between the left and the right 
panels, with the 500 hPa level featuring larger trends and a stronger 
latitudinal gradient
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cooling in NCEPNCAR and CERA20C occurs over NH 
mid-latitudes and then expands to tropical and subtropical 
middle and upper troposphere. In comparison, 20CR does 
not show significant warming or cooling over tropical and 
subtropical regions throughout the troposphere. The drastic 
shift from south-warming to north-cooling over the mid- and 
low-latitude regions indicates that external forcing could be 
another key factor, in addition to decadal variability, con-
tributing to the latitudinal asymmetry by directly affecting 
the radiation budget of the mid-troposphere. This will be 
quantitatively assessed in Sect. 5.

In Fig. 4d, the latitudinal gradients are shown as a func-
tion height. It is significantly negative in all three rea-
nalysis datasets. However, the latitudinal gradient shrinks 
above the 400 hPa level in CERA20C (blue) and 20CR 
(red) while it continues to strengthen in NCEPNCAR 

(green). Also notably, the latitudinal gradient in NCEPN-
CAR is two to three times larger than the other two data-
sets even at the surface level, consistent with the vertical 
pattern shown in Fig. 4a, where NCEPNCAR has signifi-
cant warming in the SH at all pressure levels, compared 
with the muted warming beyond 400 hPa in the other two 
datasets. Previous studies have pointed out the potential 
bias problems of NCEPNCAR, especially during the pre-
satellite era. 20CR is also questioned by some studies by 
only assimilating the surface observations. We conducted 
detailed robustness tests on the three reanalysis datasets 
(see Sect. 1 of the supplementary document) and found 
that the latitudinal asymmetry we discussed here is robust 
among the three datasets. Therefore, for the following 
analysis, we consider the average of these three datasets 
(black line in Fig. 4d) as the observational benchmark 

Fig. 4   a–c The vertical patterns of ZMTT from 1948 to 1978 from 
three reanalysis datasets. The black dotted areas pass the 95% signifi-
cance test. d The latitudinal gradients of the zonal mean temperature 
trends (ZMTT, in K/decade/90° lat). The green, blue and red shadings 

show the 95% confidence interval of linear regression from the three 
reanalysis datasets. The black line shows the average of the three 
datasets, and the grey shading represents the standard errors
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(Reanalysis Mean, “RE”') for the attribution, with the 
uncertainty (grey shading in Fig. 4d) well-considered.

4 � Simulated trends of tropospheric 
temperature in the mid‑twentieth century

4.1 � Latitudinal asymmetry

This Section quantifies potential contributors to the lati-
tudinal asymmetric temperature trends using the Global 
Climate Model (GCM) outputs. First, we compare the Rea-
nalysis Mean (RE, the average of the three main reanalysis 
datasets) results with the Multi-Model Mean (MMM) of 
All-forcing experiments (ALL, seven models with a total 
of 21 runs) to verify whether the model can reproduce the 
observed asymmetry pattern.

Figure 5a–d shows the spatial patterns of the 1948–1978 
temperature trend at the surface and 500 hPa levels from 
RE and ALL. At the surface (left column), the latitudi-
nal asymmetry of temperature trends is largely consistent 
except for the tropical regions, where ALL shows a cool-
ing tropical Pacific, but RE does not show a significant 
trend.

Note that the RE and ALL patterns have different color 
scales since the magnitude of the RE trend is about twice 
as large as for ALL. The ALL patterns are the average of 
21 ensemble members from seven models with randomly 
generated decadal variability, which means the decadal 
variability contribution is smoothed out in the ensemble 
average results. On the other hand, RE is the average of 
three reanalysis datasets with the same “real-world” dec-
adal variability. Therefore, it is reasonable that RE has 
larger magnitudes compared with ALL (because of the 
“real-world” decadal variability). Although we cannot 
directly compare the magnitude of RE and ALL, it is still 
useful to conduct comparisons based on the spatial pattern. 
The striking similarity as identified in Fig. 5a and c sug-
gest the role of external forcing in causing the observed 
trend.

The similarity also exists for the mid-troposphere. The 
500 hPa patterns are also smoother than the surface pat-
tern, and the pattern correlation between ALL and RE is as 
high as 0.80. Both ALL and RE feature an overall cooling 
trend over the northern part starting from about 30° S and 
a warming trend over SH mid-latitudes (40° S to 60° S). 
The notable difference is that the ALL pattern (Fig. 5d) 
does not have much zonal (i.e., east–west) variation, espe-
cially over the Pacific, compared to the RE pattern, again 
likely due to the smoothing of decadal variability in ALL 
model results.

As mentioned in the Introduction and Sect. 3, the lati-
tudinal asymmetry of ZMTT is a key indicator to quantify 

contributions to the mid-20C slowdown. Figure 5g and 
h show the ZMTT as a function of latitude. While some 
pieces of evidence show that the latitudinal asymmetry 
could be caused by decadal variability, the ALL pattern 
still carries strong latitudinal asymmetry even with dec-
adal variability smoothed out by the ensemble averaging. 
Therefore, the ALL-RE similarity (black and green) leads 
us to hypothesize the potential role of external forcing.

The next two subsections (Sects. 4.2 and 4.3) extract the 
fingerprints of various external forcings (GHG and AA) and 
internal decadal variability originating from different ocean 
basins (TPI and NAVI).

4.2 � The fingerprints of external forcings

To isolate the fingerprints of different external forcings, we 
examine seven CMIP5 models, each with three sets of exper-
iments introduced in Sect. 2.3: ALL, GHG, and AA. Since 
each model contributes three realizations for each experi-
ment, the MMM results are the average of 21 runs in total, 
and thus the randomly distributed decadal variability in each 
sample is largely smoothed out. As a result, the MMM tem-
perature trends during mid-20C from ALL, GHG, and AA 
only contain the climate responses to those external forc-
ings. Figure 5c and d show the surface and 500 hPa spatial 
patterns from ALL. Figure 6b, d, and e show the 500 hPa 
spatial patterns from each single forcing. Figure S3 in the 
supplementary document shows surface patterns from the 
single forcing experiments.

To examine whether a set of 21 realizations is large 
enough to rule out the contribution of natural variability 
to the MMM results, we calculate the TPI index and NAVI 
index from MMM results and compare that with the indi-
ces from individual realizations. We find that MMM results 
contain little variations of TPI and NAVI compared with the 
magnitude of individual realizations (Fig. 2c–d). This indi-
cates that the 21-member mean here is capable of effectively 
separating externally forced responses from the model-gen-
erated internal variations in decadal to multi-decadal time 
scales.

4.3 � The fingerprints of decadal variability

There is a challenge to identify the fingerprints of decadal 
variability because their phases are randomly distributed in 
model runs. As mentioned in Sect. 2.3, we used the “simi-
larity” method to identify the overall DV, and the rationale 
is to reproduce the real-world overall DV patterns (“DV” in 
Fig. 5e and f) just as the historical external forcings intro-
duced in other single forcing experiments.

In addition to the overall DV, the 500 hPa patterns of 
TPI and NAVI are shown in Fig. 6a and c, which are picked 
based on the “negative trend” method (see Fig. S3 in the 
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Fig. 5   a–f Spatial patterns (60° S–60° N) of the 31-year (1948–1978) 
linear trend of air temperature (K/decade) at the surface (left) and 
500  hPa (right) based on a, b the reanalysis mean (RE), c, d all-
forcing simulation (ALL), and e, f decadal variability (DV) derived 
from the model’s PI control simulation. Note that the color scales 

for a and b differ from that for c–f. g, h The zonal mean temperature 
trend (ZMTT, K/decade). Similar to Fig. 3g and h but contrasting RE, 
ALL, and DV. Note that the left and right vertical axis values in g and 
h differ too



Reassessing the relative role of anthropogenic aerosols and natural decadal variability in…

1 3

Fig. 6   a–f Spatial patterns (60° S–60° N) of the 31-year linear trend 
of air temperature during 1948–1978 at 500 hPa. a and c show pat-
terns due to internal variability calculated from Pre-Industrial (PI) 
model runs. a TPI is defined using a negative trend, and c NAVI is 
defined using a negative trend. The b, d, e, f shows the patterns due to 
external forcing. b GHG-only, d aerosol-only (AA), e natural-forcing-

only (NAT), and f ozone-only (OZ). g The ZMTT induced by inter-
nal variability, and h ZMTT induced by external forcings. The TPI 
regions are highlighted with the black boxes in a; The NAVI (AMO) 
region is highlighted with the black box using solid (dashed) lines in 
c 
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supplementary document for the surface patterns of TPI and 
NAVI). There are debates about whether the negative (or 
positive) phases or the transitions from positive phase to 
negative (or negative to positive) of these variability indi-
ces drive the decadal climate change. Our test suggests that 
the transition of NAVI/TPI is the key driver that leads the 
global SST pattern to change. In contrast, when NAVI/TPI 
stays in a negative (or positive) phase, the temperature trend 
remains quite small globally, but the 31-year-mean temper-
ature anomalies reveal the typical patterns of NAVI/TPI, 
which is not relevant to the problem we set out to address 
in this study.

In summary, we conclude that the multi-decadal scale 
temperature trend is strongly tied to the transitions of NAVI/
TPI rather than the phases, and thus we choose the “negative 
transition” samples as the Pacific and Atlantic variability fin-
gerprints in our attribution analysis (shown as “TPI_neg” & 
“NAVI_neg” in Fig. 6a and c). The reason we choose nega-
tive trends is that during the mid-20C, NAVI had a negative 
trend (reaching the minimum around 1975), and TPI just 
entered a negative phase after a negative trend (a negative 

TPI trend started around 1940 and TPI index stayed in nega-
tive phase until 1978).

5 � Attribution of the latitudinal asymmetry 
in tropospheric temperature trend

We now have two sets of fingerprints corresponding to both 
external forcings [ALL (Fig. 5c and d), GHG (Fig. 6b), and 
AA (Fig. 6d)] and internal variabilities [DV (Fig. 5e–f), TPI 
(Fig. 6a), and NAVI (Fig. 6c)]. Since ALL and DV are over-
all fingerprints of all kinds of external forcings and inter-
nal variability, our attribution follows two frameworks to 
identify separate components of ALL and DV (illustrated 
in Fig. 7).

•	 The 2-step framework compares RE with these two fin-
gerprints (ALL and DV) first and then further quantifies 
the fractional variance of individual components (GHG/
AA, TPI/NAVI) to the ALL and DV, respectively.

Fig. 7   Similar to Fig.  4 but showing the vertical patterns of ZMTT 
(K/decade) in a RE, b ALL, and c DV. d The latitudinal gradient of 
ZMTT (K/decade/90° Lat). The green and purple shadings represent 

the standard deviations of model-to-model differences from ALL and 
DV, and the grey shading represents the standard errors of RE (same 
as Fig. 4)
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•	 The 1-step framework directly quantifies the fractional 
variance of the four individual components (GHG, AA, 
TPI, and NAVI) to the total RE pattern.

To further enhance the robustness of the results, the attri-
bution of the observed latitudinal asymmetry and the quan-
tification of fractional variances of each component will be 
based on three different aspects (horizontal pattern, vertical 
structure, and magnitude of trends), as discussed in the fol-
lowing three subsections.

5.1 � Attribution based on the horizontal pattern

The 2-step attribution framework is based on the spatial pat-
terns of the 31-year temperature trend shown in Figs. 5a–f 
and 6a–d. Section 4.2 already compares RE and ALL near 
the surface and at 500 hPa in detail and shows high cor-
relations between RE and ALL. Here we focus on RE and 
DV results. DV and RE share similar spatial patterns at the 
surface (Fig. 5a and e), both showing cooling in the NH mid-
to-high latitudes and warming in SH. However, DV induces 
a PDO-like warming pattern over the tropical Pacific, which 
is not obvious in RE. Besides, the warming over the Indian 
Ocean in RE is not captured in the DV pattern. At 500 hPa, 
DV shows slight warming over the tropics, which is different 
from RE and ALL, leading to a smaller pattern correlation 
with RE (0.46 with DV vs. 0.80 with ALL).

Based on the linear regression, we utilize the explained 
variance (square of the spatial pattern correlation (R^2)) to 
compare the relative importance of each component to the 
fingerprint in RE. ALL explains around 64% of the RE vari-
ance (the explained variance of each component is square 
of the spatial pattern correlation (R^2) of that component), 
while DV can only explain 21% of the RE variance (yellow 
entries in Table 4a). Therefore, compared with DV, ALL (the 
total of external forcing) contributes much stronger to the 
observed spatial pattern of the 500 hPa temperature trend. 
In contrast, at surface level (Table 4b), DV explains 14% of 
the RE variance while ALL explains a slightly higher (22%), 
which indicates that the external forcing fingerprint plays a 
more important role in the mid-troposphere compared with 
the surface.

After estimating the contributions of DV and ALL, we 
further explore how individual external forcings (GHG and 
AA) contribute to ALL, and similarly, how the Pacific (TPI) 
and the Atlantic (NAVI) contribute to DV (green entries 
in Table 4). Because of the smoother pattern and stronger 
similarity between RE and ALL, we focus on the mid-trop-
osphere (500 hPa) as opposed to the surface.

For external forcings (Fig. 6b and d), AA shows a global 
cooling trend during the mid-20C with a stronger NH cool-
ing (blue line in Fig. 6h, − 0.069 K/decade/90° Lat), which is 
similar to the latitudinal gradient of the trend in ALL (green 

line, − 0.096 K/decade/90° Lat). In contrast, the GHG pat-
tern is global warming with an opposite latitudinal gradient 
(0.036 K/decade/90° Lat), featuring a stronger NH warming. 
Based on pattern correlations, GHG explains − 26% variance 
fraction to the fingerprint of ALL, and AA explains 52% of 
the ALL variance (green entries in Table 4a).

For internal variabilities (Fig.  6a and c), the TPI 
fingerprint shows a nearly symmetric pattern with a 

Table 4   The variance fractions explained by various internal and 
external factors to the observed (RE) or simulated (DV and ALL) 
31-year temperature trends during the mid-20C. a and b are calcu-
lated based on the pattern correlations of the 2-D horizontal patterns. 
“Fingerprints” from individual drivers and observational “bench-
marks” are shown in Figs. 5 and 6, for 500 hPa and surface (land and 
ocean), respectively. See Table  S1 in the supplementary for ocean 
only results. c is calculated based on the pattern correlations of the 
2-D vertical patterns. “Fingerprints” and “benchmarks” are shown in 
Fig. 7. The orange entries show the contributions following the 1-step 
framework depicted in Fig.  10a right panel, while the yellow and 
green entries show the contributions following the 2-step framework 
depicted in Fig. 10a left panel
(a) Attribution based on 500 hPa 2-D Correlation 

From DV ALL TPI NAVI

(AMO)

GHG AA NAT OZ

To RE 21% 64% 1% 8%

(22%)

-26% 55% 11% 0%

DV - 33% -18% 57% 

(61%)

- - - -

ALL - - - - -26% 52% 8% 0%

(b) Attribution based on surface (land and ocean) 2-D Correlation 

From DV ALL TPI NAVI

(AMO)

GHG AA NAT OZ

To RE 14% 22% 0% 16%

(21%)

-7% 20% 4% 0%

DV - - -14% 63%

(63%)

- - - -

ALL - - - - -13% 28% 7% 1%

(c) Attribution based on vertical 2-D Correlation 

From DV ALL TPI NAVI

(AMO)

GHG AA NAT OZ

To RE 42% 62% 2% 25%

(46%)

-32% 55% 24% -3%

DV - - -13% 83%

(79%)

- - - -

ALL - - - - -33% 61% 34% 1%
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positive–negative-positive pattern from south to north, 
which is obviously different from the overall DV finger-
print. Indeed, the fractional variance explained by TPI to 
overall DV is -18% (green entries in Table 4a). In contrast, 
the NAVI fingerprint resembles the latitudinal asymme-
try in DV (Fig. 5e) and the temperature trends over most 
regions globally, notably strong cooling over the North 
Atlantic and moderate warming over SH mid-latitudes. 
The horizontal spatial correlations suggest that NAVI 
explains 57% of the DV fingerprint. Here we also compare 
the different roles of NAVI and AMO. The conclusion that 
Atlantic variability, not Pacific, contributes significantly 
to the observed asymmetry still holds after switching from 
NAVI to AMO as the metric, and AMO explains slightly 
larger variance fractions than NAVI at 500 hPa ( 61 vs. 
57%), and similar variance fractions at the surface (81 vs. 
77%; see Table S1 in the supplementary). As is discussed 
in the previous study (Booth et al. 2012; Haustein et al. 
2019), the AMO/AMV can be influenced by external forc-
ings, and thus should not be treated as the pure internal 
variabilities in detection and attribution works.

Note that the fractional variances here do not add up to 
100%, suggesting other factors can also be in play (as well as 
uncertainties from incomplete data and imperfect modeling). 
Also, contributions can be negative values since they are 
based on pattern correlations (i.e., the sign of the correlation 
is preserved). Another thing to be mentioned is the cross-
correlations between each forcing (correlation between DV 
and ALL shown in Table 4). The ALL and DV show similar 
horizontal patterns, especially at 500 hPa (33%; Table 4a). It 
indicates the difficulty of separating the fingerprints of ALL 
and DV and brings uncertainties to the explained variance 
fractions.

However, the DV fingerprints are objectively picked (with 
the largest negative trend) from PI runs, where no external 
forcing is included. On the other hand, the fingerprints of 
external forcings are obtained based on the MMM results 
of single forcing experiments, in which the model-generated 
internal variabilities are largely smoothed out. By identify-
ing fingerprints of DV and external forcings independently, 
we aim to mitigate the concerns of entanglement of external 
forcing and internal variability (especially the potential role 
of AA in shaping Atlantic variability) when attributing the 
RE patterns to different factors.

The quantitative attribution above is based on the 2-step 
framework, but we also test the robustness of the results 
using1-step framework, which is to calculate the contribu-
tion of each individual forcing by directly comparing its fin-
gerprint with the RE pattern (summarized in the orange cells 
of Table 4a). The 2-step results show that the contribution 
of NAVI to the 500 hPa trend is one-third of that explained 
by DV (8% compared with 21%), while the TPI has no sig-
nificant contribution to the RE pattern. For the external 

forcings, AA is consistently estimated to contribute more 
than 50% (55% in the 1-step framework; 52% in the 2-step 
framework) to the RE pattern regardless of the attribution 
framework in use.

Comparing two attribution frameworks, we find that the 
contributions of internal variability and external forcings to 
the 500 hPa pattern are similar. External forcings (primarily 
due to AA) have an overall larger contribution than internal 
variability with a weak contribution from NAVI. Not sur-
prisingly, GHG has a negative contribution to the latitudinal 
gradient as its fingerprint is generally the opposite of AA. 
The symmetric TPI fingerprint does not provide a significant 
contribution to the mid-20C temperature trend pattern.

The analysis so far (as in Fig. 6) focuses on the contri-
butions at 500 hPa, but do the results change with height? 
Table 4b shows that the contribution of DV at the surface 
is larger compared with the mid-troposphere. The contribu-
tion of DV decreases from 21% (500 hPa) to 14% (surface) 
with height, while the ALL contribution decreases from 
64% (500 hPa) to 22% (surface), which means that ALL 
contributes slightly larger than DV at surface level. The con-
tribution of NAVI to RE at the surface is larger than that at 
500 hPa (16 vs. 8%). However, the contributions of AA to 
RE decrease significantly at the surface in comparison to 
500 hPa (from 55 to 20%) but is still slightly larger than the 
contribution explained by NAVI (16%).

Based on the spatial pattern correlation analyses in this 
subsection, we conclude that both internal variability (pri-
marily driven by NAVI) and external forcings (primarily 
driven by AA) play important roles in the decadal tempera-
ture trend during the mid-20C. More importantly, the rela-
tive roles of NAVI and AA vary with altitude: the explained 
variance of AA is similar to that of NAVI on the surface but 
is significantly larger in the mid-troposphere.

5.2 � Attribution based on the vertical pattern

Since the contributions of internal variability and external 
forcings vary with altitude, we further estimate the contri-
bution by taking advantage of the combined picture of the 
entire troposphere up to 250 hPa. The latitudinal asymme-
try signal is persistent at all pressure levels both in ALL 
(Fig. 7b), which is consistent with all three Reanalysis data-
sets (previously shown in Fig. 4a–c, with the mean shown in 
Fig. 7a). Based on the vertical pattern correlation (Table 4c), 
ALL has a greater contribution (62%) than DV (42%).

The latitudinal asymmetry in DV only weakly occurs 
near the surface, and the gradient decreases monotonically 
with altitude (Fig. 7d). Also, DV fingerprints in SH carry 
no positive trends at all pressure levels (Fig. 7c), which is 
inconsistent with the RE. In contrast, ALL can capture the 
cooling trend over tropical regions in the mid-troposphere. 
Also, the mid-troposphere response to ALL still shows a 
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significant latitudinal gradient, despite being smaller than 
the near surface, which is more consistent with that in 
RE compared with DV. Overall, the difference between 
DV and ALL indicates that external forcings play more 
important roles in shaping the mid-tropospheric latitudinal 
gradient than DV, while at the same time, DV and ALL 

both substantially contribute to the asymmetry at the sur-
face. This is probably because external forcings such as 
GHGs and aerosols can directly affect the tropospheric 
climate via both rapid adjustment (Smith et al. 2018) and 
simulations of oceanic slow feedback (e.g., Xu and Xie 
2015), while the coupled ocean-atmospheric processes 

Fig. 8   Similar to Fig. 7 but 
showing a–f vertical patterns 
of ZMTT (K/decade) due to 
internal variability a TPI and 
c NAVI; and due to external 
forcing: b GHG, d AA, e NAT, 
and f OZ. g, h Vertical profiles 
of the latitudinal gradients of 
ZMTT (K/decade/90° Lat), g 
DV, TPI, and NAVI results; h 
externally forced responses
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giving rise to DV largely affects the climate “bottom-up” 
from the surface.

Next, we discuss the role of individual external and inter-
nal factors.

The temperature responses of TPI and NAVI are shown in 
Fig. 8a and c. TPI shows an asymmetric warming-cooling-
warming pattern from south to north with significant cooling 
over the tropical regions, which is not consistent with RE 
(Fig. 7a) or DV (Fig. 7c). Therefore, TPI hardly contributes 
to the latitudinal asymmetry in DV (− 13% in Table 4c). In 
contrast, the NAVI pattern is significantly correlated to the 
vertical pattern of DV (with an estimated contribution of 
79%) but with stronger warming over the SH and weaker 
cooling over the NH.

Comparing the vertical profiles between TPI and NAVI 
(Fig. 8g), a very similar structure and magnitude with DV 
(Fig. 7c) can be found in NAVI. In contrast, the TPI response 
has almost no latitudinal asymmetry above 700 hPa and only 
a weak positive gradient close to the surface, suggesting a 
small contribution of TPI to the mid-20C temperature trend.

As for the external forcings (Fig. 8b and d), GHG has 
a negative contribution of -33%, and AA contributes 61% 
to ALL (following the 2-step attribution framework). From 
the vertical profiles of different external forcings (Fig. 8h), 
we see a similar vertical profile of the latitudinal gradient 
between ALL and AA (green and blue) and the opposite gra-
dients from GHG. Note that the gradient from AA is about 
two times larger than from GHG at all pressure levels, which 
is why AA forcing can offset the influence of GHG forcing. 
The comparisons based on magnitude are discussed in detail 
in the next subsection.

Lastly, we test the 1-step framework of directly partition-
ing the contributions (orange cells in Table 4c), which yields 
similar results as in the 2-step framework (yellow and green 
cells in Table 4c). Overall, AA and NAVI are the major 
contributors to observed patterns in RE (with a contribu-
tion of 55 and 46%, respectively), while GHG contributes 
− 32%. The vertical pattern approach here yields largely 
similar results compared to the results from the 500 hPa 
spatial pattern method (Table 4a), but the DV contribution 
increases from 21 to 42% (mainly from NAVI increasing 
from 22 to 46%), again emphasizing the more important 
roles of internal variability at lower altitudes, and less so in 
the mid-troposphere.

5.3 � Attribution based on the magnitudes 
of the latitudinal gradient

The previous two subsections show that the two attribution 
frameworks, based on pattern correlation, yield consistent 
results. However, the pattern correlation alone does not con-
sider the response magnitudes. This subsection performs the 
attribution based on the response magnitudes of different 

forcings. In the correlation-based analysis, we can directly 
compare RE and model results. However, here we cannot 
directly compare the two because of the large magnitude 
differences (indicated by the different color scales of Fig. 3). 
Instead, we focus on the magnitudes of different fingerprints 
in models to estimate the contributions of external forcings 
and internal variability from a different perspective from the 
previous subsections.

The gradient of ALL at 500  hPa is − 0.096  K/dec-
ade/90° Lat (green line in Fig. 5h), and the gradient of DV is 
− 0.050 K/decade/90° Lat (purple line in Fig. 5h). Therefore, 
the contribution of ALL to the observed gradient is about 
twice the DV contribution at 500 hPa based on response 
magnitude, which is consistent with the results from the 
previous correlation methods. The comparison between 
TPI and NAVI is also consistent with previous methods. At 
500 hPa, compared with the NAVI gradient (orange line in 
Fig. 6g, − 0.033 K/decade/90° Lat), the TPI gradient is posi-
tive but is only 0.004 K/decade/90° Lat (light green line in 
Fig. 6g), which indicates that the ZMTT response to TPI is 
largely latitudinally symmetric. Thus, DV asymmetry mainly 
comes from the NAVI transition during this period, which 
contributes to about 88% of the DV asymmetry in terms of 
magnitude. Similarly, the latitudinal gradient due to AA is 
− 0.069 K/decade/90° Lat at 500 hPa (blue line in Fig. 6h), 
compared with 0.036 K/decade/90° Lat due to GHG (red 
line in Fig. 6h). Thus, in terms of ZMTT gradient magni-
tudes, AA explains about 72% of the asymmetry in ALL.

As we previously argued, external forcings can be more 
important compared to internal variability in the mid-tropo-
sphere. This is also supported by the analysis here based on 
the response magnitudes. At the surface, the latitudinal gra-
dient in response to ALL (green line in Fig. 5h, − 0.130 K/
decade/90° Lat) is about 46% larger than that in response 
to DV (purple line in Fig. 5h, − 0.089 K/decade/90° Lat), 
but at 500 hPa ALL gradient is about twice as large as DV 
gradient (− 0.096 K/decade/90° Lat in ALL vs. -0.050 K/
decade/90° Lat in DV, Fig. 5h). In other words, both ALL 
and DV have large latitudinal gradients near the surface, but 
the ratio of ALL gradient and DV gradient increases from 
1.46 to 1.92 from surface to 500 hPa.

In addition to the magnitude of the linear latitudinal gra-
dient, we further test the robustness of our result by using an 
alternative way of measuring the hemispheric asymmetry: 
we calculate the weighted average of zonal mean tempera-
ture. The weighting function is defined as: �(�) = sin�,

where � is latitude. This index is introduced in geoengi-
neering studies (named as “linear latitudinal dependence”, 
Kravitz et al. 2016) and used to emphasize the hemispheric 
difference of zonal mean temperature trend, which is very 
suitable for the analysis in this study. Not surprisingly, the 
linear latitudinal dependence of ZMTT results (Fig. 11a) is 
highly consistent with the results of the “magnitude” method 



Reassessing the relative role of anthropogenic aerosols and natural decadal variability in…

1 3

(Fig. 11b). At the surface level, the linear latitudinal depend-
ence of ZMTT by NAVI is about half of AA (− 0.013 K/
decade vs. − 0.024 K/decade; note it was − 0.092 K/dec-
ade/90° Lat vs. 0.101 K/decade/90° Lat in the magnitude 
method), while at in the mid-troposphere, the dependence 
caused by NAVI decreases more significantly than AA 
(− 0.005 K/decade for NAVI vs. − 0.010 K/decade for AA; 
− 0.033 K/decade/90° Lat vs. − 0.069 K/decade/90° Lat in 
the magnitude method). All the three major methods, as well 
as the linear latitudinal dependence method mentioned here, 
reveal the important roles of both AA and NAVI during the 
mid-20C slowdown period.

5.4 � The role of natural forcing and stratospheric 
ozone

Figure 6e shows the temperature trend pattern at 500 hPa 
in response to natural-forcing (NAT) during the mid-20C. 
NAT introduces a global cooling, which is similar to AA 
but with a smaller magnitude. Notably, the NAT response 
shows a very small latitudinal gradient (Fig. 6h; − 0.016 K/
decade/90°Lat compared with − 0.069 K/decade/90°Lat for 
AA). Based on horizontal pattern correlation, NAT explains 
merely 8% of the total variance of the fingerprint of ALL 
at the 500 hPa level. At the surface level, the NAT again 
explains only a 7% variance fraction to ALL, which does 
not change much with altitude. In summary, compared with 
AA, NAT makes a smaller contribution to the mid-20C cool-
ing and contributes a significantly smaller fraction to the 
spatial pattern. Also, unlike AA, whose contribution frac-
tion increases with altitude, NAT exhibits a similar variance 
fraction at different levels.

The vertical pattern of temperature trend induced by 
NAT is also examined (shown in Fig. 8). The NAT pat-
tern (Fig. 8c) shares some similarities with the AA pattern 
(Fig. 8e) but with a smaller magnitude at all latitudes and 
pressure levels, inducing a close-to-zero negative latitudinal 
gradient (yellow in Fig. 8h). Based on the vertical pattern 
correlation, NAT explains 34% variance fraction to ALL 
(per the 2-step attribution framework). The attribution based 
on vertical patterns shows a more important role of NAT 
compared with the attribution based on horizontal pat-
terns (Fig. 6), indicating the potentially important role of 
NAT during the mid-20C. However, the latitudinal gradient 
induced by NAT is also significantly weaker compared to 
AA and NAVI_neg at all levels. It is reasonable because 
the aerosols that originated from volcanic eruptions (espe-
cially the two major events in the Northern Hemisphere in 
1955 and 1963) contributed to the hemispheric asymmetry 
of tropospheric temperature, similar to the role of AA; but 
the volcanic aerosol concentrations decrease quickly after 
the eruption. Therefore, we conclude that natural forcing 

from volcanic aerosols should also be considered as the 
contributors of tropospheric cooling during the mid-20C, 
but their impact is significantly smaller than NAVI and AA, 
especially in shaping the observed latitudinal asymmetry.

The stratospheric ozone depletion has also been shown 
to drive the atmospheric circulation changes in the Southern 
Hemisphere (Polvani et al. 2011; Marsh et al. 2013). There-
fore, the Ozone-only simulations (with a total of 12 realiza-
tions) are also examined to test whether Ozone contributes 
to the latitudinal asymmetry during the mid-20C.

Figure 8f shows the temperature trend pattern at 500 hPa 
in response to Ozone-only. Overall, ozone induces weak 
warming globally during the mid-20C (around 0.04 K/dec-
ade) but shows no latitudinal gradient (grey lines in Fig. 6h). 
The vertical pattern of the Ozone-induced temperature trend 
is also examined in Fig. 8f, which depicts weak warming 
trends at all levels. The lower levels of SH high latitudes 
below 850 hPa have stronger warming trends and result in a 
weak negative latitudinal gradient of temperature trend. The 
ozone-induced negative gradient is similar to AA and NAT, 
yet with a much smaller magnitude (by a factor of 3–4 com-
pared to NAT, and a factor of 7 compared to AA; Fig. 8h).

Based on the pattern correlation attribution frameworks 
(Sects. 5.1 and 5.2), ozone explains near-zero variance frac-
tions to either RE (analysis) or ALL (model response to all 
forcing) in either horizontal or vertical pattern correlations. 
Note that it does not necessarily mean the ozone effect can 
be ignored: focusing on the SH alone, the role of ozone can 
be important in driving the tropospheric warming in SH, 
especially the elevated warming in the troposphere. Nev-
ertheless, the focus of this study is to attribute the global 
latitudinal asymmetry. Thus, we conclude that ozone is not 
a major contributor to the latitudinal gradient during the 
mid-20C (1948–1978 as specifically focused here), despite 
leading to a weak warming trend in the 30° S to 60° S. How-
ever, note that ozone induces more significant warming and 
thus stronger circulation changes in the SH during the lat-
ter half of the 20C when the stratospheric ozone depletion 
is stronger. According to the column stratospheric ozone 
time series in Fig. S1 of Wang et al. (2020), the drop during 
1960–2020 is significantly larger than the decrease during 
1948–1978.

Note that the Ozone-only simulations are only available 
in four of the seven models included in this study (CCSM4, 
CESM1-CAM5, GISS-E2-R, and GISS-E2-H); thus, the 
model results with limited ensemble size may contain bias 
due to model-generated internal variability. Moreover, the 
CCSM4 and CESM1-CAM5 rely on prescribed strato-
spheric ozone concentration without interactive chemistry 
schemes, which could bring additional uncertainties to the 
ozone results. More importantly, CMIP5 models do not 
provide simulation to clearly separate the contribution of 
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stratospheric ozone from tropospheric ozone (also not sepa-
rated in Polvani et al. 2011). More models with interactive 
chemistry schemes and more single-forcing simulations 
(hist-stratO3 experiment) in the ongoing CMIP6 analysis 
are needed for future analysis focusing on the more recent 
decades and future recovery of the ozone holes.

5.5 � Model uncertainties: the importance of aerosol 
indirect effects

The seven CMIP5 models applied in this paper include dif-
ferent aerosol-cloud interaction mechanisms, which could 
partly explain the spread among them. To analyze the model 
uncertainties, we divide these seven models into three 
groups in Table 2 based on the aerosol-cloud interactions 
formulation (Lin et al. 2018). For Group 1 (CCSM4), only 
the aerosol direct effect is considered. For models in Group 
2 (CanESM, GISS-E2-R, and GISS-E2H), parameterized 
aerosol-cloud interaction is included in the models. The 
models in Group 3 (CESM1-CAM5, CSIRO-MK3-6–0, and 
GFDL-CM3) include aerosol-cloud interaction in a prognos-
tic fashion, so aerosols have an even stronger forcing due to 
the suppression of rainfall efficiency.

Figure 9 compares the spatial patterns of temperature 
trends in response to ALL and AA experiments at 500 hPa in 
these three different groups of models. We only show ALL 
and AA experiments but not GHG because (1) only ALL 
and AA experiments are affected by aerosol indirect effects, 
which are the key differences among the three groups, and 
(2) the climate effects of GHG are well simulated in all mod-
els and show very similar results.

Without the aerosol-cloud effect, Group 1 (CCSM4) 
fails to simulate the mid-20C cooling in the ALL forcing 
experiment (Fig. 9a), and the latitudinal gradient is not well 
captured by AA either (red line in Fig. 9h, with latitudinal 
gradient − 0.018 K/decade/90° Lat). On the flip side, ALL 
in Group 3 (Fig. 9e) shows a nearly opposite pattern com-
pared with Group 1, with near-global cooling. However, the 
cooling in Group 3 seems to be too strong compared to RE 
(Fig. 5b), especially over SH mid-latitudes, but the cooling 
trends over the northern Pacific, Europe, and the northern 
Atlantic are all consistent with RE. The ALL result of Group 
2 (Fig. 9c) most closely resembles the RE, with NH cooling 
and SH warming, but the cooling over the eastern Pacific is 
not well captured.

In terms of the magnitude of latitudinal gradients 
(Fig. 9g–i), Group 1 shows the smallest gradients in both 
ALL and AA runs while Group 3 has the strongest gradi-
ents. Group 3 (blue shading and blue error bar) has larger 
uncertainty compared with Group 2 in AA runs but smaller 
uncertainty in ALL. In addition to the 500 hPa shown in 
Fig. 9, we also do the same analysis for surface (not shown), 

which largely agrees with 500 hPa, despite the larger bias. 
Therefore, we argue that the different performances of the 
three groups of models are consistent from the surface to 
the mid-troposphere.

In summary, the Group 1 model (CCSM4) fails to simu-
late the mid-20C slowdown at all due to the lack of aerosol-
cloud interaction mechanisms, thus underestimating the 
overall climate effect of aerosols. However, it is also worth 
noting that Group 1 only contains one model and three reali-
zations; thus, the remaining internal variability may also bias 
the results.

On the other hand, by adding the cloud lifetime effect of 
aerosols, Group 3 models have a significantly stronger aero-
sol cooling response (with gradient − 0.097 ± 0.031 K/dec-
ade/90° Lat in the AA run) than Group 2 (− 0.073 ± 0.016 K/
decade/90° Lat), but the responses seem to be too strong 
compared to RE. The discrepancy between the three groups 
demonstrates the importance of aerosol indirect effects in 
model simulations.

There are concerns that GFDL-CM3 has very high 
model-generated internal variability compared to other 
CMIP5 models (Forster et al. 2013; Knutson et al. 2013) so 
we repeat the horizontal pattern attribution method exclud-
ing GFDL-CM3. As anticipated, we find that the contribu-
tion of DV to RE decreases (from 21 to 12% at 500 hPa and 
from 26 to 21% at surface level; original results are shown 
in Table 4a and b). Despite the quantitative change with or 
without GFDL-CM3 in the ensemble, our conclusion on the 
relative roles of ALL and DV still holds.

6 � Concluding remarks

It is well documented that the 20th-century global mean 
temperature features episodic warming slowdown periods 
(diminished warming or even slight cooling), but the causes, 
especially a quantitative reconciliation of them, are still 
being debated. Many studies demonstrate the dominant role 
of aerosol (e.g., Tett et al. 1999; Haustein et al. 2019), while 
several studies also emphasize the importance of internal 
variability (e.g., Maher et al. 2014; Dai et al. 2015). This 
work provides an updated analysis and brings a new perspec-
tive of tropospheric trends. Although with disagreements, all 
three reanalysis datasets included in this study show a robust 
latitudinal asymmetry of air temperature trend during the 
mid-20C, which is supported by homogenized radiosonde 
product (RAOBCORE). The observed asymmetry from 60°S 
to 60°N features moderate warming in the SH mid-latitudes, 
a close-to-zero trend in the tropics, and cooling in the NH 
mid-latitudes. Our results show that although internal vari-
ability partly explains the asymmetry during the slowdown 
at the surface, the contribution of anthropogenic aerosols to 
the asymmetry is also important on the surface, and even 
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Fig. 9   Similar to Fig.  6 but showing: a–f The spatial patterns 
(60°  S–60°  N) of the 31-year (1948–1978) linear trend of air tem-
perature at 500 hPa in ALL and AA experiments from three different 
groups of models (Table  2). g, h ZMTT at 500  hPa in g ALL and 
h AA experiments from three groups of models. The green and blue 
shadings indicate the standard deviation of the model-to-model dif-

ference in Group 2 and Group 3. i Latitudinal gradient of ZMTT (K/
decade/90° Lat) between 60° S and 60° N. The left part shows results 
from ALL experiments, while the right part shows results from AA 
experiments. The green and blue error bars show the standard devia-
tions of model-to-model differences in Groups 2 and 3
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more so in the mid-troposphere. In this section, we synthe-
size the findings and draw conclusions.

Based on a 2-step attribution framework (Fig. 10a, left), 
we quantify the potential roles of internal variability and 
external forcings based on two different types of pattern 

correlations, horizontal and vertical (Fig. 10b and c). Our 
analysis shows that during the mid-20C, both internal vari-
ability (DV) and external forcings (ALL) contribute to lati-
tudinal asymmetry, but with different contributions. In terms 
of DV, the latitudinal asymmetry is mainly driven by the 

Fig. 10   a Two attribution frameworks based on pattern correla-
tion, with the relative contributions summarized in b–d. GHG and 
TPI contributions are not shown. The colors here are the same as in 
Table 4. b Attribution of (purple) DV, (green) ALL, (orange) NAVI, 

and (blue) AA using the horizontal spatial pattern contributions 
method at (left) 500 hPa and (right) surface. c Same as b but using 
the vertical pattern from 1000 to 250 hPa
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negative transition of NAVI over the Atlantic Ocean dur-
ing mid-20C (57% at 500 hPa; 63% at the surface; 83% if 
assessed vertically), but not by TPI, which leads to sym-
metric patterns. In terms of external forcing, AA is the lead-
ing contributor to the asymmetry (52% at 500 hPa; 28% at 
the surface; 61% if assessed vertically), which offsets the 
opposite (and weaker) asymmetry caused by GHG concen-
tration increases (Xu and Ramanathan 2012). These latitudi-
nal asymmetries are as expected because AA emissions are 
concentrated in the NH land regions (mainly causing NH 
cooling), and the SH is mostly covered by oceans, which 
are likely to warm or cool more slowly than the land surface.

In addition to the 2-step attribution framework, we also 
used the 1-step attribution framework (Fig. 10a, right), 
which directly compares RE with the fingerprints of every 
single factor. The results from the 1-step framework cor-
roborate the results coming from the 2-step framework in 
both horizontal pattern contributions (8% by NAVI vs. 55% 
by AA at 500 hPa; 16 vs. 20% at the surface; Fig. 10a and b) 

and vertical pattern contributions (25% by NAVI vs. 55% by 
AA; Fig. 10c), which indicates the robustness of our results.

A key insight from this study is that the contributions 
of ALL and DV vary greatly with height, according to our 
analyses based on pattern correlation (Fig. 10b and c) and 
also based on the magnitude of ZMTT gradients (Fig. 11a). 
At the surface level, which is the common subject of 
numerous previous studies, the contribution of DV (14% 
based on spatial pattern method; − 0.09 K/decade/90° Lat 
based on magnitude method) is similar to external forcings 
(22%; − 0.13 K/decade/90° Lat). However, the contribu-
tion of external forcings is much more obvious in the mid-
troposphere, accounting for 64% of the observed pattern 
(− 0.10 K/decade/90° Lat based on the magnitude method) 
compared with the 21% contribution from DV (− 0.05 K/
decade/90° Lat based on the magnitude method).

Focusing just on the contributions of AA and NAVI, the 
two leading factors contributing to a global decadal “cool-
ing asymmetry”. All approaches yield similar results at the 
surface level, showing a larger contribution from NAVI than 

Fig. 11   a The ZMTT gradients (60° S–60° N) due to various factors 
(ALL, DV, AA, and NAVI) at (left) 500 hPa and (right) surface. Neg-
ative values indicate greater cooling or weaker warming in the NH 
compared with the SH. b The linear latitudinal dependence of ZMTT 

(K/decade) from 60° S to 60° N at (left) 500 hPa, and (right) surface 
using air temperature over the oceans only. Note that negative values 
indicate greater cooling or weaker warming in the NH relative to the 
SH
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AA (16 vs. 20% following the 1-step framework; − 0.09 K/
decade/90° Lat vs. 0.10 K/decade/90° Lat following the 
magnitude method). But in the mid-troposphere, the con-
tribution of NAVI is smaller than AA (8 vs. 55% following 
the 1-step framework; − 0.03 K/decade/90° Lat vs. − 0.07 K/
decade/90° Lat following the magnitude method). The rea-
son why AA contribution is more pronounced in the mid-
troposphere than NAVI is that AA can impose direct energy 
imbalance onto the troposphere in addition to the slow bot-
tom-up response due to SST pattern (e.g., see a decomposi-
tion of fast and slow components in response to AA in Wang 
et al. 2017). Therefore, with a focus on the tropospheric air 
temperature as the attribution target, we identify a stronger 
and more dominant role of AA, compared to the weaker role 
found for surface temperature and precipitation as noted in 
previous studies (e.g., Knight et al. 2006; Maher et al. 2014). 
Moreover, by looking at the entire low- to mid-troposphere 
up to 250 hPa (Fig. 10c), external forcings overall make a 
larger contribution to the ZMTT gradient compared to DV 
(62% for ALL vs. 42% for DV).

The natural forcing (NAT) also contributes to the mid-
20C cooling asymmetry, yet with much smaller fractions 
(− 0.016 K/decade/90° Lat of ZMTT at 500 hPa; explains 
7% variance of ALL on the surface following 2-step frame-
work) compared to AA and NAVI.

Lastly, we share thoughts on future research directions.

•	 This paper mainly focuses on the mid-20C (1948–1978), 
where the relative roles of aerosol emissions and the 
NAVI transition are profound and in the same direction. 
Similar analyses could also be performed for the more 
recent periods considering the different aerosol emission 
spatial patterns and temporal trends, such as the early-
21C warming slowdown (1998–2013) or the rapid warm-
ing period during 1978–1998.

•	 In addition to the three reanalysis datasets included in 
the study, the extension of the ECMWF Reanalysis v5 
(ERA5; Bell et al. 2020) product is ongoing and will 
cover the focused period soon. Analysis based on such 
newly developed reanalysis datasets is worth conducting 
to further explore the uncertainty of reanalysis products.

•	 In addition to CMIP5, the CMIP6 simulations have 
recently become available. CMIP6, compared with 
CMIP5, provides more single-forcing simulations 
(approximately 100 individual runs of aerosol-only), 
allowing better capability in separating externally 
induced climate responses from natural variabilities. 
Nevertheless, it shows that the 21-member ensemble 
from CMIP5 is large enough to separate the externally 
forced climate responses from the model-generated 
internal variability; thus, we defer CMIP6 simulations 
to future studies.

Despite the overall improvement in many aspects of 
simulating climatology and variability, some recent studies 
argued that many CMIP6 models overestimate the aerosol 
forcings, and consequently produce cooling bias during 
the mid-20th century compared to observation (Gettelman 
et al. 2019; Zelinka et al. 2020). The source of this issue 
is under active investigation. Therefore, in this study, we 
rely on the well-documented CMIP5 output and build our 
troposphere-focused analysis on previous studies on sur-
face climate trends. Further diagnostics on the issue of 
model sensitivity due to more diverse aerosol representa-
tion in the CMIP6 class are warranted in the future.

•	 Here we adopt an alternative index of NAVI to mitigate 
the entanglement of external forcing and internal varia-
bility (at least for AA and Atlantic variability) to assess 
their individual contributions in driving the observed 
climate trend at a decadal time scale. However, we do 
note that a clean separation in any given period is dif-
ficult. For example, some other studies demonstrated 
that the externally forced signal, especially from the 
regional forcing of aerosols, can reflect on or even 
excite internal modes (Smith et al. 2011, 2016; Allen 
et  al. 2014; Takahashi and Watanabe 2016). Previ-
ous work (Xu and Hu 2018) also showed a potentially 
detectable GHG impact on PDO/IPO when the warm-
ing level is high in the future.

•	 The role of ozone is examined in this study, showing no 
contribution to the mid-20C cooling asymmetry. How-
ever, the analysis is only based on the stratospheric 
and tropospheric ozone-only simulations included in 
CMIP5, with limited ensemble sizes. Future analysis 
is needed to further justify the separate contributions 
of stratospheric ozone and tropospheric ozone. Larger 
ensemble sizes and models with advanced chemical 
schemes, such as in CMIP5, will be helpful to narrow 
the uncertainties of ozone contributions to the climate.

•	 Here we also highlight the importance of looking 
beyond the surface climate by analyzing the tropo-
spheric air temperature, and we encourage future 
detailed analysis of additional variables or dynamic 
mechanisms [e.g., ocean heat content (Delworth et al. 
2005), atmospheric circulation (Xu and Xie 2015), 
ocean circulation (Verma et al. 2019)].
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