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Abstract
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Foundations of Computational Mathematics

1 Motivation

Products of random matrices arise in many contemporary applications in the mathe-
matics of data science. For instance, they describe the evolution of stochastic linear
dynamical systems, which include popular stochastic algorithms for optimization such
as Oja’s algorithm for streaming principal component analysis [31] and the randomized
Kaczmarz method for solving linear systems [39]. To understand the detailed behavior
of these algorithms, such as the rate of convergence, we may seek out methods for
studying a product of random matrices.

Unfortunately, the tools currently available in the literature are poorly adapted to
these circumstances. Indeed, an instantiation of a stochastic optimization algorithm
involves a finite product of finite-dimensional matrices, often with a particular structure
(e.g., low-rank perturbations of the identity). But most existing theoretical results are
limit laws that require the number of factors in the product or the dimension of the
factors to tend to infinity. Furthermore, strong assumptions on the random matrices
(e.g., independent and identically distributed entries) are usually required.

This paper offers some new tools for studying random matrix products that arise
from stochastic optimization algorithms and related problems. The research is inspired
by the recent paper [21] of Henriksen and Ward. Our hope is to replicate the successful
program for studying sums of random matrices, implemented in the works [1,32,41—
45]. In particular, we seek to develop methods that are flexible, easy to use, and
powerful. We also aspire to use transparent theoretical arguments that can be adapted
to new situations.

2 Contributions

To motivate our work, we start with an elementary concentration inequality for a
product of independent random numbers. We will generalize this bound, and others,
to the matrix setting.

2.1 Context: A Product of Random Numbers Near 1

Consider an independent family {X, X7, ...} C R of bounded random variables that
satisfy

EX; =p and |X; —u|*> <b* almost surely.

Form a product of random perturbations of 1, and compute its mean:

n

zo =[] (1 + %) and EZ, = (1 + %)" —et. (1—0m™.

i=1
We anticipate that the random product Z,, concentrates around its expectation EZ,, &~
el
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To check this surmise, we can use standard methods from scalar concentration
theory. For s > 0,

1=

<P{exp (%ZX,) 2(1+s)eu}

i=1

P{Z,> 1 +s)e'} =P <1+&>2(1+s)e"}
n
1

1 n
=P ;Z(X[ —EX)) Zlog(1+s)}.

i=1

The inequality follows from the numerical fact 1 +a < e, valid fora € R. Hoeffding’s
inequality furnishes the bound

—nlog?(1 —|—s)) @1

P{Z,,z(1+s)e“}§exp( 0

At the small scale s < e, in which case log(1l + 5) > s/e, the growth bound (2.1)
implies a subgaussian tail behavior:

2

P{Z, —EZ, > te"} <P{Z, —e" > 1e!} §exp<m

) forr <e. (2.2)

A similar inequality holds for the lower tail.

2.2 A Product of Random Perturbations of the Identity

We might hope that products of random matrices exhibit a similar behavior. Consider

an independent family {X, ..., X,,} C My of d x d matrices that satisfy
EX; =A and |X; —EX;|?> <b®> almost surely. (2.3)
Here are elsewhere, ||| is the spectral norm, that is, the £, operator norm. Form a

product of random perturbations of the identity and compute its mean:

X, X A\" A
Zy=(1+22) . (1+2L) and EZ, = (I+2) ~et. (24
n n n

Is it true that the spectral norm || Z,, || is proportional to e/, where u = ||A||? Does the
random product Z,, concentrate near its mean EZ,?

These speculations are correct. Moreover, we can obtain bounds that parallel the
scalar inequalities announced in the last subsection. Here is one particular result that
follows from our analysis.

EOE';W
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Theorem 2.1 (Products of Perturbations of the Identity—Special Case) Consider an
independent family

{X1,..., X} C My of random matrices that satisfy the hypotheses (2.3). Define
w = ||All. The matrix product Z, introduced in (2.4) satisfies the bounds

—nlog?(1 +s)

IP’{||Z,1||z(1+s)e”}§d~exp< b2

) when log(1 + s) > 2b°/n;

2

n
P {||Zn —EZ,| > te“} < max{d, e} - exp <W> whent < e.

Theorem 2.1 follows from Corollary 6.1.

As compared with the scalar bounds (2.1) and (2.2), the results in Theorem 2.1
feature an additional dimensional factor d in front of the exponential. This term leads
to a dependency of logd in the bounds for products of random matrices. Otherwise,
everything is the same, including the constants.

2.3 Proof Strategy

How might one establish a result like Theorem 2.1? The derivation in Sect. 2.1 is valid
only for products of random scalars. We cannot even begin to make this argument for
matrices because the exponential of a sum of matrices generally does not equal the
product of the exponentials.

In this paper, we take a completely different approach. The key is to observe that
multiplying a random product Z € My by a statistically independent factor Y € My
creates a predictable change plus a random perturbation:

YZ = (EY)Z + (Y —EY)Z.

Since the second term has zero mean, conditional on Z, we can exploit this orthogo-
nality property to estimate the size of the product:

E|YZ|} =EIEY)ZI3 +EI(Y —EY)Z|3
<(IEYI*+E|Y —EY[|*)(EIZI3) = A +v)m* - (E|Z]3)

The notation ||-||, refers to the Schatten 2-norm, also known as the Frobenius norm.
The last step introduces data about the random matrix Y: the mean m = ||[EY || and
the relative variance v = E |Y — EY || / IEY||?. We can apply the same argument
recursively to decompose the matrix Z into its own factors.

The approach in the last paragraph depends on the fact that |- ||, is the norm induced
by the trace inner product. To undertake the same action for the spectral norm ||-||, we
first need to approximate the spectral norm by the Schatten p-norm for p =~ logd.
Then, we can invoke a remarkable geometric property of the Schatten p-norm, called
uniform smoothness, as a substitute for the orthogonality law. See the paper [29] for
an introduction to this circle of ideas. Section 4 executes this method.

Elol:;ﬂ
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2.4 Additional Results

We establish a family of norm inequalities for products of random matrices. The main
result, Theorem 5.1, gives a bound for the moments of a Schatten p-norm of a random
product and a centered random product. From this fact, we derive expectation bounds,
tail bounds, and matrix concentration inequalities. Many of these results hold under
weaker assumptions than Theorem 2.1, addressing cases where the random matrices
have different means, are unbounded, or form an adapted sequence.

To give a better indication of what we can prove, let us give an informal presentation
of one of our main results, Corollary 5.1. The statement concerns a general product
Z, =Y, ---Y; of independent random matrices of dimension d. Abbreviating p =
1+ 2logd, we have the inequality

ZIE||Y —EY; ||2 1

n
E|NZ, —EZ,| <e./pv EY;|| when .
1Zy —BZ,ll < ey/po [ [ IEY| ErE S

i=1 i

We can interpret v as the accumulated relative variance in the product.
For example, in the setting of Theorem 2.1, the quantity v = O (b>/n). It follows

that
b2logd
ENZ, -EZ,| =0 E— IEZ,|

In particular, || Z, || is much closer to e* than to the worst-case bound el.

2.5 Roadmap

We continue with an overview of related work in Sect. 3. Section 4 presents background
results from matrix theory and high-dimensional probability. We establish our main
results for general matrix products in Sect. 5. Afterward, Sect. 6 draws corollaries for
a product of perturbations of the identity. Finally, we describe some refinements and
extensions in Sect. 7.

3 Related Work

Products of random matrices have been studied for decades, primarily within the fields
of ergodic theory, control theory, random matrix theory, and free probability. More
recently, applied mathematicians have developed results that are tailored to problems
arising in data science. Almost all prior work is either asymptotic in the length of
the product or asymptotic in the dimension of the matrices. This section contains an
overview of these inquiries.
FoE'ﬂ
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3.1 Direct Connections

The most immediate precedent for our research is the recent paper of Henriksen and
Ward [21]. They were motivated by the problem of understanding streaming algorithms
for covariance estimation. Their work gives, perhaps, the first explicit nonasymptotic
bounds for a somewhat general product of random matrices with fixed dimension. The
argument is based on the matrix Bernstein inequality and a combinatorial fact about
set partitions.

Henriksen and Ward focus on the setting of Theorem 2.1, and they establish a bound
of the form

b b
|Z, —EZ,| < % - polylog(n, d, 1/8) with probability at least 1 —§. (3.1)

In contrast, our new result reported in Theorem 2.1 implies that ford > 3 and § €
(0, 1), with probability at least 1 — §,

bett
1Zy —EZ, | < —j_ ./2¢2log(d/8) when2b?log(d/8) <n.  (3.2)
n

Furthermore, if we assume that | X ;|| < b almost surely for each i, then (5.20) implies
that (3.2) holds without restriction. Compared with previous work, the salient improve-
ment in (3.2) stems from the reduction of the factor e? to e*. This difference is most
pronounced when EX; = 0 for each 7, in which case the bound (3.2) removes the
exponential factor entirely. Even under the assumption that X; > 0 for all each i, it
can happen that b > dpu, so this refinement can make a big difference.

Also in the setting of Theorem 2.1, several works obtain results on the asymptotic
behavior of Z,,. Berger [9] establishes, via a semigroup argument based on the Chernoff
product formula, that Z, — e in probability as n — oo. Emme and Hubert [14]
recently obtained a refinement of this result: motivated by a problem in ergodic theory,
they show that Z,, — e asn — oo under the sole assumptions that i Xi/n—> A
and Y '_, | X;|l/n < oo. Their argument expands the product and computes the limit
of the kth order term using an induction. We can recover a special case of their results
by applying (3.2): given a triangular array {X ;") :i < nandn € N} of independent
random matrices, form the products

20 = (14 X0) - (14 X1).
The bound (3.2), combined with the first Borel-Cantelli Lemma, guarantees that
ZM — ed asn — oo, almost surely.

While Emme and Hubert do not require independence, their approach does not readily
yield nonasymptotic bounds. Our analysis gives a rate of convergence that matches
the corresponding bound (2.2) for scalar random variables.

Elol:;ﬂ
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After the first version of our work appeared, Kathuria et al. [23] released a preprint
containing an independent proof of a weaker version of Theorem 2.1. Though their
bound removes several logarithmic factors from the bound (3.1) proved by Henriksen
and Ward, their results still depend on e” rather than on e*. Like us, they use a mar-
tingale decomposition of Z,, — EZ,,, but they employ the matrix Freedman inequality
[41] to analyze the martingale.

3.2 Other Recent Applications

Some applied work on random matrix products has been driven by the empirical
observation that stochastic gradient descent converges faster when the gradient approx-
imations are sampled without replacement, rather than sampled with replacement.
Some papers that investigate this question from the point of view of (nonasymp-
totic) matrix inequalities include [2,22,35]. This specific problem has been solved by
Giirbiizbalaban et al. [18] using optimization theory. However, none of these results
directly address the questions at hand.

Researchers studying randomly initialized deep neural networks have also devel-
oped theoretical analysis for products of random matrices; see [19,49]. These results
involve operations on matrices with independent entries, and they focus on the large-
matrix limit.

3.3 Ergodic Theory and Control Theory

Products of random matrices describe the evolution of a linear stochastic dynamical
system. For this reason, they have been a subject of perennial interest within the studies
on ergodic theory and on control theory. For the most part, this research is concerned
with properties of the asymptotics of infinite products of matrices (of fixed size). Let
us give a few more details.

Consider a finite family A = {A1, ..., Ay} C My of fixed matrices. Construct a
random matrix X € My with the distribution

1
P{X =A;} =— foreachi=1,...,s.
N

The Lyapunov exponent of the set A is the quantity
1
A(A) ;= lim —log||X,---X1|| where X; ~ X iid.
n—-oon

The Furstenberg—Kesten theorem [16] establishes that A(A) exists almost surely, but
approximating A(.A) is algorithmically undecidable [46, Thm. 2]. As a consequence,
we must be pessimistic about finding a completely satisfactory solution to the matrix
concentration problem for products.
To learn more about Lyapunov exponents and to find additional references, see the
paper [3] for work in control theory and the paper [48] for work in ergodic theory.
EOE';W
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Another major application of random products is to study the asymptotic behavior of
arandom walk on a group; we refer the reader to [8,15,26] for more information.

3.4 Random Matrix Theory and Free Probability

Products of random matrices have also been considered within random matrix theory
and free probability. This connection is natural, but matrix products have received
somewhat less attention than other kinds of random matrix models. In these contexts,
it is common to study a product of a small number of matrices (two or three, say) in
the limit as the dimension of the matrices grows.

Bai and Silverstein [5, Chap. 4] present a limit law for the sequence of products of a
random matrix with iid entries and a random matrix whose spectral distribution has a
deterministic limit. This theorem is motivated by a statistical application, multivariate
analysis of variance. Note, however, that convergence of the spectral distribution does
not determine the limit of the spectral norm.

Free probability gives a complete description of the spectral distribution of a prod-
uct of two freely independent elements as the “multiplicative free convolution” of the
spectral distributions of the factors. The connection to random matrix theory stems
from the fact that a family of “adequately random” matrices becomes freely indepen-
dent in the limit as the dimension of the matrices tends to infinity. See the book of
Nica & Speicher [30] for a digestible introduction; some other good treatments include
[34,37,38]. Free probability has significant applications in wireless communications
[47].

For highly structured random matrices (invariant ensembles), it may be possible to
obtain more detailed formulas for products. See [13,24] for some work in this direction.
Recently, Hanin and Paouris [20] developed a nonasymptotic version of the argument
of Furstenberg and Kesten [16] to prove concentration bounds for the singular values
of products matrices with independent Gaussian entries, though they conjecture that
their results continue to hold under weaker assumptions.

4 Random Matrix Inequalities via Uniform Smoothness

To analyze products of random matrices, we exploit classic methods that were devel-
oped to study the evolution of a martingale taking values in a uniformly smooth Banach
space. These ideas are relevant for us because the matrix Schatten classes (with power
2 < p < o0) enjoy a remarkable uniform smoothness property.

In this section, we outline the required background from matrix analysis and
high-dimensional probability. Naor’s tutorial paper [29] serves as a model for our
presentation; it contains a more general treatment but does not give the sharp con-
stants. See Sect. 4.6 for additional discussion about the history of these ideas.

FoC'T
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4.1 Notation and Background

We work in the complex field C; identical results hold for the real field R. We often
use the infix notation for the minimum (A) and the maximum (V) of two real numbers.

The operator IP computes the probability on an event. The operator [E computes the
expectation of a random variable. Nonlinear functions, such as powers, bind before
the expectation.

The linear space C?*” contains all d x r matrices with complex entries. The alge-
bra My consists of all d x d matrices with complex entries. We use the standard
definitions of scalar multiplication, matrix addition, matrix multiplication, and the
adjoint (i.e., conjugate transpose). Any statement about matrices that is not qualified
with specific dimensions holds for all matrices with compatible dimensions. Non-
linear functions, such as matrix powers, bind before the trace. The matrix absolute
value |A| := (A*A)Y/2, where (-)'/2 is the positive-semidefinite square root of a
positive-semidefinite matrix.

We write ||-|| for the spectral norm on matrices; the spectral norm coincides with
the maximum singular value, and it is also known as the > operator norm. For each
p = 1, the symbol |||, refers to the Schatten p-norm, which returns the £, norm of
the singular values of its argument. The symbol S, refers to a linear space of matrices
(of fixed dimension), equipped with the Schatten p-norm.

For parameters p, g > 1, we define the L, (S,) norm of a random matrix X as

1
X g = 1X Iz, s, == (ENX1S) .
The L,(Sp) norm is an operator ideal norm, in the sense that
NAXI,q, < IAll- 11X,  forfixed A and random X. 4.1

This statement follows instantly from the analogous property of the Schatten p-norm.
We sometimes use the following simple inequalities for the moments of a random
matrix X:

E|lX| = ,‘,‘;fl El X, = pff;; X .q- (4.2)

The equality follows from Lyapunov’s inequality, combined with the fact that
X1l .1 = E[X]|, forall p > 1.

4.2 Uniform Smoothness for Matrices
Uniform smoothness' is a property of a normed space that describes how much the
norm of a point changes under symmetric perturbation. Since the Schatten-2 space
S, is an inner-product space, the parallelogram law gives an exact description of this

I More precisely, we are considering uniformly smooth spaces whose modulus of smoothness has power
type 2.

FolCT
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phenomenon:

[1X + Y13+ 1X = ¥13] = 1X 13+ 1713.

R =

Remarkably, in other Schatten classes, the parallelogram law is replaced by an inequal-
ity.

Fact4.1 (Uniform Smoothness for Schatten Classes) Let A, B be matrices of the
same size. For p > 2,

1 2/p
[5 (l1A+BlIb+ 14— B||Z)} <Al +C, B 4.3)

The optimal constant Cp, := p — 1. The inequality is reversed when 1 < p < 2.

Fact 4.1 was first established by Tomczak-Jaegermann [40]; she obtained the sharp
constant C, when p is an even number. Ball, Carlen, and Lieb [6, Thm. 1] determined
that C,, is the optimal constant for all values of p. Throughout the paper, we will
continue to write C, = p — 1.

4.3 Uniform Smoothness for Random Matrices

Much as the Schatten class S, of matrices enjoys a uniform smoothness property, the
normed space L, (S ) of random matrices is also uniformly smooth. When2 < ¢ < p,
this statement follows as an easy consequence of Fact 4.1.

Corollary 4.1 (Uniform Smoothness for Random Matrices) Let X, Y be random matri-
ces of the same size. When2 < q < p,

1 2/q 5 5
[5 (X + Yl +N1X - Y|||%,q)} <IXI3,, + CllYII3,,.

Proof Apply Lyapunov’s inequality to the left-hand side of (4.3) to pass from the pth
power to the gth power, and then transfer the exponent to the right-hand side to obtain
the pointwise bound

q/2
(IX + Y+ 1X = Y1) < [1X012 +Cp IR ]

| =

Take the expectation, and use the triangle inequality for the L, /> norm:

! 2 2/074/2
SEIX+YIE+EIX - YIh) < [E1X15)7 +C, @ v ) "
Reinterpret the latter display using the L, (Sp) norm [[|-[[|, ,- O
FolCT
LI o
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4.4 Subquadratic Averages for Random Matrices

Corollary 4.1 admits a powerful extension that controls how the norm of a matrix
changes if we add a random matrix that has zero mean. This result is the main tool
that we employ in our study of random products.

Proposition 4.1 (Subquadratic Averages) Consider random matrices X, Y of the same
size that satisfy E[Y | X] = 0. When2 < q < p,

X + Y12, < IXI3, + CpllYI3,.

The constant C,, = p — 1 is the best possible.

Ricard and Xu [36] obtained a version of Proposition 4.1 in the more general setting
of a von Neumann algebra. In their work, the expectation implicit in the L, norm is
replaced by the projection onto a subalgebra. They emphasize that the key feature of
their work is the determination of the sharp constant.

Here, we offer a very short proof of Proposition 4.1 with a suboptimal constant. The
method is drawn from Naor’s paper [29]. Lemma A.1, in the “Appendix,” unspools an
elementary argument that delivers the sharp constant.

Proof By Jensen’s inequality, applied conditionally on X,

1MX+WF+WMV <1nu+mw-ww—mw
2 P.q P.q - 2 P.q pP.q9

1 2/q
s[EWX+Ymg+MX—mﬂw] < XIE,, +CollYI>,,-

The second inequality is Lyapunov’s; the third is Corollary 4.1. Upon rearranging, we
find that

X+ Y35, < XI5, +2C, 03, (4.4)
This is the stated result, with a spurious factor of 2. O

4.5 Matrix-Valued Martingales

To demonstrate the value of Proposition 4.1, let us explain how it leads to moment
bounds for a matrix-valued martingale sequence. Consider a null matrix martingale
{X1,...,X,} C My with difference sequence {Aq, ..., A,} C M. That is,

Xo=0 and X; =X, 1+ A; where E[A;|Xp,....X;_1]=0
fori=1,...,n.
FeCT
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Applying Proposition 4.1 repeatedly, we arrive at the bound
n
XAl < Cp Y AR, (4.5)
i=1

In words, the squared norm of the martingale is controlled by the sum of the squares of
the norms of the martingale differences. The inequality (4.5) is a powerful extension of
the orthogonality of the increments of a martingale taking values in an inner-product
space, say S>. The uniform smoothness constant C;, shows how the geometry of the
matrix space intermediates.

In this work, we will develop bounds for random matrix products by applying a
similar technique to appropriately chosen decompositions of the product.

4.6 History

The approach in this section has a long history. Let us summarize the contributions
that are most relevant to our development.

For real numbers, the (sharp) uniform smoothness property in Fact 4.1 is known as
the two-point inequality; it was established independently by Leonard Gross [17] and
Aline Bonami [11] in the early 1970s, with later contributions by William Beckner [7].
In 1974, the uniform smoothness property for the Schatten classes was obtained by
Nicole Tomczak-Jaegermann [40]. It took another 20 years before Ball, Carlen, and
Lieb [6] obtained the sharp uniform smoothness constants for all Schatten classes.
The property dual to uniform smoothness is called uniform convexity. See [6] for a
detailed exposition.

Tomczak-Jaegermann [40, Thm. 3.1] also demonstrated that Rademacher averages
are subquadratic in each Schatten space S, with p > 2; that is, the Banach space S,
has the type 2 property [25, Chap. 9]. This fact is a prototype for the more general result
stated in Proposition 4.1. Tropp [42, Sec. 4.8] points out that parts of the Ahlswede—
Winter [1, App.] theory of sums of independent random matrices already follow from
Tomczak-Jaegermann’s work. (In contrast, Tropp’s matrix concentration inequalities
[42] are more closely related to a fact from operator theory, the noncommutative
Khintchine inequality of Frangoise Lust-Piquard [28]; Tropp’s results are derived
using a theorem [27, Thm. 6] of Elliot Lieb.)

Assaf Naor [29] traces the application of uniform convexity inequalities in the study
of martingales to a 1975 paper of Gilles Pisier [33]. Naor [29] gives a nice introduction
to this circle of ideas, which he uses to derive a general version of the Azuma inequality
that holds in any uniformly smooth Banach space.

At least as early as 1988, Donald Burkholder [12] applied closely related convexity
inequalities to derive sharp inequalities for martingales taking values in a Hilbert
space. The paper [36] of Eric Ricard and Quanhua Xu is a recent entry in this line of
research.

FoC'T
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5 A Product of Independent Random Matrices

In this section, we obtain our main results on the growth and concentration of a
product of independent random matrices. Section 5.1 shows how to decompose a
random product into pieces that we can control using a recursive argument. Based
on these ideas, we derive Theorem 5.1, a general bound on the moments of the norm
of the matrix product. The moment estimate leads to a family of expectation bounds
(Corollary 5.1) and probability bounds (Corollary 5.2).

The balance of the paper contains applications of these results (Sect. 6) and exten-
sions of the method to other settings (Sect. 7).

5.1 Decomposition of Random Products

Our approach is based on a recursive argument that describes how the product evolves
as we include more factors. At each step, we decompose the product into a nonran-
dom term and a random term with mean zero. This formulation allows us to apply
Proposition 4.1 on subquadratic averages.

Consider a fixed matrix Zg € My and an independent family {Y{,Y>,...,Y,} C
M, of random matrices. We can recursively construct products of these random matri-
ces:

Zi :Yl'Z,',1 fori = 1,...,11.

Evidently, the last element of the sequence takes the form Z, = Y, ---YZy. By
independence, EZ, = (EY,)--- (EY)Zy.

The random product Z; admits a simple decomposition into a mean term and a
fluctuation term:

Z,=Y,Zi 1=@EY)Z,_ 1+ Y; —FEY;)Z;_, foreachi=1,...,n. (5.1)
Since Y; is independent from Z;_, the second term is conditionally zero mean:
E[(Y; —EY{)Z;1|Z;—1] = 0. (5.2)

The property (5.2) supports the use of Proposition 4.1, which gives a bound on the
squared norm of Z; as a sum of the squared norms of the mean and fluctuation terms.
The norm of the mean term admits a simple bound:

WEYNZi—1lll g < NEY;ll - WZi-1lll, 4 (5.3)

The inequality follows from the operator ideal property of the Schatten p-norm. We
likewise have an explicit bound on the norm of the random fluctuation term:

1

I(Y; —EYDZi—ill,y < (EIY; —EY; |9 -E[Zi_1]%)"
1

= (EY; —EY; 1) N Zi2ll, - (5.4)

EOE';W
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The first relation follows from the operator ideal property and the statistical indepen-
dence of the random matrices Y; and Z; _. Combining (5.3) and (5.4) gives arecursive
bound on |||Z,-|||p,q in terms of ||| Z;_1 |||p’q.

We can study the concentration properties of the product Z; using a related decom-
position:

Zi—EZ;=YZi — (EY)(EZ;_) = (EY;)(Zi—1 —EZ;_1)
+(¥; —EY))Z;,. (5.5)

As in (5.2), the second term is a fluctuation that is conditionally zero mean, and
applying Proposition 4.1 once again gives a suitable recursive bound.
We carry out the details of these arguments in Theorem 5.1.

5.2 Growth and Concentration

Our main result controls the growth of the moments of a product of independent
random matrices. It also describes how well the random product concentrates around
its expectation.

Theorem 5.1 (Growth and Concentration of Random Products) Consider a fixed
matrix Lo € CI%" and an independent family {Y1,Y2,...,Y,} C My of random
matrices. Form the product

Zy =Y, Y, |- YoY Zye C.
For parameters 2 < q < p, assume that

IEY;| <m; and (E|Y; —EY{|1*)" <om; fori=1,...,n.

Define the product of means and the accumulated relative fluctuation

n n
M:l—[mi and ”22‘712-
i=1 i=1
Then, the random product Z,, satisfies the growth bound and the concentration bound

NZall .y < P21 Zoll, - M; (5.6)

172
120 = EZullpg < (" = 1) " 1Zoll, - M. (5.7)

Proof (Proof of Theorem 5.1, relation (5.6)) By the homogeneity of (5.6), we may
assume that m; = 1 for each index i, so that also M = 1. As in (5.1), we have the
decomposition

Zi = YiZifl = (EY,‘)ZZ',1 + (Y,' — EYi)Zl',l for each i = 1, P (8
FolCT
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Now, Proposition 4.1 implies that

NZilI3, < WEYDZioilI3, +Cp - I(Y: —EYDZiylI,

2
< IEY: |2 - N1 Zi—1lI2,, +Cp (ENY; —EY;119)*7 - N1Zi21l12,
< (1 +Cpo}) - NZi-ll,
< exp(Cpo}) - 1Ziilll5 -
The second line follows from (5.4), and the third depends on our hypotheses about

the factors Y;. The last relation requires the numerical inequality 1 4+ a < e, valid
for all a € R. By iteration,

i
1Zll5, < exp (Cp Za,?) N Zoll3, . (5.8)
k=1
In the final step, we use the assumption that Zg is not random to see that I1Zolll,.q =
1 Zoll ,- For i = n, formula (5.8) is the advertised result. O

Proof (Proof of Theorem 5.1, relation (5.7)) The pattern of argument is similar with
the proof of (5.6). By the homogeneity of (5.7), we may assume that all m; = 1 and
that M = 1. As in (5.7), we have the decomposition

Zi—EZ;=Y,Zi— — (EY))(EZ;—)) = EY)(Zi-1 —EZ;_) + Y; —EY)Z;—,.
Again, we invoke Proposition 4.1 to ascertain that

1Z; = EZiIP,, < IEY)(Zi-y —EZi DI, +Cp- I(¥; —EYDZiill5,

<NZi-y —EZi 4}, + Cpoi - N Zia I3,
i—1

< W1Zi-1 =EZi-1ll};,, + Cpoi’ exp (Z C,wf) N1 Zoll} -
k=1

The last inequality is our growth bound (5.8). This recurrence relation delivers

n i—1
I Zy —EZalI3, < 1Zo — EZoll%, + [Z Cpo;” exp (Z Cpo,?ﬂ N1 Zoll3
i=1 k=1
n i—1
= |:Z C o7 exp (Z Cptsz>:| N Zoll?
i=1 k=1
n
< |:exp (Zcpo,.2> - 1} N1 Zoll?, .

i=1

The equality holds because Z is not random. The last relation is a numerical inequality,
whose proof appears in Lemma A.2. O
FoCT
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Observe that the difference between the bounds (5.6) and (5.7) is only visible when
Cpv is small, in which case

1/2
eCrv/2 1 and (eC”" — 1) ~ ,/Cpu.

This is the setting where the concentration result may be nontrivial.

In applications of Theorem 5.1, we often take p large enough that the term || Zo | , is
a constant. For instance, when Zg = 1, it suffices to take p ~ logd. The most natural
choices for g are ¢ = 2 and ¢ = p. The former is appropriate when only bounds on
the variance E || Y; — EY; ||2 are available, whereas the latter applies when we assume
an almost-sure bound on the fluctuations of Y;.

The next remark contains a minor extension of Theorem 5.1. Similar extensions are
possible at other points in this paper. For the most part, we omit these developments.

Remark 5.1 (Growth from Concentration) In some instances, we can improve over the

growth bound (5.6) by applying the triangle inequality to the decomposition Z, =
(EZ,) + (Z,, — EZ,) and invoking the concentration bound (5.7):

1/2
1Zall g < EZul, + (57" = 1) " 1Zol, - M.

Similarly, we can apply Proposition 4.1 together with (5.7) to obtain

NZall2 g < WEZ, )3 +Cp (S = 1) 1 Zol13 - M2,

Neither of these bounds represents a strict improvement over the other or over the
growth bound (5.6).

5.3 Expectation Bounds for the Spectral Norm
In many cases, we just need to know the expected value of the product | Z,| or
the expected value of the fluctuation ||Z, — EZ,|. We can obtain bounds for these

quantities as an easy consequence of Theorem 5.1.

Corollary 5.1 (Expectation Bounds) Consider an independent sequence {Y 1, ..., Y}
C My of random matrices, and form the product Z,, =Y, - - - Y 1. Assume that

IEY:| <m; and (E|Y; —EY;|*)"* <oym; fori=1,...,n.

Let M = [['_;mi and v =Y !_, o Then

E | Zn]l < exp (./2v v v log d)) M. (5.9)

FoC'T
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Provided that v (1 + 2logd) < 1, then also

EZ, —EZ,| </ e*v(1+2logd) - M. (5.10)

Proof To apply Theorem 5.1, we set Zo = I and choose the power ¢ = 2.

To obtain the growth bound (5.9), consider the Schatten norm of order p =
V2(2v vlogd)/v. Note that p > 2 and that || Zo||, < d'/? < eP"/?. Invoke Theo-
rem 5.1, relation (5.6), to see that

ENZoll < 1Zall, > < €CrP2 N Zoll, - M < ePP/? . ePV/2 . M =eP" . M.

We used the fact that C;, = p — 1 < p. This is the stated result.

To obtain the concentration bound (5.10), consider the Schatten norm p = 2(1 +
logd). Note that p > 2 and that || Zo||, < d'/? < \/e. Now, we use Theorem 5.1,
relation (5.7), in a similar fashion. Assuming that C,v < 1,

1/2

ENZ, —EZ,| < IZy —EZ,ll 2 = (CCPU - 1)1 Zoll, - M <e,/Cpv- M.

The last bound is the numerical inequality e — 1 < ea, valid when a € [0, 1]. Finally,
note that C, = p — 1 =1+ 2logd. O

The inequality (5.9) shows its power when each o; is small. Assume that each

m; = 1 and o; < b/n for a constant b. If we assume that |Y; — EY;|| < o;m; almost
surely, then it is not hard to check that

IEZ,|| <1 while |Z,|| <+ @®/n)" < e’ almost surely.
If b\/(2logd)/n is close to zero, then (5.9) implies

E||Z,| < "V~

That is, E || Z, || is much closer to ||EZ, | than to the worst-case value e?.

5.4 Tail Bounds for the Spectral Norm

The moment bounds in Theorem 5.1 can also be upgraded to obtain tail bounds for
IZ,|l and | Z, — EZ,]|.

Corollary 5.2 (Tail Bounds) Consider an independent sequence {Y1,...,Y,} C My
of random matrices, and form the product Z,, =Y, - - - Y 1. Assume that

|EY;|| <m; and ||Y; —EY;| <ojm; almostsurelyfori =1,...,n.
FoCT
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Let M = [['_;m; and v = Y"!_, o2 Then,

—log?t
P{IZ,|| =tM} <d -exp when logt > 2v. (5.11)
Furthermore,
_ 42
P{IZ, —EZ,|| >tM} < (dVe)-exp <2—2) whent < e. (5.12)
eV

Proof We begin with the proof of (5.11). By homogeneity, we may assume thatm; = 1
for each i, so also M = 1. Apply Markov’s inequality and (4.2) to obtain

P{IZ,ll >t} < inf t 7 -EZ,|” < inf 77 - IZ4ll} p-
p=2 p=2

To bound the L, (S,) norm, we will use Theorem 5.1 with Zy = I and with g = p.
Relation (5.6) gives

- - — 2
(P NZallfp < 177 - 2ol = d - (72Cr) ",

We have used the fact that || Zo||%, = |||, = d. Under the assumption that log ¢ > 2v,
we may select p = (log#)/v > 2. This choice yields

—log?t
d~(t_2<e"’”)‘”/2 =d-exp< ;g )
v

Sequence the last three displays to arrive at the bound (5.11).
We establish (5.12) in an analogous fashion. The same argument, using rela-
tion (5.7), implies that

/2
PU1Zy ~ BZ,l = 1) < inf d - [72(Cr = 1))
Pz

Supposing that t2/(e*v) < 2, the bound (5.12) holds trivially because e -
exp(—tz/(Zezv)) > 1. Otherwise, we may select the parameter p = 12/(62U) > 2.
Under the assumption that r < e, Cpv < pv < (t/e)2 < 1, so that eCP” —-1<
eCpv < 12 /e. Therefore,

The last two displays imply (5.12). O
FoC'T
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Let us demonstrate the optimality of our tail bounds in Corollary 5.2 by showing
that they are tight in the commutative case. Consider a simple scenario where all the
factors of the product Z,, are diagonal matrices:

1 @ (d))

Y—dlag(y B O 7 i=1,2,...,n.

The scalar random variables yi(j ), 1 <i <n,1 < j < d are independent of each
other and satisfy

)

Ey(’) =m; >0 and |y, < o;m; almostsurely forl <i <n,1<j<d.

Fix Zy = 1. It follows that

Z,=Y, --Y| =diag (1_[ y(l), Hy(d))

i=1
For each diagonal entry of Z,,, a calculation similar to that in Sect. 2.1 gives

n n ()
[T I L I
]P{ Vi z(l—l—s)M}_P{ <1+ o )Zl—i—s}

i=1 i=l1

n y(]) . n y(]) .

SP{exp(E '—)Zl—i—s}:P{E '—Izlog(l—i-s)}.
, mj m;
i=1

i=1 !

As usual, M = []7_, m;. The inequality follows from the numerical fact 1 + a < e*
for all @ € R. We then use Hoeffding’s inequality to obtain

Ly —log?(1
P{l_!yi(]) > (1 +S)M} <exp (%)
i=

where v = )7, aiz. At the small scale s < e, in which case log(1 + s) > s/e, the
above bound implies

n 2
) ) —t
[ - [Tt = o < o0 (557).

i=1

Taking a uniform bound over the d diagonal entries of Z,, yields
n . _ 2
P (Amax (Zn) = (1 + )M} = P {3 i r[yl.(” > (14 s)M} <d-exp (M) ;
i 2v
(5.13)
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n 2
i —t
Plmax(Zn —EZy) = tMy =P 3i: [ [y ~M=tMi{n <d-exp(-5-) fort<e.
! 2¢2v

i=1

(5.14)

Moreover, these bounds are easily seen to be essentially tight.
To assess our results, we apply Corollary 5.2 to see what it predicts for this model.
The assumptions translate to the matrix bounds

IEY;|| = |m;1]| =m; and |Y; —EY;| <ojm; almostsurely for 1 <i <n.

Therefore, Corollary 5.2 implies that

—log%(1
Pumﬂzmz(r+wM}sdew<—J§§—i9) for log(1 + 5) > 2u:
v
(5.15)
2
P{Amax(Z, —EZ,) > tM} <d -exp| —— forr <e. (5.16)
2e2v

By comparing (5.15) and (5.16) with (5.13) and (5.14), we see that our estimates
obtained from the uniform smoothness argument are tight in the commutative scenario,
except that we require log(1 + s) > 2v for the growth bound (5.15).

5.5 Uniform Bounds on Factors

In some circumstances, it is reasonable to assume that the factors are bounded in
norm almost surely. For example, the randomized Kaczmarz algorithm [39] can be
expressed as the repeated application of random contractions, that is, matrices whose
singular values are bounded by one. Other randomized linear fixed-point iterations
take a similar form.

A modification of the proof of Theorem 5.1 offers some potential improvements in
this setting. Fix parameters 2 < g < p. Suppose that ||Y;|| < b; almost surely and
IIY; —EY;ll,, < oib; for each index i. Define B = [[;_; b; and v = }i_; al.z.
Then,

1Zallpy < 1Zoll, - B; (5.17)
1Zy —EZall .y < /Cpv 1Zoll, - B. (5.18)

The growth bound (5.5) is an immediate consequence of the definition Z, =
Y, ---Y1Zy. The concentration result (5.5) follows if we repeat the proof of (5.7),
using homogeneity to assume that b; = 1 for each i and employing the growth
bound (5.5) in place of (5.5).
These bounds yield strengthenings of Corollaries 5.1 and 5.2. If we assume
IIY; — EYlll, > < oib; for each i, then applying the argument of Sect. 5.5 with (5.5)
Elol:;ﬂ
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implies that
ElZ, —EZ,| < yev(1+2logd)B. (5.19)

This improves the constant in (5.10) by a factor of +/€, and it removes the condition
that v (1 +2logd) < 1.
Similarly, if we assume ||Y; — EY;|| < o;b; almost surely, then we obtain an

unconditional variant of the concentration bound (5.12):

2
—t
P{l|Z, —EZ,||>t-B} <(dVve)-exp (2—> forall ¢t > 0. (5.20)
ev
Both (5.19) and (5.20) scale with B = []7_, b;. In the important special case where
each factor in the product is a random contraction, we may take b; = 1 for each i, so
that B = 1. This bound may be pessimistic, as the next theorem shows.

Theorem 5.2 (Product of Random Contractions) Consider an independent family

{Y1,...,Y,} C My of random contractions; that is, |Y;|| < 1. Form the random
product Z,, =Y, --- Y. For a parameter p > 2, assume that

IEIY 7|7 <imi <1 and |E\Y; —BY,\P|"? <om; fori=1,...,n.

Define M := [[/_, m; and v := Y |_, 0. Then

ENZ,| < 1A @7 M); (5.21)
ElZ, —EZ,|| < /Cpvd'/? - M. (5.22)

Unlike (5.5), (5.19) and (5.20), the bounds of Theorem 5.2 scale with M. This
quantity can be substantially smaller than B, particularly if each factor has low rank.
For example, if Y; is a projection to a uniformly random rank-one subspace, then
Yl = Lbut |[E|Y;*|| = 1/d.

It is also possible to prove a tail bound, assuming an almost-sure bound on the
spectral norm of the fluctuations; we omit the details. For convenience, we have focused
on products of random contractions, but a homogeneity argument implies that similar
inequalities hold for any product of uniformly bounded random matrices.

To prove Theorem 5.2, we require a lemma that isolates the influence of each factor
in the product. This result gives an improvement in the setting where the factor is a
contraction, but it may give inferior results in other settings.

Lemma 5.1 (Random Product: Absolute Values) Let Y € My be a random matrix,
and let Z € My be a random matrix that is independent from Y. For2 < g < p,

1
NYZIl,, < |EIY?| o IZI .q-
FolCT
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Proof Write out the L, (S,) norm, and introduce matrix absolute values:

WYZzi%, =EIYZ|} =E [tr (Z*Y*Yz)P/Z]"/”
274/P
—efu(i e )]

The last relation can be verified using polar factorizations. Apply the Araki—Lieb—
Thirring inequality [10, Thm. IX.2.20] to distribute the power onto the factors in the
trace. Conditioning on the random matrix Z, we obtain

d

q/p

Iy zj, <EE [[tr ( |z+|P qy e \Z*\”/z)]q/p

< E[tr(|z*|ﬁ/2,(E|Y|p) . |Z*|p/2>]

The inequality is Jensen’s, which is justified because ¢ /p < 1. Bounding the matrix
in the center by its norm,

WY zis,, < [E1¥1P |97 - Ew|z*|"]" = |E Y12 |97 - 215,

Take the gth root to complete the proof. O
With this result at hand, Theorem 5.2 follows from familiar arguments.

Proof (Proof of Theorem 5.2) Define Zyg = I and Z; = Y,;Z;_; for each index
i =1,...,n. We begin with the proof of (5.21). Since each factor is a contraction, it
is clear that

n
E|Z,)l <E]]I¥el < 1.
k=1

To obtain a less trivial bound on the expectation, we apply Lemma 5.1 repeatedly. For
p=2

i i
1 —
ENZil < WZill,, < [TIEY?|"” 00, , =a" []m. 523
k=1 k=1

The statement (5.21) combines these two observations for the choice i = n.

Let us continue with the proof of (5.22), which is analogous to the argument in
Theorem 5.1(5.7). First, by expanding the inequality E |Y; — EY;|* = 0, we see that
0<|EY;|><E|Y;|*> Asa consequence, for p > 2,

2 —
IEY:I? < |E1Y:2| < |E1Yi|*7 <72
Elol:;ﬂ
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The second inequality follows from a matrix extension of Lyapunov’s inequality [4,
Cor. 4.2(i)]. Now, we may calculate that

IZi —EZill},, <IEY)(Zi—1 —EZi-DIl5 ,+Cp-I(¥i —EYDZ;i I,

) 2 22 2
=m; -WZi-y —EZi 1l , + Cpoim; - |1 Zi-1ll7 ,

1
s 2 2 52 2
<} 1Zi-i —BZi I}, + Cpof -d*/7 [ [ mz.
k=1

The second inequality uses (5.4), Lemma 5.1, and the last display. The third inequality
requires the preliminary bound (5.23). Unrolling the recursion,

n n
_ —2
Nz, — IEZn|||§,,p < Cpd*r (Hmlz) ( E 0,-2> =C,d*/"M"v.
1 i=1

1=

This result implies the advertised bound (5.22). O

6 Application: Random Perturbations of the Identity

This section treats the fundamental case where the factors Y; in the product are inde-
pendent, random perturbations of the identity. Thatis, Y; = I4+X; where {X;} C My is
an independent family. Applying our main theorems in this setting yields the promised
improvements to the tail bounds developed by Henriksen—Ward [21].

6.1 Iterative Algorithms

To motivate this development, observe that random perturbations of the identity arise
from the analysis of the iterative scheme

uD =4O 4 X4 fori=1,2,3.... 6.1)

where X;u") is a linear update to the current iterate "), In this application, the norm
of each X; is proportional to the step size of the scheme, so it is typically small and
it is controlled by the user. For example, the updates in Oja’s algorithm [31] take the
form (6.1).

For now, we do not permit the random matrix X; to depend on the sequence {u)}
of iterates. Later, in Sect. 7.2, we describe an extension of our approach to the setting
where {X;} is an adapted sequence. This variant allows for the study of a wider class
of iterative algorithms.

EOE';W
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6.2 Bounds for the Product

First, we develop bounds for the growth and concentration of a product of perturbations
of the identity. In Sect. 6.3, we develop results for the inverse of the product.

Corollary 6.1 (Perturbations of the Identity) Consider an independent family

{X1,...,X,} C My of random matrices, and form the product Z,, = I+ X,) - - - A+
X1). Assume that

IEX;|| <& and ||X; —EX;| <o; almostsurelyfori =1,...,n.
Define & =3 ! & andv =3 ", o?. Then

E|Z,| <exp (5 + ,/2v10gd) when 2v < logd,;
E|Z, —EZ,| <& /v(1+2logd)  whenv(1+2logd) < 1.

Moreover,

£ —log?t
P{IZy] > 1"} <d -exp 5 when logt > 2v;
v

2
—t
P{IZ, —EZ,|| > tf} <(@dVe)-exp| 5| whent <e.
2¢2v

Proof LetY; =1+ X, for each index i. Then
IEY; || < 1+ |EX;|| < e =:m;.
Furthermore, since m; > 1,
1Y —EY:|l =X — EXil| < o0; < oim;.
The results follow instantly from Corollaries 5.1 and 5.2. O

6.3 Bounds for the Inverse of a Product

In some applications, it is valuable to have a lower bound for the minimum singular
value of a random product. Equivalently, we can seek an upper bound for the spectral
norm of the inverse of the product. This section describes a situation where clean
results are possible.

Consider the case where the factors Y; are perturbations of the identity: Y; = I+X,
where X; is small enough to ensure that Y; is invertible with probability 1. In this
setting, we can easily study the inverse of the product using Corollary 6.1.
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Corollary 6.2 (Perturbations of the Identity: Inverses) Frame the same hypotheses as
in Corollary 6.1. Assume that & + o; < 1 for each index i, and define

n n

: . (& +0i)? _ 26t o)’ ?
s—Z[s,+1_@i+m)] and ”_Z[(”+1—(5i+o,->} '

i=1 i=1

Then,
E Hz;l ‘ <exp (é + ,/2ﬁlogd) when 25 < log d:
E ”zn—l _EZ;! ‘ < /25 (1 +2logd)  when v (1+2logd) < 1.

Proof With the same notation as in Corollary 6.1, observe that Z,! = (I +
X1~ !-.. I+X,)"'. Thisis an independent product that can be bounded by applying
the corollary. To do so, we simply need to express (I + X;)~! = I + X; for suitable
random matrices X;. The perturbation terms X; are obtained from the calculation

oo
A+ X" =1+ DX{=1-X; + X7A+ X)) =1+ X..
k=1

It remains to develop estimates for the size of the perturbation.
The uniform bound || X; | < |EX;| + || X; — EX;|| <& + o; < 1 implies that

Ja+xo ] <0 -1x)™ = s

Therefore, the norm of the expected perturbation satisfies

z - (& +0i)? =
EX;| < IBX )+ [Ex2a+ x| <&+ — T =&
[EX; | < IEX;| + |E[X7 X+ X)~'] G e oy
The fluctuations of the perturbation satisfy
- % _ 2(& +0i)? -
1%~ EX| < 1% - EXil 2[R0+ x) | 2o 4 S0 g
1= (& +oi)

The results follow when we apply Corollary 6.1 with the random matrices X; in place
of the X;. O

7 Improvements and Extensions

The argument underlying Theorem 5.1 has several natural extensions. In Sect. 7.1, we
derive better estimates for a matrix product where the initial term is rectangular. In
Sect. 7.2, we document the changes that are necessary in case the factors in the product
EOE';W
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are not independent but form an adapted sequence. Last, in Sect. 7.3, we explain how
to develop a bound on the spectral radius of a product.

7.1 Low-Rank Products

So far, we have focused on the setting where the initial matrix Zg = I. In many
applications, we are interested in the action of the random product Y,, --- Y| € My on
a specific matrix Zo € C?*” with relatively few columns. In this case, the terms that
control the behavior of the product may be significantly smaller. Here is an example
of the kinds of results one can achieve.

Theorem 7.1 (Growth and Concentration of Low-Rank Random Products) Consider
a fixed matrix Zo € C?¥" and an independent sequence {Y1,...,Y,} C My of
random matrices. Form the product Z,, =Y, - - - Y1 Zy. Assume that

12
IEY;| <m; and sup (IEll(Y,-—EYi)Pllz) <om; fori=1,...,n,
PP,

where P, C My is the set of rank-r orthogonal projectors. Define M = [|;_, m; and
v=>" 0% Foreachp > 2,
EIZ,| < Ecpv/z . ”ZOHp .M.
1/2
E1Zy — EZy| < (¢S = 1)1 2o, - M.

Proof Define Z; = Y,;Z;_; for each index i. Since Zy € C4*", the rank of each
matrix Z; is at mostr. Thus, we can write Z; = P; Z;, where P; is arank-r orthogonal
projector that only depends on Y;, ..., Y1 and Z(. As a consequence,

WY —EYDZi-ill,2 =Y —EY)Pi1Ziill,

1/2
< (B[I(Y; —EY)Pit? - s11Ziaa )2 ])Y
1/2 1/2
< sup (E[(¥; —EY)PI?)"? - (E1Zi-113)"
PP,
<oimi-Zi-1lll, -

We have used the fact that Y; is independent from P;_; and from Z;_ to pass to the
last line.

The rest of the proof runs along the same lines as the argument in Theorem 5.1,
using the last display in place of the bound (5.4). O

Let us offer a simple example to illustrate why Theorem 7.1 can produce better
outcomes than Theorem 5.1. Consider a random matrix X € M with the distribution
P{X =eje;*} = d~! for each j=1,...,d. Asusual, e; € C4 is the Jjth standard
basis vector. Construct the random matrix ¥ = I + ¢ X, where ¢ is a Rademacher ran-
dom variable that is independent from X. Clearly, EY = 1. For any rank-r orthogonal
projector P,

Elol:;ﬂ
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d
_ 2 _ sxpl=lL Pl typo
E|(Y —EY)P||>=E |PX*XP| = y i;tr[Pe,ei Pl= dtrP =

Therefore,

sup (EN1v ~EN)PI?) " = /e < 1.

PeP,

By contrast, E[|]Y — EY|? = E|X||*> = 1. This bound hence offers a significant
improvement when r < d.

7.2 Adapted Sequences

We can easily generalize our results on a product of independent random matrices to
a product of adapted random matrices. This kind of extension is valuable for studying
iterative algorithms where the choices made by the algorithm at a given step depend
on the history of the iteration.

Let (22, F,P) be a probability space, and let /| € F» C --- C F, C F bea

filtration. For each index i = 1, ..., n, we write [E; for the expectation conditioned
on the o-algebra F;. The operator Eq := E is the unconditional expectation.
We consider an adapted sequence {Y, ..., Y,} C M, of random matrices; that is,

each Y; is measurable with respect to F;. The next result provides information about
the growth and concentration properties of the product Z,, =Y, - - - Y 1. Note that the
natural concentration result compares Z, with a product of conditional expectations,
rather than the expectation of the product.

Theorem 7.2 (Products of Adapted Random Matrices) Consider a fixed matrix Zg €
My and an adapted sequence {Y1,...,Y,} C My of random matrices. Form the
products

Z,=Y, --Y1Zy and Fp= (E,_1Y,) - (E1Y2)(EoY1)Zo.
Assume that
E;—1Y;|| <m; and |Y; —E;_1Y;|| <oijm; almostsurelyfori =1,...,n.

Define M = [[/_,mj and v = Y I, O'iz. For2 < q < p, the random product Z,,
satisfies the growth and concentration bounds
V4 < Crv2z0)1, - M 7.1
NZulll,y <e 1Zoll, - M; (7.1)
1/2
I Zy = Fulll, g < (7" = 1)1 Zoll, - M. (7.2)

Proof Recursively construct the products

Z,‘ = YiZl',] and Fl' = (]Eiflyi)Fifl fori = 1, R (X
EOE';W
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To bound the growth of Z; and the concentration of Z; — F;, we simply need to update
the argument from Theorem 5.1.
To obtain (7.1), decompose

Zi=EY)NZi 1+ X; —E,_1Y)Z;_.

Since E;_1Y; and Z;_; are both measurable with respect to F;_; and E; _(Y; —
E;_1Y;) = 0, the obvious variant of Proposition 4.1 implies that

NZill , < NE 1 YDZiall , + Cpll(¥i —Eia YD Zi1ll5,

2 2 2 2
=millZi-ill, 4 +Cpmioi N Zi-1ll3 -

The second inequality follows from (4.1). This is the same recurrence we obtain in
the proof of Theorem 5.1, relation (5.6). The rest of the argument is the same.
To obtain (7.2), decompose

Zi—F; =YZi_ —(E 1 Y)Fi_1 =& 1Y)(Zi—1 — Fi—1)
+Y; —E 1 Y)Z; .
As before, Proposition 4.1 implies that
1Zi = Fill5, < I 1Y) (Zioy = FioDlI5, + Cpll(Yi = B YD Zill3,
<miZi-y = Fi_ill,, +CpmicPZiill3 .

i

This is the same recurrence that arose when we established Theorem 5.1, relation
(5.7). The balance of the argument is identical. O

7.3 The Spectral Radius

Products of matrices are closely related to the evolution of discrete-time linear dynam-
ical systems. In this context, it may be more natural to study the spectral radius of the
matrix product, rather than its spectral norm. Bounds for the spectral radius follow as
corollary of our work, owing to the following classical fact.

Fact7.3 (Schur) Let M € M be a square matrix. The spectral radius o(M) is defined
as the maximum absolute value of an eigenvalue of M. It satisfies the variational
principle

o = g |5~

The infimum takes place over all invertible matrices S. In particular o(M) < ||M||.

Let us give an indication of the kinds of results that are possible.
FoC'T
‘_I o
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Corollary 7.1 (Expectation Bounds for the Spectral Radius) Consider an independent
sequence {Y1,...,Y,} C My of random matrices, and form the product Z,, =
Y, - Y. Let S € My be a fixed invertible matrix, and assume that

20172
HS"(EY,»)SH <m; and (IE: HS"(Y,- —EY,-)SH ) <om; fori=1,...,n.
Let M =[[}_ m; andv = 3", o2 Then

Eo(Zy) < exp (,/21; v v log d)) M.

Proof Combine Corollary 5.1 and Fact 7.3. O

7.4 Prospects

We have developed a collection of nonasymptotic bounds for products of random
matrices. These results hold under simple and easily verifiable conditions, and they give
accurate predictions about the behavior of some particular instances (e.g., products of
iid random perturbations of the identity). The proofs are based on foundational results
about the geometry of the Schatten classes, and they can easily be adapted to treat
variants of the problems under consideration.

A disappointing feature of our results is that they do not account for interactions
between the matrix factors. For example, when Y; = I+ X; /n for bounded, indepen-
dent matrix perturbations X;, we have shown that

1 < logd
logE||Yn~--Y1||s—Z||1Ex,~||+o< £ )
n n

i=1

However, when the matrices X; are Hermitian and commute almost surely, it is easy

to show the sharper bound
- logd
E EX;|+ O .
n
i=1

The results of Emme and Hubert [14] establish that lim,_, . logE||Y,--- Y| =
limy— oo | Y7_; EX;| /n. It therefore seems reasonable to conjecture that a refined
bound of the latter type exists in more generality. The growth bounds discussed in
Remark 5.1 imply a statement of the form

1
log B Yy - Yill < -

i EX;

i=1

1
logE(Y, - Y| < = + error,
n

but the error term is not sharp. This type of bound would echo Tropp’s improvements
[42] to the Ahlswede—Winter results [1] for a sum of independent random matrices. At
FoC
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present, itis not clear whether this refinement is possible, nor what technical arguments
would lead there.

A Supplementary Proofs

This appendix collects a few additional arguments. First, we establish the sharp form
of the result on subquadratic averages, Proposition 4.1, using an elementary method.

Lemma A.1 (Sharp Subquadratic Averages) Let X, Y be random matrices of the same
size that satisfy E[Y|X] = 0. When2 < q < p,

X + Y12, < IX13, + oY I3,

where the optimal constant C,, .= p — 1.

Proof Fix a natural number n, and set Z = n~1Y. Inequality (4.4) states that

Dy = IX + ZII3,, — IXII5., — 2C,lIZII5, <O.

For a parameter 2 < k < n, Corollary 4.1 and Lyapunov’s inequality imply that

IX +kZIP, + X + (k =2 ZII5 , < 21X + ¢k — DZII5,, +2C,lIZII5 -

Rearranging the last display, we see that
D =X +kZI2 , — IXs + k — DZIP , — 2CkIIZII3,

(< IX + k= DZI12, — IX + (k= DZII5 , — 2C, ¢k — DIZIS , = Di—1.
In particular, Dy < D; < 0. Using a telescoping sum,

n

X+ YU, = NXI2, = 3 (X + K212, = I1X + = DZI2, )
k=1

n n
n—+1
= 2 (De+2C,KIZI, ) < Y2 2C,KIZIG, , = Cp——IIY I3 .
k=1 k=1

Take the limit as n — oo to arrive at the stated result. O
Second, we present a basic numerical inequality for weighted sums of exponentials.

LemmaA.2 Letay,ay,...,a, be asequence of real numbers. Then,

n i—1 n
Zai exp (tak> < exp (Za,-) — 1.
i=1 k=1 i=1

FoC'T
e,
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Proof The elementary inequality a < e — 1, valid for a € R, implies that

i—1 i

i—1
a; exp Z aig | < exp Z ar | —exp Z ajy
k=1 k=1 k=1

Sum the displayed equation overi = 1, ..., n to verify the claim. O
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