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Abstract: The interaction of a turbulent, spatially developing crossflow with a transverse jet possesses
several engineering and technological applications such as film cooling of turbine blades, exhaust
plumes, thrust vector control, fuel injection, etc. Direct Numerical Simulation (DNS) of a jet in a cross-
flow under different streamwise pressure gradients (zero and favorable pressure gradient) is carried
out. The purpose is to study the physics behind the transport phenomena and coherent structure
dynamics in turbulent crossflow jets at different streamwise pressure gradients and low/high-velocity
ratios (0.5 and 1). The temperature was regarded as a passive scalar with a molecular Prandtl number
of 0.71. The analysis is performed by prescribing accurate turbulent information (instantaneous veloc-
ity and temperature) at the inlet of a computational domain. The upward motion of low-momentum
fluid created by the “legs” of the counter-rotating vortex pair (CVP) encounters the downward
inviscid flow coming from outside of the turbulent boundary layer, inducing a stagnation point and a
shear layer. This layer is characterized by high levels of turbulent mixing, turbulence production,
turbulent kinetic energy (TKE) and thermal fluctuations. The formation and development of the
above-mentioned shear layer are more evident at higher velocity ratios.

Keywords: DNS; crossflow jet; turbulent boundary layer; passive scalar

1. Introduction

One of the standard active flow/heat control techniques is by means of localized wall-
normal perturbations in wall-bounded flows (Kral [1], Gad-el-Hak [2] and more recently
Greenblatt et al. [3]). Furthermore, the impact of blowing on turbulent coherent structures
is a crucial topic in active flow control since large-scale motions (LSM) usually carry most of
the turbulent kinetic/thermal energy of the flow (Balakumar and Adrian [4] and Hutchins
and Marusic [5]). As a consequence, by controlling these coherent motions, significant
modifications to the velocity and thermal fields can be achieved, with possibly minimal
energy input. According to Corke and Thomas [6], several studies to reduce skin-friction
drag in wall-bounded turbulent flows by using surface blowing/suction have tried to
manipulate the ejection and sweep events, considered the heart of the Reynolds stress
production [7,8]. A typical case of active flow control by local three-dimensional blowing
perturbations is the jet in turbulent crossflow. A complex set of turbulent motions and
vortical structures is developed by the interaction of the jet with the crossflow (Fric and
Roshko [9]): the shear-layer vortices, the counter-rotating vortex pair (CVP), the wake
vortices and the horseshoe vortex, and are sketched in Figure 1. These vortex structures
have been the motivation of several studies by many researchers: Fric and Roshko [9],
Kelso et al. [10], Karagozian [11], New et al. [12], Muldoon and Acharya [13] and Sau
and Mahesh [14]. For instance, vortex-generator jets (VGJs) are employed in low-pressure
turbines to mitigate flow separation in diffusers by injecting “streamwise momentum” in
turbulent boundary layers subject to an adverse pressure gradient [15]. A skew-angle
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VGJ creates a counter-rotating vortex pair with one dominant strong leg, while the other
is of opposite sign and weak. This strong streamwise coherent structure can be used to
redistribute high-momentum freestream fluid down to the near-wall region in order to
energize the separating boundary layer [15].

Figure 1. Schematic of the different types of vortical structures in a crossflow jet. Adapted from [9].

Furthermore, film cooling is a classical example of a crossflow jet applied to turbo-
machinery and rocket propulsion (Wernet et al. [16] and Ye et al. [17]). The idea is to
inject cool air by means of small surface holes in such a way as to create a protecting layer
between the surface and the hot combustion gases. Whereas high velocity or blowing
ratios are set in vortex-generator jets, in the film cooling technique, low blowing ratios are
generally prescribed to maintain the jet wake or protecting layer very close to the surface.
Comprehensive summaries on film cooling studies can be found in review articles by
Goldstein [18] and Bunker [19]. The injected air typically possesses a different velocity and
temperature than those of the freestream flow, yielding a flow field with high turbulence
and large temperature differences (Shyam et al. [20]). These turbulent fluctuations have
been shown experimentally to affect the downstream properties of the crossflow fluid
(Kamotani and Greber [21]).

The most important vortical structure that emerges in the crossflow-jet interaction
is definitely the CVP. In fact, there is a detrimental effect of the CVP on the effectiveness
of the downstream wall since vertical mixing is enhanced. Therefore, significant research
effort has been invested in order to assess the effects of different external conditions on
CVP. For instance, Johnson and Shyam [22] performed LES and RANS (SST turbulence
model) of film cooling at different blowing ratios. They found better predictions by the
LES approach, particularly for the spanwise and normal spreading of the jet in the near-
hole region. Smith and Mungal [23] experimentally studied the trajectory, scaling and
structure of crossflow jets at very high-velocity ratios from extensive imaging of the planar
concentration field. Bagheri et al. [24] carried out an analysis on the three-dimensional
formation and stability of vortices formed during the interactions of jets in crossflow.
They concluded by means of selective frequency damping that high-frequency unstable
global eigenmodes were associated with shear-layer instabilities on the CVP; meanwhile,
low-frequency modes were linked to shedding vortices in the wake of the jet. According
to Mahesh [25], the flow structure at low-velocity ratios might be essentially different
from the generally accepted vortex system mentioned above. Recent advances in flow
simulations with high spatial-temporal resolution (i.e., direct numerical simulations or
DNS) have opened up the possibility of enhancing the insights behind jets in crossflow
(Muppidi and Mahesh [13,26], Liu et al. [27]). Certainly, one of the major influences
on the downstream development of jet wakes is the presence of a streamwise pressure
gradient. Coletti et al. [28] conducted experiments on an inclined turbulent jet discharging a
passive scalar into a turbulent crossflow subject to favorable (FPG), zero (ZPG) and adverse
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(APG) streamwise pressure gradients. They concluded that under FPG, the jet trajectory
significantly bent toward the wall. While the latter enhances the film cooling performance,
the CVP fortification and boundary layer shrinking due to flow acceleration caused vertical
mixing augmentation, a negative aspect of the film cooling technique.

In summary, the crucial role of external conditions, such as streamwise pressure
gradients, on the jet in turbulent crossflow has been established; however, the literature
regarding this issue is rather scarce, particularly in passive scalar transport due to crossflow
jets. Furthermore, Direct Numerical Simulation (DNS) represents an important numer-
ical tool to obtain exhaustive information on turbulent boundary layers, particularly in
the near-wall region where the majority of the experimental techniques possess spatial
resolution limitations. Therefore, the main purpose of the present study is to understand
the physics behind localized 3D blowing perturbations under the presence of very strong
FPG at two different velocity ratios (VR = 0.5 and 1). The extensive data supplied by DNS
allow us to elucidate the effects of strong flow acceleration on the complex vortex system
generated downstream of a crossflow jet and to gain better knowledge of the turbulence in-
tensities, Reynolds shear stresses, temperature variance and momentum/thermal coherent
structures.

2. Mesh Generation, Flow Solver, Inflow Generation and Boundary Conditions

Capturing the physics of turbulent spatially-developing boundary layers by using
DNS is not a trivial task due to the following reasons: (i) high mesh resolution is required in
order to resolve the smallest turbulence scales (Kolmogorov and Obukhoff–Corrsin scales),
(ii) the computational box must be large enough to appropriately resolve the influence of
the turbulent “superstructures” (Hutchins and Marusic [29]) located in the outer region
of the boundary layer, (iii) realistic time-dependent inflow turbulent conditions must be
prescribed. Figure 2 shows a schematic of the computational domain in order to simulate
the crossflow–jet interaction under a strong, favorable pressure gradient (FPG), which is
prescribed by a top converging surface (sink flow). Without the prescription of any flow
perturbation as in Araya et al. [30] (i.e., vertical jet), the infringed flow acceleration in
this region is so strong that turbulent intensities are significantly attenuated; however, the
turbulence residual remains non-negligible with a logarithmic behavior of the Reynolds
shear stresses. It was found in [30] that the flow state was “laminarescence”, an earlier
stage of the quasi-laminarization process, according to Narasimha and Sreenivasan [31].

Figure 2. Schematic of the spatially-developing boundary layer with inlet, recycle and test planes
about 60δinl in streamwise length. The top view shows a close-up of the crossflow jet.
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The strong formulation of the dimensionless instantaneous governing equations uti-
lized in the present investigation for incompressible flows is as follows,

∂Ui
∂xi

= 0, (1)

∂Ui
∂t

+ Uj
∂Ui
∂xj

= − ∂P
∂xj

+
1

Reθ

∂2Ui

∂x2
j

, (2)

∂Θ
∂t

+ Uj
∂Θ
∂xj

=
1

PrReθ

∂2Θ
∂x2

j
, (3)

where the Einstein summation convention is applied. Ui is the dimensionless velocity
component in the xi direction, Θ = (T − Tw)/(T∞ − Tw) is the dimensionless temperature
difference, P is the dimensionless pressure, t is the dimensionless time and xi is the dimen-
sionless spatial coordinate in the i direction, respectively. Reθ = U∞θ/ν is the Reynolds
number based on the freestream velocity, U∞, and the inlet momentum thickness θ. Pr is
the molecular Prandtl number. In the governing equations, the parameters are normalized
based on the freestream velocity, U∞, the freestream temperature, T∞, the wall temperature,
Tw and the inlet momentum thickness, θinlet.

Flow Solver: To successfully perform the proposed DNS, a highly accurate, very
efficient, and highly scalable CFD solver is required. PHASTA (Parallel Hierarchic Adaptive
Stabilized Transient Analysis) is an open-source, parallel, hierarchic (2nd to 5th-order
accurate), adaptive, stabilized (finite-element) transient analysis tool for the solution of
compressible [32] or incompressible flows (Jansen [33]). The flow solver PHASTA has been
defined by considering a stabilized finite element method in space to spatially discretize
the incompressible Navier–Stokes equations with a Streamline Upwind Petrov–Galerkin
(SUPG) stabilization. Furthermore, the weak formulation of the problem creates a system
of nonlinear ordinary differential equations, which are discretized in time via a generalized-
α time integrator generating a nonlinear system of algebraic equations. Additionally,
this system is linearized by Newton’s method, which yields a linear algebraic system of
equations, as follows: [

K G
−GT C

][
∆u̇
∆ ṗ

]
= −

[
Rm
Rc

]
, (4)

where matrix K derives from the tangent of the momentum equation with respect to the
acceleration, G derives from the tangent of the momentum equation with respect to the
pressure time derivative, and C derives from the tangent of the continuity equation with
respect to pressure time derivative. The matrices Rm and Rc are the momentum and
continuity residuals, respectively. Equation (4) can be solved monolithically; however,
the required tight tolerance makes this approach almost impractical. Consequently, a more
feasible alternative consists in approximately solving a preconditioned system. Thus,
the equation for ∆ ṗ is obtained by static condensation of Equation (4), leading us to the
discrete pressure Poisson equation (PPE):[

GTK̂−1G + C
]
∆ ṗ =

[
−GTK̂−1Rm − Rc

]
, (5)

where K̂−1 is an approximation of K−1 obtained by considering only the diagonal entries
of K−1. The linear equation system (5) is first solved by the Conjugate Gradient (CG)
method. Later, the system of Equation (4) is computed by the GMRES method. Moreover,
the fully coupled momentum and continuity equations are solved with multiple nonlinear
iterations (two nonlinear iterations are performed on each step) and an additional discrete
pressure Poisson equation between each iteration to maintain a tight tolerance on the
continuity equation ([34,35]). Once the velocity/pressure field is converged at each timestep,
the passive scalar field is solved via three linear iterations. Although higher orders of
accuracy could be achieved with PHASTA by selecting appropriate elements, in practice,
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linear elements were used, which yielded global second-order accuracy in space. In all cases,
the meshes are structured with hexahedral elements, which show excellent performance in
turbulent flow simulations. The code is second-order accurate in time.

The flow solver has been extensively validated in a suite of DNS of turbulent boundary
layers with high spatial/temporal resolution [30,36–39]. The reader is referred to [40]
for more details about the numerical aspects of the finite element approach followed
by PHASTA.

Inflow Generation: One of the vital features of the simulations of unsteady spatially-
developing boundary layers (SDTBL) is the prescription of accurate and realistic turbulent
inflow information. In this study, we are employing the inflow generation method devised
by Araya et al. [36], which is an improvement to the original rescaling-recycling method
by Lund et al. [41]. The seminal idea of the rescaling–recycling method is to extract the
flow solution (mean and fluctuating components of the velocity and thermal fields) from
a downstream plane (called “recycle”), and after performing a transformation by means of
scaling functions, the transformed profiles are re-injected at the inlet plane. The rescaling
process requires prior knowledge about how the velocity/temperature and length scales are
related between the inlet and recycle stations. We proposed a dynamic approach in which
such information is deduced dynamically by involving an additional plane, the so-called
test plane located between the inlet and recycle stations, as seen in Figure 2. In the composite
computational domain shown, a ZPG zone (the turbulence “precursor”) is attached well
upstream of the location of the wall-normal jet. This strategy of prescribing an equilibrium
ZPG zone allows realistic turbulent conditions to be fed into the non-equilibrium region
with a transverse jet.

Boundary Conditions: At the wall, the classical no-slip condition is imposed for veloc-
ities. An isothermal condition is prescribed for the temperature field at the wall, which
is assumed a passive scalar. The lateral boundary conditions are handled via periodic-
ity. The pressure is weakly prescribed at the outlet plane. At the top inclined surface
(shear-less), the normal component of the velocity is prescribed a zero value (streamline)
and freestream value for temperature. For the ZPG zone, freestream values are assumed
for the streamwise velocity and temperature while zero-vertical gradient for the remain-
ing velocity components. As conducted by Bagheri et al. [24], here, the jet is modeled
by imposing a wall-normal velocity at the surface in a circle with a radius R. In the
present investigation, the radius is approximately half of the inlet boundary layer thickness,
i.e., R ≈ δinl/2. The velocity ratio (VR) is defined as the ratio between Vmax and the incom-
ing freestream velocity, U∞. We are considering two different velocity ratios, i.e., VR = 0.5
and 1. The Reynolds numbers ReD based on the pipe diameter (2R) and Vmax are 1520 and
3040 at VR = 0.5 and 1, respectively. At the lower velocity ratio, since the ReD is lower
than the critical value for pipe flows, a parabolic velocity profile, V(r), is prescribed for the
laminar jet as follows;

V(r) = Vmax[1− (r/R)2] (6)

where r is the distance to the jet center, and Vmax is the surface velocity at the jet center.
For the unitary velocity ratio, a turbulent jet is set, based on the DNS study by Wu and
Moin [42], at ReD = 5300. Figure 3 shows the distribution of the prescribed vertical velocity
at the jet location for both velocity ratios, with a flatter and more homogeneous velocity
distribution for the turbulent jet or VR = 1. Furthermore, the dimensionless temperature of
the jet (coolant) is prescribed as Θcoolant = − 0.5, while the normalized wall temperature
is Θw = 0 and the normalized freestream temperature is Θ∞ = 1.
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Figure 3. Wall-normal velocity distribution prescribed at the jet location.

Table 1 summarizes the characteristics of the analyzed three (3) cases. One Baseline
case is run (Case 1) by prescribing a zero pressure gradient (ZPG) on the transverse
jet region, which means a constant cross-sectional area of the computational domain.
The purpose of the Baseline case is to evaluate the effects of the streamwise pressure
gradient on the downstream development of the jet wake. Information regarding the
computational domain dimensions in terms of the inlet boundary layer thickness δinl
(where Lx, Ly and Lz represent the streamwise, wall-normal and spanwise domain length,
respectively) and the mesh resolution in wall units (∆x+, ∆y+min, ∆z+) is also supplied based
on the inlet friction velocity. Readers are referred to Appendix A for suitability of the mesh
resolution and time step as well as numerical validation. Figure 4 depicts a typical mesh
with a grid point distribution of 600× 80× 80 for Case 2 and 3, while the point distribution
was 440 × 60 × 80 in Case 1. Note that the streamwise domain length (Lx) includes the
ZPG precursor zone for inflow turbulent information generation, as previously mentioned,
which demands approximately 20δinl in all cases. Furthermore, the momentum thickness
Reynolds number is approximately 400, just upstream of the transverse jet. The domain
length was prescribed long enough (about 40–60δinl) in order to appropriately capture the
influence of large-scale motions (LSM) [29]. By comparing Cases 2 and 3, the effect of the
blowing strength is evaluated in FPG flows.

Table 1. Numerical cases.

Case Type VR Lx× Ly× Lz ∆x+, ∆y+
min, ∆z+

1 ZPG 0.5 43δinl × 3.2δinl × 4.3δinl 14.3, 0.2, 7.95

2 FPG 0.5 60δinl × 4.3δinl × 4.3δinl 14.27, 0.2, 7.9

3 FPG 1 60δinl × 4.3δinl × 4.3δinl 15, 0.2, 8
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Figure 4. Schematic of the mesh in FPG cases.

3. Discussion of Results

The crossflow jet simulations were initiated from a previous unperturbed DNS case [30].
After approximately twelve flowthroughs, samples were collected during the last 1900 non-
dimensional time t+ for statistics computation, totaling 1200 flow fields. A flowthrough
is the time it takes for a freestream fluid parcel to go from the domain inlet to the outlet
plane. Figure 5 shows the streamwise development of some indicators of the onset of
relaminarization for Cases 2 and 3 without the transverse jet and focusing on the zone
x/D > −7. The acceleration parameter K

(
= ν

U2
∞

dU∞
dx

)
rises abruptly at the ZPF–FPG

intersection (18 ≤ x/δinl ≤ 26) to finally asymptote to the constant value of 4.0× 10−6,
beginning at x/δinl ≈ 30. Based on [43], the present flow should have been relaminarized
(since K > 3.0× 10−6); however, the C f never achieves the laminar value for sink flows,
as discussed in [30]. The critical K value of 3.5× 10−6 suggested by Kline [44] was achieved
around x/δinl ≈ 25. Furthermore, the critical value of −0.025 for ∆p = ν dP/dx

u3
τ

[45]
was reached at x/δinl ≈ 34. Narasimha and Sreenivasan [31] introduced the parameter
Λ = −δ dP/dx

τwo
(where δ and dP/dx are local values of the boundary layer thickness and

the streamwise pressure gradient, respectively; τwo is the wall shear stress at the last ZPG
station, upstream of the FPG region), defined as the ratio of the pressure gradient dP/dx
to the characteristic Reynolds stress gradient τwo/δ. Thus, no prior knowledge of turbu-
lent stresses was required to describe the mean flow. For large values of Λ (≥50), they
demonstrated that the mean flow field could be split into an inner laminar sub-layer and
an inviscid but rotational outer layer and used this criterion as an identifier of reversion.
Nevertheless, the maximum computed value of Λ (∼22) is lower than the laminarization
indicator of Λc = 50 proposed by [31]. Consequently, previous indicators of the relami-
narization onset K, ∆p and ∆τ have predicted relaminarization in our FPG region, except
for the Λ parameter by [31]. More specifically, our strong FPG flow might be located within
the “laminarescent” region (b) of [31], just upstream of the relaminarization onset, which is
consistent with the Λ-computed values lower than 50 [30].

Figure 6a,b depicts the time-averaged static pressure with respect to the outlet pressure
(P/Poutlet) at different vertical locations (i.e., at y+ = 5 and 50, respectively). The vertical
dashed lines indicate the jet boundaries. Here, the streamwise coordinate x has been
normalized by the jet diameter, D. Well upstream of the jet, it can be seen that the mean
pressure remains constant, as a ZPG zone was imposed for turbulent inflow generation.
These constant values in all three cases “accommodate” themselves to the “weakly” pre-
scribed outflow pressure and strongly depend on the imposed velocity ratio (VR) at the jet.
Clearly, the higher the velocity ratio, the larger the upstream pressure and pressure drop
through the jet. As the incoming turbulent flow approaches the jet, the constant injection
of fluid induces adverse pressure gradient (APG) zones upstream and downstream of the
jets (flow deceleration). These are the spikes in pressure that are observed. In contrast,
the flow is significantly accelerated over the jets due to the presence of favorable pressure
gradient (FPG), thus producing a drop in pressure within the jet. For Case 1, it can be
seen that the APG zone close upstream of the jet is situated around −2 < x/D < −0.5,
with a maximum value in the order of P/Poutlet ≈ 1.15, whereas the APG region close
downstream of the jet is within 0.5 < x/D < 3 with an “overshoot" of P/Poutlet ≈ 1.05 in
relative pressure in the near-wall region (e.g., y+ = 5 for Case 1). In the other two cases
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(i.e., Cases 2 and 3), the APG regions are seen as well before and after the jet with longer
and more evident streamwise lengths and peak values. As one moves farther from the
wall, i.e., at y+ = 50 in the buffer region in Figure 6b, a similar picture of the pressure
distribution is observed in all cases, with larger variations in peaks of pressure for Case
3. This is explained by the fact that a bigger velocity ratio (VR = 1) was imposed in Case
3 with respect to the other two Cases 1 and 2 (VR = 0.5). Therefore, the injected fluid can
penetrate further into the incoming turbulent boundary layer, causing important changes
in the buffer and log regions. However, the streamwise zone of influence of APG is very
short downstream of the jet, around 3D in length. Focusing on the well downstream zone
from the jets, mean pressure tends towards the outflow value and quickly recovers the
prescribed streamwise pressure gradient. In Case 1, where a zero pressure gradient was
also imposed downstream, this pressure recovery occurs within four to five D’s from the
jet. On the other hand, for Cases 2 and 3, a strong streamwise favorable pressure gradient
(FPG) was prescribed downstream (with the acceleration parameter K equal to 4× 10−6,
as described in Figure 5). The pressure recovery after the flow perturbations caused by the
jet takes much longer (≈15D).

Figure 5. Streamwise variation of K, ∆p, and Λ.

From Figure 7, it is seen that the freestream velocity (U∞) is normalized by its inlet
value in the three cases analyzed. All three cases have a constant behavior of U∞/U∞,inlet
up to 7D upstream of the jet. At this point, Cases 2 and 3 begin experiencing the effects of
their FPG, thus being accelerated. The freestream velocity increases with a power law of
the distance from the beginning of the imposed FPG or acceleration parameter K, reaching
an 80% increase by the end of the computational domain, whereas the freestream velocity
remains approximately constant in Case 1 under ZPG conditions. Case 1 exhibits an
increase once it encounters the jet, but these effects are approximately depleted by 10D,
and the relative free stream velocity returns back to the unitary value. For Cases 2 and 3,
there are jumps in the freestream velocity within and after the jet, more noticeably in Case 3
due to the higher momentum flux injected. These jumps are due to the drop in pressure in
this area, which is caused by the momentum injection of the jet. Case 3 exhibits an evident
“upward bump” due to the larger momentum fluid injection. However, these perturbations
do not last longer and by 10–15D downstream of the jet, the differences in U∞/U∞,inlet
between Cases 2 and 3 are completely negligible.
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(a)

(b)

Figure 6. Mean pressure in all cases at (a) y+ = 5 and (b) y+ = 50.

Figure 7. Freestream velocity ratio (U∞/U∞,inlet) for Case 1, Case 2 and Case 3.

The momentum thickness in incompressible flow is defined as,

θ =
∫ ∞

0

U
U∞

(
1− U

U∞

)
dy (7)

where U is the mean streamwise velocity and U∞ is the freestream velocity. The momentum
thickness, θ, represents the loss of the incoming flow momentum due to the presence of
a solid wall and the no-slip condition in the fluid–wall interaction caused by the fluid
viscosity. It represents a very important integral boundary layer parameter since it can
be demonstrated that θ is proportional to the drag force infringed on the body. Further-
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more, based on the length scale θ, the following momentum-thickness Reynolds number
is defined;

Reθ =
ρU∞θ

µ
=

U∞θ

ν
(8)

Figure 8 presents the momentum–thickness Reynolds number (Reθ) for all three cases.
Upstream of the vertical jet, Reθ profiles exhibit the typical linear increase in the canonical
boundary layer (ZPG). The presence of flow deceleration just before the jet induces APG
and, consequently, a growth of the boundary layer and momentum thickness. The strong
acceleration (FPG) infringed in the flow over the jet makes the boundary layer thinner,
reducing Reθ locally. An obvious recovery on Reθ profiles can be observed in the near
downstream region of the jet.

Figure 8. Streamwise variation of Reθ for Case 1, Case 2 and Case 3.

The friction velocity uτ is defined as follows,

uτ =

√
τw

ρ
(9)

where ρ is the density of the fluid, and τw is the wall shear stress given by

τw = µ
∂U
∂y


wall

(10)

where µ is the fluid dynamic viscosity, U is the mean streamwise velocity„ and y is the
vertical distance from the wall. Furthermore, the skin friction coefficient was calculated
as follows:

C f =
τw

1
2 ρU2

∞
= 2

(
uτ

U∞

)2

(11)

The streamwise variation of the skin friction coefficient, C f , is shown in Figure 9
for all cases in the centerline (mid YX-plane). The C f parameter is based on the mean
streamwise velocity, which has only been averaged in time. It can be seen that the skin
friction coefficient C f remains approximately constant up to x/D = − 3, as expected for
smooth ZPG boundary layers. However, C f sharply begins decreasing at x/D = − 2 in
all cases due to the strong flow deceleration in the near-wall region caused by the presence
of the jet. The vertical dashed lines indicate the edge locations for the transverse jet. Steady
blowing perturbations by the jet provoke zones of Adverse Pressure Gradient (APG) just
upstream and downstream in the near-wall region (i.e., flow deceleration), whereas the flow
is significantly accelerated over the jets, according to [27]. This is the reason for the sharp
decreases in C f upstream and downstream of the jet, while the skin friction coefficient
abruptly increases over the jet (FPG). Notice the effect of the streamwise pressure gradient
on the downstream development of C f : the presence of the FPG provokes a slower recovery
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or monotonic decay. In addition, a large recirculation zone just downstream of the jet
with negative values of C f can be seen. In all three cases, the streamwise length of this
recirculation zone is about 2D. The Stanton number is defined as follows,

St =
q′′w

ρcpU∞(Θ∞ −Θw)
(12)

where q′′w is the wall heat flux defined as:

q′′w = −
(

k
∂T
∂y

)
w

(13)

where k is the thermal conductivity of the fluid and ∂T/∂y is the thermal gradient at the
wall in the y-direction. Figure 10 depicts the streamwise variation of the Stanton number
for all three cases. Positive values of St mean that the fluid is transferring heat to the
surface, while negative values indicate the opposite process. The variation of the Stanton
number, St, exhibits a similar trend as C f , which may reveal that the Reynolds analogy is
somehow fulfilled but not completely satisfied since there is not an increase in St across the
jet hole as in the C f profile. This is consistent with previous conclusions from the literature
since a very strong streamwise pressure gradient is a source of dissimilarity between the
momentum and thermal field [37].

Figure 9. Streamwise variation of C f for Case 1, Case 2 and Case 3.

Figure 10. Streamwise variation of St for Case 1, Case 2 and Case 3.
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Figures 11–13 show how the streamwise velocity behaves from the wall to the freestream
position and the dimensionless temperature difference (Θ) at varying streamwise distances
from the jet center (x/D = − 18,−1, 2 and 4). The mean streamwise velocity and temper-
ature have been expressed in outer units, which means that freestream values are used in
the normalization process. Furthermore, the vertical coordinate y is dimensionalized by
the local boundary layer thickness δ. The corresponding flow profile at x/D = − 18 can
be considered the “baseline” profiles located far upstream of the jet (ZPG region). These
baseline profiles are used to evaluate the distortion level exhibited after going through
localized blowing perturbations. Readers should note the high level of similarity between
U/U∞ and Θ profiles at x/D = − 18, indicating that the Reynolds analogy is clearly
satisfied. The physical reason is attributed to the no-presence of a streamwise pressure
gradient and a nearly unitary value of the Prandtl number (Pr = 0.71). Moving closer to
the vertical jet, for both U/U∞ and Θ profiles in Case 1, the values stay mostly positive at
all distances. The only major differences are found at x/D = 2, where flow recirculation
(flow separation in the mean flow is dictated by negative values of U) can be observed
in the range 0.002 < y/δ < 0.04. At this location that is close to downstream of the jet,
the injected momentum blocks the flow downstream, which causes flow retardation and
separation. Case 2 presents almost the same behavior as Case 1, given that both have the
same blowing ratio even though Case 2 is under FPG. The effect of flow acceleration in
Case 2 can be described by a separation flow bubble “pushed” toward the wall. For Case 3,
the situation significantly changes due to its high blowing ratio compared to the previous
cases. The incoming boundary layer exhibited a strong deceleration, as seen in the negative
U values of the profile at x/D = − 1. At a distance of four diameters from the jet center,
the streamwise velocity depicts significant distortion, with flow acceleration in the buffer
layer and the presence of a “downward dip” around y/δ ≈ 0.3. This local flow deceleration
is caused by the “encounter” of the jet trajectory with the freestream, inducing a shear layer.
This means that when the outer inviscid and irrotational flow (coming from outside the tur-
bulent boundary layer or TBL) penetrates into the TBL creating “valleys” (and “bulges”), it
encounters the upward fluid motion by the streamwise vortices represented by the “legs” of
the CVP, creating a stagnation point, and consequently, a shear layer. The reader is referred
to Figure 2 (and its discussion) in the study by Lee et al. [46]. More discussion on this matter
is supplied later on. In terms of the mean thermal profiles Θ, Case 1 exhibits a lengthy
isothermal region between 0 < y/δ < 0.4 at x/D = 2. A zero value for the Θ parameter
indicates that the local temperature corresponds to the wall temperature, according to the
normalization considered. This is consistent with the local presence of flow recirculation or
bubble, which curtails heat transfer. Note that the local Stanton number is zero. In Case 2,
this isothermal region is significantly much smaller, ranging 0 < y/δ < 0.2 at x/D = 2.
It is concluded that FPG makes the recirculation zone smaller along the vertical direction.
On the other hand, Case 3 shows negative values of Θ around y/δ ≈ 0.1− 0.3 at x/D = 2.
It can be stated that the cold fluid emanating from the vertical jet (Θ = − 0.5) has mixed
with the incoming crossflow. In other words, these negative values in Θ mean that there is
significant thermal mixing in these areas.

Figures 14–16 depict the root mean square (RMS) of flow fluctuations or turbulent
intensities (i.e., u′+rms, v′+rms and Θ′+rms) as well as the Reynolds shear stresses (−<u′v′>+) for
the three cases at x/D = −18, −1, 2 and 4. It is worth mentioning that flow statistics were
computed in the centerline mid YX-plane and were only time-averaged (no spanwise aver-
aging). Furthermore, local wall units were utilized. In general, rms of the streamwise and
wall-normal components of the velocity fluctuations (u′+rms and v′+rms) are greatly enhanced
just downstream of the jet, by a distance of two to four diameters. As expected, Case 3
with VR = 1 possesses the largest increases in u′ and v′. It can be concluded that vertical
transport of momentum is considerably intensified downstream of the jet. The almost
six-fold increase in v′+rms peak values (as compared with the baseline profile at x/D = − 18)
for Case 3 supports the previous statement. Cases 1 and 2 possess the same velocity ratios
(VR = 0.5) and exhibit similar degrees of increases in u′+rms and v′+rms. One may speculate
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that there is not a concrete influence of streamwise pressure gradient on the velocity fluctu-
ations in the near downstream region of the jet. However, previous conclusions may be
scaling-dependent since the friction velocity (not shown) and skin friction coefficient are
strongly attenuated by the recirculating flow. Interestingly, the u′+rms and <u′v′ >+ profiles
at x/D = 2 and 4 in all cases show evident secondary outer peaks around y+ ≈ 100–200,
which is associated with the presence of a shear layer. According to Pope [47], turbulence
events inside the boundary layer can be classified by quadrants as: Q1 or outward interac-
tions (u′ > 0 and v′ > 0), Q2 or ejections (u′ < 0 and v′ > 0), Q3 or inward interactions (u′ < 0
and v′ < 0), and Q4 or sweeps (u′ > 0 and v′ < 0) . Here, u′ is the instantaneous streamwise
velocity fluctuation, whereas v′ is the instantaneous wall-normal velocity fluctuation. The
upward entrainment (Q2 motions) provoked by both streamwise vortices of the CVP and
the inward Q4 motions induces a local flow deceleration and the formation of this shear
layer. The presence of this shear layer significantly enhances turbulent mixing (Reynolds
shear stresses) and thermal fluctuations. Clearly, the turbulence production is greatly aug-
mented as well, since the major contributing component, i.e., the product of the Reynolds
shear stress and the local velocity gradient (<u′v′>+ ∂U+/∂y+), is boosted. The Reynolds
shear stresses at x/D = 2 and 4 in Case 3 depict noticeable positive values (events in the Q1
and Q3 quadrants mostly contribute to the Reynolds shear stresses). Furthermore, the fact
that u′ and v′ are positively correlated in the buffer-log region (20 < y+ < 150) for Case 3
is attributed to the strong backflow. Case 2 has not shown the presence of positive <u′v′>+,
while in Case 1, some positive values of <u′v′>+ were detected at x/D = 2 and y+ ≈ 20. It
can be concluded that FPG counteracts the recirculation or backflow effect on developing
positive cross-correlations on u′ and v′.

(a)

(b)

Figure 11. CASE 1: (a) mean streamwise velocity in wall units and (b) normalized mean temperature.
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(a)

(b)

Figure 12. CASE 2: (a) mean streamwise velocity in wall units and (b) normalized mean temperature
(profiles as in the legend of Figure 11a).

(a)

(b)

Figure 13. CASE 3: (a) mean streamwise velocity in wall units and (b) normalized mean temperature
(profiles as in the legend of Figure 11a).
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(a)

(b)

(c)

(d)

Figure 14. CASE 1: (a) RMS of streamwise velocity fluctuations, (b) RMS of wall-normal velocity
fluctuations, (c) shear Reynolds stresses, and (d) RMS of thermal fluctuations (profiles as in the legend
of Figure 11a).
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(a)

(b)

(c)

(d)

Figure 15. CASE 2: (a) RMS of streamwise velocity fluctuations, (b) RMS of wall-normal velocity
fluctuations, (c) shear Reynolds stresses, and (d) RMS of thermal fluctuations (profiles as in the legend
of Figure 11a).
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(a)

(b)

(c)

(d)

Figure 16. CASE 3: (a) RMS of streamwise velocity fluctuations, (b) RMS of wall-normal velocity
fluctuations, (c) shear Reynolds stresses, and (d) RMS of thermal fluctuations (profiles as in the legend
of Figure 11a).
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4. Turbulent Structure Visualization

A review article on organized motions in different types of turbulent flows was
performed by Cantwell [48]. Flow visualization gives important insights into the turbulent
structures in boundary layers. Moreover, it is well-known the key role of coherent structures
as momentum and energy carriers. One of the most popular techniques for coherent
structure identification was proposed by Hunt et al. [49], called the Q-criterion method.
This criterion uses the velocity gradient (∇υ) decomposition of:

∇υ = S + Ω (14)

where S is the the rate-of-strain tensor (S = 1
2 [∇υ + (∇υ)t]) and Ω is the vorticity tensor

(Ω = 1
2 [∇υ− (∇υ)t]). They define a vortex as a spatial region where the Euclidean norm

of the vorticity tensor, Ω, dominates that of the rate of strain, S. In other words, a vortex
core is defined as the region with more flow rotation than strain. The Q-criterion can be
summed up in the following equation:

Q =
1
2
(|Ω|2 − |S|2) > 0 (15)

Visualization of coherent structures by means of Q iso-surfaces colored by temperature
is presented in Figure 17a–c for Case 1 (ZPG VR = 0.5), Case 2 (FPG VR = 0.5) and Case
3 (FPG VR = 1). Horseshoe vortices can be seen just upstream of the transverse jet. These
structures are more elongated in Case 3 due to the strong flow acceleration (i.e., FPG).
The interaction of the vertical transverse jet with the incoming turbulent boundary layer
induces the generation of a complex vortex system or hairpin vortex packets downstream.
For Case 3, with the higher flow perturbations, it can be seen that hairpin vortices are mostly
responsible for transporting cold fluid injected by the jet (blue color). However, turbulence
structures are weakened and nearly attenuated due to the strong flow acceleration provoked
by the presence of FPG in Cases 2 and 3. The stabilizing effect provoked by the favorable
pressure gradient is attributed to the dominance of the pressure gradient term over the
turbulent transport term due to the shear Reynolds stresses in the x-momentum balance
equation [30]. Furthermore, these coherent structures experience an evident stretching
process along the streamwise direction and are forced to remain in the nea-wall and buffer
layer since the time-averaged component of the wall-normal velocity V is significantly
enhanced and points towards the wall. The most relevant observations can be summarized
as follows:

1. Turbulent structures are more elongated in Case 3 due to the strong flow acceleration
(i.e., FPG). Furthermore, turbulent structures are weakened and nearly attenuated
by FPG.

2. The interaction of the vertical transverse jet with the incoming turbulent boundary
layer induces the generation of a complex vortex system or hairpin vortex packets
downstream.

For the three cases that were studied, we wanted to evaluate how the injected momen-
tum was vertically transported and convected downstream. Figure 18 shows contours of
velocity magnitude at two distances from the jet center: x/D = 2 and 7.5. Furthermore,
in the plane YZ, velocity vector plots are included. In all cases, and very close to down-
stream of the jet (i.e., at x/D = 2), the core of the counter-rotating vortex pair (CVP) is clearly
observed. Notice the “mushroom”-like structure in Case 3 (deep blue zone). The CVP
pumps up low-speed fluid, which encounters a downward motion, giving birth to a shear
layer (∼Y/D = 1) with low values of the fluid velocity. It has been previously explained
that this shear layer enhances turbulence mixing and production. From the figures, it can
be seen that at both velocity ratios VR = 0.5 and 1, the CVP structure went through a severe
attenuation. It is interesting to see the strong downward motion (velocity vectors pointing
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towards the wall) in Cases 2 and 3, even in the outer part of the boundary layer (inviscid
and irrotational region). This is caused by the prescription of strong FPG in sink flows.

(a)

(b)

(c)

Figure 17. Visualization of coherent structures by means of Q−criterion iso-surfaces: (a) Case 1,
(b) Case 2 and (c) Case 3 (colored by temperature).

(a) (b)

(c) (d)Figure 18. Cont.
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(e) (f)

Figure 18. Iso-contours of the mean velocity magnitude with vector plots at different YZ planes,
X/D = 2 and 7.5. (a) VR = 0.5 ZPG X/D = 2. (b) VR = 0.5 ZPG X/D = 7.5. (c) VR = 0.5 FPG X/D = 2.
(d) VR = 0.5 FPG X/D = 7.5. (e) VR = 1 FPG X/D = 2. (f) VR = 1 FPG X/D = 7.5.

Figure 19 exhibits iso-surfaces (positive and negative values) of the time-averaged
wall-normal vorticity (Ωy [1/s]) of the three DNS cases in this study. The horseshoe vortices
“encircling” the jet can be seen. As previously discussed in Figure 18, the underlying
vortices at low-velocity ratios dissipate quickly; while at higher velocity ratios, the tur-
bulent structures stay coherent for longer distances downstream of the jet. Furthermore,
the presence of the counter-rotating vortex pair (CVP) is evident and both “legs” have
been perfectly captured by extracting constant values of Ωy (positive in red, negative in
blue). There is an obvious damping effect of the favorable pressure gradient (FPG) on the
CVP wake development for the same velocity ratio (Case 1 vs. Case 2). Far downstream of
the jet and in the near-wall region, iso-surfaces of vertical vorticity show an oblong shape
with a spanwise squeezed silhouette since very strong FPG induces a stretching process,
particularly on low/high-speed turbulent streaks and streamwise vortices.

In Figure 20, iso-contours of the time-averaged temperature field are depicted at the
X-Y plane located in the middle spanwise direction. Additionally, several streamlines have
been included. For all cases, the shear-layer is observed as well as the jet trajectory. Clearly,
the absence of streamwise pressure gradient (i.e., ZPG) allows a better penetration of the
vertical jet into the turbulent boundary layer, as inferred from Figure 20a,b. Furthermore,
in Figure 20a,b, it is seen that at a low-velocity ratio (i.e., VR = 0.5 in cases 1 and 2), the
cold fluid emanating from the jet (in blue) remains close to the wall. This is crucial in
film cooling since the purpose is to create a protecting layer over the surface from the hot
gases in the outer part of the boundary layer. On the other hand, in the high-velocity ratio
case (VR = 1), the jet possesses sufficient momentum to significantly penetrate into the
turbulent boundary layer and deflect the incoming streamlines. Furthermore, the cold
fluid from the jet now detaches from the surface, which would be detrimental for the
thermal efficiency of the film cooling technique. However, since vertical turbulent mixing
is enhanced, high-velocity ratios would be effective in combustion and chemical mixing
processes. These effects have a longer-lasting impact than in the previous two cases, Case 1
and Case 2, respectively.

Taking a top view of the time-averaged temperature of the cases (Figure 21) allows us
to visualize the downstream convection and diffusion of the passive scalar (temperature)
introduced at the jet. The ZX plane is very close to the wall, located in the linear viscous
layer. It is seen that for the low-velocity ratio, the cold fluid zone (blue) assumes an
elliptical shape with a little larger streamwise dimension in Case 2. It can be inferred
that flow acceleration due to FPG convects the passive scalar more effectively, as seen in
Figure 21a,b. These colder flows, as compared to the incoming hot flow in red, stay longer
and closer to the wall, thus having a longer protecting effect. With the high-velocity ratio
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as in Case 3, the jet intrudes more into the turbulent boundary layer, thus having less
cooling effect on the surface. Furthermore, note the expansion of the cold fluid zone at the
lateral regions of the jet. This effect most likely occurs due to the stronger horseshoe vortex
formation.

(a)

(b)

(c)

Figure 19. Iso-surfaces of time averaged wall-normal vorticity Ωy (1/s). (a) VR = 0.5 ZPG.
(b) VR = 0.5 FPG. (c) VR = 1 FPG.
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(a)

(b)

(c)

Figure 20. Iso-contours of temperature plus some streamlines in the centerline plane YX. (a)
VR = 0.5 ZPG. (b) VR = 0.5 FPG. (c) VR = 1 FPG.

(a)

Figure 21. Cont.
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(b)

(c)

Figure 21. Topview of coolant concentration contours (passive scalar) at y+ ≈ 0. (a) VR = 0.5 ZPG.
(b) VR = 0.5 FPG. (c) VR = 1 FPG.

Iso-surface extraction of the Turbulent Kinetic Energy (TKE) was performed and
plotted in Figure 22 in order to identify and visualize the CVP structure caused by the
crossflow jet. From Figure 22, it can be interpreted that in the low-velocity ratio cases
(i.e., Cases 1 and 2), there are some zones with high levels of TKE downstream of the
jets. Clearly, the recirculation flow zone or bubble possesses a low level of turbulent
kinetic energy. The external boundaries of the CVP are dictated by high values of TKE.
In Cases 1 and 2 with VR = 0.5, the TKE iso-surface zone is dissipated quickly by four
diameters from the jet center. On the contrary, in the high-velocity ratio case (Case 3), not
only the kinetic energy remains coherent for a longer distance downstream, but it is also
present upstream of the jet. In that region, the presence of a strong APG causes turbulence
enhancement. Considering the instantaneous velocity fluctuations in the streamwise (u′)
and in the perpendicular direction (v′), one can infer how the events in the turbulent
quadrant affect the turbulent transport of momentum. The cross-correlation of u′ and
v′ is called the Reynolds shear stress, which plays a crucial role in turbulent mixing.
The extracted iso-surfaces (negative and positive) in Figure 23 show negative values of
<u′v′> in the shear layer zone (top boundary of the CVP) as well as in the horseshoe vortex
formation, which means that we have ejection (Q2) and sweep (Q4) events dominating
these regions. The positive <u′v′> regions are attributed to backflow and boundary layer
detachment (domination of Q1 and Q3 events), as previously reported in the literature.
As seen in the previous Figure 23a–c, although all three cases show both positive and
negative <u′v′> values, Case 3 with the high-velocity ratio has the larger influence areas
where the flow remains coherent.
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(a)

(b)

(c)

Figure 22. Iso-surfaces of TKE taken as 25% of the obtained maximum value for VR = 1.
(a) VR = 0.5 ZPG. (b) VR = 0.5 FPG. (c) VR = 1 FPG.



Energies 2022, 15, 4296 25 of 30

(a)

(b)

(c)

Figure 23. Iso-surfaces of positive (blue) and negative (gray) Reynolds shear stresses <u′v′> extracted
as 25% of the obtained maximum value for VR = 1. (a) VR = 0.5 ZPG. (b) VR = 0.5 FPG. (c) VR = 1
FPG.

5. Conclusions

This research is based on Direct Numerical Simulation (DNS) over incompressible
vertical crossflow jet problems with passive scalar transport to find out the underlying flow
physics involved. In summary, the major conclusions are as follows:

1. A strong FPG provokes a slower recovery of the skin friction coefficient. Furthermore,
there is no change in the Stanton number across the jet hole, as occurs in the skin
friction coefficient, since this region is isothermal.

2. The upward motion of low momentum fluid by the CVP legs encounters the down-
ward flow from the inviscid outer region, inducing a shear layer. This layer is char-
acterized by high levels of turbulent mixing, turbulence production, TKE and ther-
mal fluctuations.

3. The formation and development of the above-mentioned shear layer are more evident
at higher velocity ratios.

4. In Case 1 (ZPG), the mean thermal profiles showed a thick isothermal region in the
flow recirculation bubble, curtailing heat transfer. The FPG cases (i.e., Cases 2 and 3)
exhibited a much thinner wall-normal isothermal or flow recirculating region.

5. The presence of a strong, favorable pressure gradient (FPG) leads to a damping effect
on the CVP wake development.

6. Furthermore, turbulent structures show an oblong or elongated shape with a spanwise
squeezed silhouette since FPG causes a stretching process, particularly in the near-wall
turbulence structures (low/high speed streaks and streamwise vortices).
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Appendix A

In this appendix, the suitability of the mesh resolution and time step is demonstrated
by means of the computation of the Kolmogorov length/time and the Obukhoff–Corrsin
length scales. Furthermore, the Kolmogorov length scale is defined as ηk = (ν3/ε)1/4,
where ε is the average rate of energy dissipation per unit mass, and ν is the kinematic
viscosity of the fluid. Moin and Mahesh [50] articulated that the smallest resolved length
scale in DNS should be of the order of the Kolmogorov length scale, not lower than or
equal; thus, ∆y < 10ηk. In Table A1, we have computed ηk in the near-wall region and in
the outer region of the boundary layer at x/D = 0.5 for Cases 1, 2 and 3. This streamwise
location (i.e., x/D = 0.5) has been selected since maximum values of TKE dissipation were
observed; thus, the smallest Kolmogorov scales should be located in that critical region.
Notice that flow statistics were computed at the symmetry plane of the jet (i.e., at z/D = 0).
From Table A1, it can be inferred that our DNS mesh resolution is sufficient to capture the
smallest scales of the flow (e.g., ∆y+ < 10η+

k ) even in the high-dissipative region (or zone
of very small scales) of the crossflow jet. Similarly, Table A2 depicts the Kolmogorov time
scales also at three different wall distances for both cases. The Kolmogorov time scale is
defined as τη = (ν/ε)1/2. In the present study, the time steps are chosen by considering
the Courant, Friedrichs, Levy (CFL) parameters approximately equal to 0.36 (Case 1), 0.14
(Case 2), and 0.07 (Case 3), which results in accurate prediction of turbulence statistics.
According to [51], “turbulence fluctuations can only be sustained if the computational
time step is appreciably less than the Kolmogorov time scale". It can be observed from
Table A2 that the selected time steps in wall units (i.e., ∆t+) are significantly lower than
the corresponding dimensionless Kolmogorov time scales, τ+

η , at all vertical coordinates
considered. Furthermore, according to [52], the smallest resolved thermal length scale in
DNS should be of the order of the Obukhoff–Corrsin length scale, lC for Pr < 1, or Batchelor
scale, λB for Pr ≥ 1. For the present study (Pr = 0.71), the Obukhoff–Corrsin length scale
is defined as lC = ηkPr−3/4, which is larger than the Kolmogorov length scale. Therefore,
by resolving the Kolmogorov length scales, the Obukhoff–Corrsin length scales should also
be captured. Table A3 shows the Obukhoff–Corrsin length scales at three different wall
distances for the DNS cases. One can observe that the mesh resolutions are within the order
of lC (i.e., ∆y+ < 10l+C ). Therefore, the grid points for the current mesh are sufficient to
resolve even the smallest thermal scales in the crossflow jet.
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Table A1. Kolmogorov length scales at x/D = 0.5.

Case 1 Case 2 Case 3

y+ |ε+| η+k ∆y+ y+ |ε+| η+k ∆y+ y+ |ε+| η+k ∆y+

0.035 587.5 0.2 0.035 0.042 715.3 0.19 0.042 0.072 1238 0.17 0.072
5 71.5 0.34 0.5 5 41 0.39 0.386 5 230.2 0.26 0.40

50 1.2 0.95 3.97 50 4.36 0.69 3.3 50 1.65 0.88 3.45

Table A2. Kolmogorov time scales at x/D = 0.5.

Case 1 Case 2 Case 3

y+ |ε+| τ+
η ∆t+ y+ |ε+| τ+

η ∆t+ y+ |ε+| τ+
η ∆t+

0.035 587.5 0.041 0.013 0.042 715.3 0.037 0.0055 0.072 1238 0.028 1.13× 10−5

5 71.5 0.12 0.013 5 41 0.16 0.0055 5 230.2 0.066 1.13× 10−5

50 1.2 0.91 0.013 50 4.36 0.48 0.0055 50 1.65 0.78 1.13× 10−5

Table A3. Obukhoff–Corrsin length scales at x/D = 0.5.

Case 1 Case 2 Case 3

y+ |ε+| l+C ∆y+ y+ |ε+| l+C ∆y+ y+ |ε+| l+C ∆y+

0.035 587.5 0.26 0.035 0.042 715.3 0.24 0.042 0.072 1238 0.22 0.042
5 71.5 0.44 0.5 5 41 0.5 0.386 5 230.2 0.336 0.4

50 1.2 1.22 3.97 50 4.36 0.89 3.3 50 1.65 1.14 3.45

Figure A1a shows the mean streamwise velocity profile in wall units in the ZPG region
of the unperturbed ZPG-FPG case, where the local momentum thickness Reynolds number
is Reθ = 382. A good agreement is obtained with DNS data from Skote [53] in ZPG flows
at similar Reynolds numbers. In [53], the laminar-transition region was resolved in order
to obtain fully turbulent statistics. The Reynolds shear stresses u′v′

+
in present DNS are

depicted by Figure A1b with a very good agreement with DNS from Skote [53], as well.

(a)

Figure A1. Cont.
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(b)

(c)

Figure A1. (a) Mean streamwise velocity, (b) turbulence intensities and (c) Reynolds shear stresses in
wall units for the ZPG region (unperturbed case).

Figure A2 exhibits a comparison of present DNS with experiments by Andreopou-
los [54] performed at the same velocity ratio (VR = 0.5). Profiles of u′2 (streamwise Reynolds
normal stresses) at the jet centerline are shown at two streamwise locations: very close to
the jet (x/D = 0.5) and farther downstream (x/D = 4). In general, the qualitative compari-
son of present DNS with experiments is fairly good. It seems that peak values of u′2 are
underpredicted by our DNS; however, this may be attributed to the significantly higher
value of the Reynolds number (based on the hole diameter and Vmax) in experiments, which
was approximately 14 times larger than that of present value.

(a) (b)

Figure A2. Profiles of streamwise Reynolds normal stresses for x/D: (a) 0.5, (b) 4.
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