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Abstract—This paper proposes a novel method to focus or align
array manifolds at different frequencies to a single reference
frequency in wideband direction of arrival (DOA) estimation.
Unlike existing methods, our focusing can be performed without
explicitly constructing focusing matrices, or requiring any pre-
liminary DOA estimates. Instead the focusing is done implicitly
by obtaining focused measurements as the solution to a rank
minimization procedure. This paper also provides theoretical
guarantees for exact focusing via rank minimization. We call this
procedure Initialization-Free Implicit-Focusing (IF2). Numerical
simulations are provided to demonstrate the resilience of IF2 in
various SNR regimes compared to past and recent wideband
DOA recovery methods, and its lack of error saturation in high
SNR regimes1.

Index Terms—Wideband, direction-of-arrival (DOA) Estima-
tion, Focusing, rank minimization

I. INTRODUCTION

The problem of direction-of-arrival (DOA) estimation has
long been an important topic with decades of active research
due to its extensive range of applications in radar, sonar, array
processing, radio astronomy, communications [1–3], among
others. Narrowband DOA estimation has been the subject
of study for a long time, with many popular methods like
MUSIC and ESPRIT seeing wide use [4, 5]. However, in many
cases the narrowband assumption is often not valid due to the
signal bandwidth being comparable to the carrier frequency
[6], and thus wideband DOA estimation becomes unavoidable.
A simple way to extend narrowband methods to wideband is
to follow incoherent signal subspace techniques (ICSS) [7], in
which the wideband signal is split into multiple narrowband
signals, allowing narrowband DOA estimation algorithms to be
applied individually, and the results averaged. While providing
a simple solution in high SNR, ICSS methods are extremely
sensitive in low SNR, and easily ruined by a single outlier [8].

In their seminal work, Wang & Kaveh [9] proposed an
alternative wideband DOA method called coherent signal sub-
space (CSS) methods. They demonstrate the existence of (non-
unique) focusing matrices which allow for array manifolds at
different frequencies to be aligned (or focused) to a single
frequency. This allows the use of well-studied narrowband
approaches for DOA recovery in a wise manner that exploits
the shared DOA’s of each of the narrowband signals, while
exhibiting better performance at lower SNR’s due to coherent

1This work was supported in part by the Office of Naval Research under
Grant ONR N00014-19-1-2256 and ONR N00014-19-1-2227 and in part by
the National Science Foundation under Grant NSF CAREER ECCS 1700506,
and NSF 2124929.

combining. However, focusing relies on the availability of
preliminary coarse DOA estimates. Additionally, poor choice
of focusing matrices can yield loss of SNR due to noise
amplification or possible alignment of the noise subspace
with the coherent signal subspace [10]. To remedy this, it is
common to find focusing matrices from the class of unitary
matrices, in a method known as rotational signal subspace
(RSS) focusing [10]. While this does address problems with
SNR loss, it can cause saturation of error as SNR increases
(imperfect even when noiseless).

In recent times, compressed sensing (CS) based meth-
ods have been developed for Wideband DOA estimation by
formulating it as a group sparsity (GS) recovery problem.
Unfortunately, GS methods are known to be computationally
expensive, which methods like TS-OG [11] attempt to over-
come. Focusing matrices can be still helpful in CS problems
as a means to reduce the complexity of the GS problem
by bringing all measurements to a single common manifold.
Motivated by this, DD-F-OG [12] is proposed as a more
computationally efficient wideband CS-based method due to
its utilization of focusing. However, DD-F-OG still requires
coarse DOA estimates, and is not guaranteed to achieve perfect
focusing even in the absence of noise.

Our Contributions: We propose a novel approach to fo-
cusing that overcomes the above limitations of using focusing
matrices. We bypass the need to construct focusing matrices,
and instead perform focusing “implicitly” by casting it as
a rank minimization problem. We denote this method as
Initialization-Free Implicit-Focusing (IF2). We avoid the need
to have any initial DOA estimates, nor do we require the use
of any grid of DOA’s. We also provide theoretical guarantees
for exact focusing using this rank minimization procedure.
Our procedure additionally remedies any error saturation that
occurs in higher SNR which may result from the use of coarse
DOA estimates. Numerical simulations show the benefit of
our implicit focusing, by demonstrating resilience in low SNR
similar to RSS initialized with the knowledge of true DOAs,
and the lack of any error saturation in high SNR. We follow
the standard convention that for any vector x P CN and a set
Ω “ ti1, i2, ¨ ¨ ¨ , ipu Ď rN s, the notation xΩ P Cp denotes a
subvector of x given by rxΩsj “ rxsij , 1 ď j ď p.

II. PROBLEM FORMULATION AND BACKGROUND

Consider the problem of identifying the direction of arrival
(DOA) of K wideband signals, tskptquKk“1 with frequency
bands supported over rflow, fhighs. Let θ “ rθ1, θ2, ¨ ¨ ¨ , θKs

T

where θk denotes the DOA of the kth source. We consider

4973978-1-6654-0540-9/22/$31.00 ©2022 IEEE ICASSP 2022

IC
A

SS
P 

20
22

 - 
20

22
 IE

EE
 In

te
rn

at
io

na
l C

on
fe

re
nc

e 
on

 A
co

us
tic

s, 
Sp

ee
ch

 a
nd

 S
ig

na
l P

ro
ce

ss
in

g 
(I

C
A

SS
P)

 | 
97

8-
1-

66
54

-0
54

0-
9/

22
/$

31
.0

0 
©

20
22

 IE
EE

 | 
D

O
I: 

10
.1

10
9/

IC
A

SS
P4

39
22

.2
02

2.
97

46
77

2

Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on June 17,2022 at 00:01:16 UTC from IEEE Xplore.  Restrictions apply. 



an M -sensor uniform linear array (ULA) where the distance
between the mth sensor and the reference sensor is given by
pm´1qd , d “ λmin{2 (corresponding to the largest frequency
fhigh). The received signal at the mth sensor at time t can
be represented as xmptq “

řK
k“1 skpt ´ τmpθkqq ` w̃mptq

where τmpθkq is a sensor and DOA-dependent time de-
lay (with the first sensor chosen as the reference) obeying
τmpθkq “

md sinpθkq
c and w̃mptq is the additive noise. Suppose

the measurements txmptquMm“1 are observed over a sufficiently
long time window, and sampled at a frequency fs which
is larger than their bandwidths, producing discrete samples
xmrns, n “ 0, 1, 2, . . . , T . Most wideband array process-
ing techniques divide the signal xmrns into non-overlapping
blocks of D samples each, and apply D´point DFT per block
[9, 11, 13]. The ith DFT coefficients for the pth block is
modeled as:

xpMqp pfiq “ ApMqpfi,θqsppfiq ` nppfiq (1)

where ApMqpfi,θq :“ rapfi, θ1q,apfi, θ2q, ¨ ¨ ¨ ,apfi, θKqs P
CMˆK is the array manifold at frequency fi corresponding to
ith DFT bin and

rapfi, θkqsm “ e
j
mπfi
fhigh

sinpθkq (2)

Further, nppfiq denotes the measurement noise, as well as
any modeling errors due to finite observation window and/or
violation of bandlimited assumptions. For rest of the paper,
we will consider only one block pp “ 1q, and suppress the
dependence of xpMqpfiq on p.
A. Review of Focusing

Historically, the problem of recovering DOA’s from wide-
band signals was addressed by following the coherent signal-
subspace method (CSM) [9]. In this procedure, the signal
subspaces of each narrowband frequency bin, i “ 1, ¨ ¨ ¨ , D,
are aligned to a single reference frequency, fref. It was demon-
strated in [9] that there are infinite such choices of focusing
matrix Tpfiq which are capable of exact focusing, i.e.

ApMqpfref,θq “ TpfiqA
pMqpfi,θq (3)

Once these focusing matrices are found, the measurement
xpfiq could be focused to the reference frequency by applying

x
pMq
focuspfi, frefq “ Tpfiqx

pMqpfiq (4)

“ ApMqpfref,θqspfiq `Tpfiqnpfiq

In [10], the Rotational Signal Subspace (RSS) focusing ma-
trix was described as a solution to the constrained optimization
problem, where θ̂ is an initial DOA estimate:

min
Tpfiq

}ApMqpfref, θ̂q ´TpfiqA
pMqpfi, θ̂q}F (5)

s.t. THpfiqTpfiq “ I

A solution to (5) is given by T˚pfiq “ VpfiqU
Hpfiq, where

Upfiq,Vpfiq are the left and right singular vectors of the

matrix ApMqpfi, θ̂q
´

ApMqpfref, θ̂q
¯H

. Once a set of focused
measurements are obtained, they can be coherently combined
to allow for the use of traditional narrow-band techniques like
MUSIC or ESPRIT to get a refined estimate of the DOA’s.

With recent advances in sparsity-based methods, further
innovations to the Wideband DOA problem have been devel-
oped and studied [11, 13]. A new approach called DD-F-OG
(Dynamic-Dictionary Focused Off-Grid) that combines focus-
ing with sparsity-based DOA estimation was proposed in [12].
However, DD-F-OG still relies on the explicit construction of
focusing matrices, whose quality is dependent on the initial
DOA estimates.

III. INITIALIZATION-FREE IMPLICIT FOCUSING

In this section, we present a novel focusing method which
overcomes the following restrictions present in the previously
discussed methods: 1) our method is initialization-free, not
requiring any potentially inaccurate DOA estimates 2) our
method is implicitly formed, not requiring the construction
of any focusing matrices. This is achieved by casting focusing
as a rank minimization problem. We begin by providing theo-
retical guarantees for the extrapolation of low-frequency flow
to higher-frequency jflow for some integer j ě 1. This will
lend itself to a procedure we call Initialization-Free Implicit
Focusing (IF2) for the general focusing of measurements iflow
to jflow.

A. Theoretical Guarantees

Given an integer l, define

xplqpfiq :“ Aplqpfi,θqspfiq (6)

Using this notation, the noiseless measurements from M
sensors at frequency fi can be written

xpMqpfiq “ ApMqpfi,θqspfiq (7)

For an integer 1 ď P ă M , measurements xpMqpfiq can be
arranged to form a P ˆ pM ´ P ` 1q Hankel matrix

HP px
pMqpfiqq :“

»

—

—

—

–

x1 x2 ¨ ¨ ¨ xM´P`1

x2 x3 ¨ ¨ ¨ xM´P`2

...
...

. . .
...

xP xP`1 ¨ ¨ ¨ xM

fi

ffi

ffi

ffi

fl

(8)

where xj is the jth entry of xpMqpfiq. It can be shown that
HP px

pMqpfiqq will admit a Vandermonde decomposition [14]

HP px
pMqpfiqq “ ApP qpfi,θqS

´

ApM´P`1qpfi,θq
¯T

(9)

where S “ diagpspfiqq, and p¨qT denotes the transpose. Let
rM s :“ t1, ¨ ¨ ¨ ,Mu for some integer M .

Lemma 1. If K ď minpP,M ´ P ` 1q, then
rankpHP px

pMqpfiqqq “ K, and any column of HP px
pMqpfiqq

can be uniquely represented as a linear combination of its first
K columns.

Proof. From the decomposition in (9), both ApP qpfi,θq and
ApM´P`1qpfi,θq are Vandermonde with distinct DOA’s, and
K ď minpP,M ´ P ` 1q

rankpApP qpfi,θqq “ rankpApKqpfi,θqq “ K (10)

The first K columns of HP px
pMqpfiqq have the

form HP px
pMqpfiqq:,1:K “ HP px

pMq
rP`K´1spfiqq “

ApP qpfi,θqS
`

ApKqpfi,θq
˘T

which can be verified to
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be rank K due to the Vandermonde structure. Thus, the
first K columns form a linearly independent set. Note
that rankpHP px

pMqpfiqqq ď K, due to (9). Therefore,
rankpHP px

pMqpfiqqq “ K and the first K columns serve as
a basis for RpHP px

pMqpfiqqq.

We now move on to prove the main theorem of this paper.

Theorem 1. Consider measurements xpMqpfiq of the form (7)
with K ă M

2 . Then for any integer N ą M , P “ rN2 s, and
Ω “ rM s, the solution to the rank minimization problem

ŷpNq “ arg min
ypNqPCN

rankpHP py
pNqqq, s.t. ypNqΩ “ xpMqpfiq

(11)

satisfies ŷpNq “ xpNqpfiq, where xpNqpfiq is given by (6) (with
l “ N ) and it represents the extrapolated measurements.

Proof. From the constraint ŷN
rMs “ xpMqpfiq, HP pŷ

pNqq

contains a rank K top left sub-matrix

HP pŷ
pNqq “

„

HCpx
pMqq ˆ

ˆ ˆ



(12)

where C “ rM2 s, and from (9) HCpx
pMqq “

ApCqpfi,θqS
`

ApM´C`1qpfi,θq
˘T

. Since there is a rank-
K block HCpx

pMqq contained in HP pŷ
pNqq we have

rankpHP pŷ
pNqqq ě K. Recall that, from (9), HP px

pNqpfiqq
will admit Vandermonde decomposition

HP px
pNqpfiqq “ ApP qpfi,θqS

´

ApN´P`1qpfi,θq
¯T

(13)

Since K ă M
2 and N ą M , (13) satisfies Lemma 1,

rankpHP px
pNqpfiqqq “ K. Thus xpNqpfiq is a feasible point

and attains the minimum rank K. Any optimal solution ŷpNq

of (11) must satisfy rankpHP pŷ
pNqqq “ K.

We will now provide a proof that ŷpNq “ xpNqpfiq through
induction. Suppose the first M ` j ´ 1 entries of ŷpNq and
xN pfiq are equal

ŷ
pNq
rM`j´1s “ x

pNq
rM`j´1spfiq (14)

i.e. for Dj “ r
M`j´1

2 s the following top left DjˆpM`j´Djq

sub-matrices of HP pŷ
pNqq and HP px

pNqpfiqq satisfy

HDj pŷ
pNq
rM`j´1sq “ HDj px

pNq
rM`j´1spfiqq (15)

The base case for induction (j “ 1) is given by the constraint
of (11).

Now for j ą 1, consider the case where M ` j ´ 1 is odd.
The Dj ˆ pM ` j ´ Dj ` 1q sub-matrix HDj pŷ

pNq
rM`jsq of

HP pŷ
pNqq is one which contains an extra column to the right

of HDj pŷ
pNq
rM`j´1sq

HDj pŷ
pNq
rM`jsq “

«

HDj´1pŷ
pNq
rM`j´2sq v

xDj , . . . , xM`j´1 ŷM`j

ff

(16)

where v “ rxM`j´Dj`1, ¨ ¨ ¨ , xM`j´1s
T . Note that

rank
´

HDj pŷ
pNq
rM`jsq

¯

ď K since it is a sub-matrix of

HP pŷ
pNqq, whose rank is K. Further from Lemma 1, the

above matrix contains a rank-K block HDj pŷ
pNq
rM`j´1sq with

first K columns being linearly independent. Therefore, we can

conclude that rank
´

HDj pŷ
pNq
rM`jsq

¯

“ K, and its last column
can be represented as a linear combination of first K columns:

HDj pŷ
pNq
rDj`K´1sqc “

„

v
ŷM`j



(17)

Similarly, by representing the last column of
HDj px

pNq
rM`jspfiqq we have:

HDj px
pNq
rDj`K´1spfiqqd “

„

v
xM`j



(18)

As a result of the induction assumption (14):

HDj´1pŷ
pNq
rM`j´1sq “ HDj´1px

pNq
rM`j´1spfiqq (19)

Since K ă M
2 ă Dj , we apply Lemma 1, the first K columns

HDj´1px
pNq
rDj`K´2spfiqqq of HDj´1pŷ

pNq
rM`j´1sq are linearly

independent. By removing the last row from (17),(18) we have:

v “ HDj´1

´

ŷ
pNq
rDj`K´2s

¯

c “ HDj´1

´

x
pNq
rDj`K´2spfiq

¯

d

HDj´1

´

x
pNq
rDj`K´2spfiq

¯

pc´ dq “ 0 ñ c “ d

Finally, since c “ d, from (15),(17) we have ŷ
pNq
rM`js “

x
pNq
rM`jspfiq. Similar arguments as above (starting from (16))

can be repeated when M`j´1 is even by adding a row instead
of a column in (16). Thus by induction over 1 ď j ď N ´M ,
we have ŷpNq “ xpNqpfiq.

B. Proposed Approach

We propose an alternative focusing method that does not
involve finding focusing matrices Tpfiq, for the relevant
frequency bins. Signals of the form (1) can be implicitly
focused to different frequencies by exploiting the structure of
the measurement matrix Apfi,θq in a procedure motivated by
the result of Theorem 1.

Given the measurement xpMqpfq at frequency f P

rflow, fhighs as defined in (1), then corresponding measure-
ments focused to a frequency f 1 will then have the form

x
pMq
focuspf, f

1q “ ApMqpf 1,θqspfq (20)

Let αk “ ejπpflow{fhighq sinpθkq. Then it can be readily
verified that elements of the manifold at flow are given by
“

ApMqpflow,θq
‰

m,k
“ αmk . Any other frequency fi for integer

i ě 1 will have the form fi “ iflow. We can write manifolds
as sub-sampling of ApiMqpflow,θq

”

ApMqpfi,θq
ı

m,k
“

”

ApiMqpflow,θq
ı

im,k
(21)

for 1 ď m ďM , 1 ď k ď K
1) Focusing from flow to iflow: Informed by (21), the

focused measurements will have elements which are sub-
sampled from extrapolated measurements xpiMqpflowq

”

x
pMq
focuspflow, iflowq

ı

m
“

”

xpiMqpflowq

ı

im
(22)

for 1 ď m ďM . We propose to determine xpiMqpflowq P CiM
by solving the following rank minimization problem

ŷpiMq “ arg min
ypiMq

rankpHPipy
piMqqq (23)

s.t. }yiMrMs ´ xM pflowq}2 ď ε
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Fig. 1: (a) Average NRMSE VS Noise Power for measurements from all frequency bins
focused to bin 10 using various methods. (b) NRMSE vs. Frequency for bins 5 to 9 when
focused to bin 10 using different methods in presence of noise with σ2

“ 2.15ˆ10´2.

where Pi “ riM{2s. As shown Theorem 1, solving (23)
with noiseless measurements (ε “ 0) will indeed recover
xpiMqpflowq, i.e. ŷpiMq “ xpiMqpflowq. We obtain an estimate
for focused measurements x̂

pMq
focuspflow, iflowq by sub-sampling

ŷpiMq according to (22).
”

x̂
pMq
focuspflow, fiq

ı

m
“

”

ŷpiMq
ı

im
(24)

2) Focusing from iflow to jflow: In this case, we start with
measurements xpMqpiflowq. We propose to focus from iflow to
jflowpj ą iq in two steps.

First, perform an interpolation procedure to obtain interme-
diate measurements xpiMqpflowq by solving the following rank
minimization problem

ŷpiMq “ arg min
ypiMq

rankpHPipy
piMqqq (25)

s.t. }y
piMq
Ωi

´ xpMqpflowq}2 ď ε

where Ωi “ tpi | 0 ă p ăM´1u.2 Second, the extrapolation
procedure from Section III-B1 may now be performed to
focus ŷpiMq “ x̂piMqpflowq to jflow and yield an estimate
x̂
pMq
focuspfi, fjq. If (25) succeeds, then this step will also succeed

through Theorem 1. In practice, solving (23) and (25) is
difficult, and known to be NP-Hard. For this reason, we will
use nuclear norm (}¨}˚), which is a convex surrogate for rank.

IV. SIMULATIONS

In our first set of simulations, we consider K “ 2 and
M “ 12 sensors. We only consider the scenario with p “ 1
in our simulations. We assume the DOA’s lie on a Ng “ 100
uniformly spaced grid between 0˝ and 60˝. On this grid, the 2
DOA’s correspond to grid indices 30 and 60. We consider D “
32 DFT bins, with the wideband signals occupying frequency
bins 5 to 10. In simulations, complex Gaussian noise is added
to the measurements. Signal amplitudes for each DOA and
DFT bin are drawn from a uniform distribution between 1 and
2. Our method is compared to DD-F (DD-F-OG) which is pre-
sented in [12] after 4 iterations of re-focusing. For initial DOA
estimates in DD-F, a coarser grid of 50 points between 0˝ and
60˝ was used, with initial step-size r “ 3˝. Only the first step
of DD-F is performed to predict DOA’s for refocusing, since

2In Section IV, we provide simulations which demonstrate that the inter-
polation step succeeds.
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Fig. 2: (a) Relative error per entry of example measurement from bin 5 focused to bin 10,
σ2
“ 0.01. (b) Example of DOA recovery. MUSIC is applied to focused measurements

from various focusing methods with additive noise of σ2
“ 0.01. True DOA’s indicated

with dashed black line.

the grid bias vector αK “ 0 for our on-grid setting. We also
compare against the classic RSS using a simple beamformer
for initial DOA estimates. RSS focusing using the true DOA’s
is also provided as a baseline for comparison. Our error metric
is the Normalized Root Mean Squared Error (NRMSE) given
by NRMSEpx̂focus,xfocusq “

}x̂focuspf,f
1
q´xfocuspf,f

1
q}2

}xfocuspf,f 1q}2
where

xfocuspf, f
1q and x̂focuspf, f

1q denote the true and predicted
focused measurements respectively. Fig. 1a shows the resulting
average RNMSE errors for focusing bins 5-9 to bin 10 vs.
noise power, averaged over 100 Monte Carlo runs. Unlike
other methods, IF2 focusing is initialization-free, and doesn’t
show bias to initial DOA estimates. Hence its error does not
saturate as SNR increases. IF2 also demonstrates resiliency
in lower SNR regimes, both outperforming DD-F and beam-
forming techniques, and obtaining performance closer to RSS
with knowledge of true DOA’s. Fig. 1b shows the NRMSE
errors that result in focusing measurements with noise power
σ2 “ 2.15 ˆ 10´2 to frequency bin 10. For all the bins,
IF2 focusing consistently yields the best performance, even
outperforming RSS with knowledge of the true DOA’s.

Another experiment was performed with K “ 3 DOA grid
indices 60, 80, 95 and σ2 “ 0.01. Fig. 2a shows the relative
error for each measurement entry when focusing a bin 5 signal
to bin 10 with σ2 “ 0.01 noise. IF2 clearly demonstrates
the ability to focus with lower error even in the presence of
noise. Finally, an experiment to evaluate DOA recovery was
performed with K “ 2 DOA grid indices 30, 70. Fig. 2b shows
recovered DOA’s using the same DOA estimation method,
namely narrowband MUSIC, on the focused measurements
provided from various algorithms. RSS with Beamformer
DOA estimates does not exhibit good performance. DD-F
also does not demonstrate reliable results. Both RSS with
knowledge of True DOA’s, and IF2 are able to sufficiently
resolve the DOA’s.

V. CONCLUSION

We proposed a novel method for implicitly focusing array
manifolds at different frequencies to a reference frequency,
which can be used for wideband DOA estimation. Unlike exist-
ing methods, our technique requires no initial DOA estimates
and theoretical guarantees for exact focusing are also estab-
lished. Numerical simulations demonstrate the superiority of
our methods compared to past and recent focusing techniques.
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