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A B S T R A C T   

The emergence of construction robotics and automation has produced an urgent and vast need for construction 
workers to reskill and upskill for the future of work. Virtual Reality (VR)-based training has been considered and 
investigated as a safe and cost-effective training method that allows workers to be exposed to hazardous tasks 
with negligible actual safety risks in comparison to existing training methods (hands-on, lecture-based, 
apprenticeship training). This paper aims to investigate the impact of VR-based training on construction 
workers’ knowledge acquisition, operational skills, and safety behavior during robotic teleoperation compared to 
the traditional in-person training method. Fifty construction workers were randomly assigned to complete either 
VR-based or in-person training for operating a demolition robot. We used quantitative and qualitative data 
analyses to answer our research questions. Our results indicate that VR-based training was associated with a 
significant increase in knowledge, operational skills, and safety behavior compared to in-person training. Our 
findings suggest that VR-based training not only provides a viable and effective option for future training pro
grams but a valuable option for construction robotics safety and skill training.   

1. Introduction 

Although the construction industry is one of the largest industries 
globally, accounting for 6% of the world’s GDP [1], it also faces sig
nificant challenges such as safety issues, skilled labor shortages, and low 
productivity rates. In fact, the construction industry has the highest 
number of fatal and non-fatal injuries across all industries. According to 
the U.S. Bureau of Labor Statistics, the U.S. construction industry 
accounted for 1,061 occupational fatalities in 2019, a number higher 
than any other industry [2], and the Center for Construction Training 
and Research reported that the construction industry also has a signifi
cantly higher rate of non-fatal injuries (29.2% higher) than any other 
industry [3]. Added to that, the Occupational Safety and Health 
Administration (OSHA) estimates that half of workplace injuries go 
unreported each year [4]. Besides these safety concerns, the industry is 
also hindered by severe worker shortages, especially skilled workers, 
with about 266,000 jobs being left unfilled across the U.S. in February 
2021, as reported by The U.S. Bureau of Labor Statistics [5]. In terms of 

labor productivity growth, the construction industry has experienced 
lower productivity growth as compared to manufacturing and the total 
economy. In the period from 1995 to 2014, labor productivity in con
struction grew 1% annually while the productivity in the total economy 
grew 2.7% annually, and the productivity in manufacturing grew 3.6% 
annually, on average [6]. 

Automation and robotics are frequently presented as an alternative 
to alleviate some of the safety concerns, mitigate labor shortages, and 
improve productivity rates in the construction industry. In the past 
decade, it has been observed that the construction industry is experi
encing a significant increase in the number of robots deployed on-site 
[7]. In addition, current reports indicate that more than 7000 new 
construction robots will be introduced to construction sites by 2025 [8] 
and that 46% of construction tasks have the potential to be automated 
[9]. While automation and robotics can increase safety on construction 
sites by removing workers from hazardous environments, interacting 
with new technologies can also create new safety concerns [10]. 
Therefore, it is important to train construction workers either in new 
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skills directly related to their current roles (upskill) or in new skills 
necessary for different roles (reskill) to interact with and control these 
new technologies safely and effectively. The McKinsey Global Institute 
presents upskilling and reskilling the workforce to deal with new tech
nologies, automation, and digitization to increase productivity in con
struction [6] and prepare these workers and organizations for the future 
of work [9]. Over time, various strategies for training construction 
workers on the use of new technologies have been proposed and 
employed. These strategies vary from passive strategies (including lec
tures, pamphlets, presentations, and videos) to active strategies for 
training (computer-based or learner-centered instruction, apprentice
ship models, and hands-on demonstrations). Existing research shows 
that both strategies have been associated with improved worker 
behavioral performance in safety and health and that more engaging 
training strategies are associated with increased knowledge acquisition 
and reductions in reported accidents and injuries [11]. 

Despite these benefits, not all construction tasks are feasible to be 
taught using more engaging training strategies due to a variety of 
technical, economical, safety, and ethical constraints. Construction sites 
are usually characterized by dynamic, unconstrained, and hazardous 
environments, making simulating many real-world scenarios during 
training complicated. First, it may be the case that more complex tasks 
that use specialized equipment may impose unjustifiable risks to the 
safety of the trainees and, for that, the trainees may not have a chance to 
experiment with many of the most complex situations likely to occur on- 
site. Second, the costs associated with acquiring the necessary equip
ment and materials for the training may be too high. Finally, in case the 
training is to be held on-site, the disturbances it creates to the job site 
may not be justified. 

To address these concerns, Virtual Reality (VR)-based training is 
proposed as a method to provide construction workers with in-person 
training experiences in hazardous situations without imposing actual 
safety risks. In fact, VR-based training in construction has found appli
cations in many areas, including construction safety [12–15], ergonomic 
behavior [16,17], operating construction equipment [18–21], and per
forming construction tasks [22,23]. However, limited research exists on 
whether VR-based training can indeed be used to train construction 
workers effectively to gain the necessary knowledge, skills, and safety 
behavior in robotics operations. This limitation partly exists because 
developing effective methods for training workers to learn how to 
engage with robotics in a VR environment is highly complicated. From 
the VR developer perspective, the accurate simulation of robots with 
high numbers of degrees of freedom, high levels of autonomy, and 
complex control mechanisms, as well as the complex interactions among 
various agents (e.g., humans, machines, robots, weather) that take place 
in a construction site are time- and resource-intensive tasks. When not 
properly performed, it may provide an incomplete training experience to 
the trainees. In addition, it is challenging to evaluate skill transfer from 
VR-based training to real-world settings [24]. From the trainee 
perspective, the operation of construction technology (e.g., heavy con
struction equipment, teleoperated robot) may be considered cognitively 
taxing, especially in aspects related to mapping control actions to 
technology functions [25]. Hence, a VR-based training needs to be 
equipped with an appropriate mental model to be effective. Finally, 
developing effective training is challenging considering the unique as
pects of construction workers’ demographics with potentially low En
glish proficiency and low literacy. Evia [26] has confirmed that general 
translation of learning material is a limited approach in training His
panic construction workers and proved that including more participa
tory design, emphasizing audiovisual components, and oral evaluations 
are better approaches for the ethnic minority (e.g., Hispanic) audiences. 
The U.S. construction industry has the highest percentage of Hispanic/ 
Latino workers compared to other industries (30%) [27], who may be 
solely or mostly Spanish speaking (62%) [28] and are reported to have a 
lower education level (93% of White construction workers have a high 
school diploma compared to only 77% of Hispanic/Latino construction 

workers) [29]. 
In response, in this study, we investigate the impact of VR-based 

training on knowledge acquisition, operational skills, and safety 
behavior while working with the robot compared to a more traditional, 
comparable in-person pedagogical model and answer the following 
research questions. 

1. How does VR-based training impact knowledge acquisition for con
struction workers compared to the traditional training method?  

2. How does VR-based training impact construction workers’ safety 
behavior, compared to the traditional training method? 

3. How does VR-based training impact construction workers’ opera
tional skills, compared to the traditional training method? 

Although several studies in the construction industry have investi
gated the effectiveness of VR-based training as compared to more 
traditional training modalities in terms of skills and knowledge acqui
sition [13–15], performance [30–33], and mental workload levels [34], 
most of the studies that focused on heavy construction equipment 
training have not included the actual equipment during the validation of 
the training effectiveness due to constraints related to costs and safety. 
In one of the few training studies in which simulated and real heavy 
construction equipment are compared, So et al. [35] point out that 
studies on skill transfer from VR to real equipment in construction are 
rare. In the present study, construction workers were trained on the 
teleoperation of a demolition robot, and the validation of the effec
tiveness of two training modalities (VR vs. in-person) was completed 
using the actual robot in a real setting. In most of the existing studies 
that included construction equipment such as cranes and excavators, for 
example, only experts controlled the actual equipment [36,37] while 
trainees controlled only simulated equipment [18,21,25,38]. Also, in the 
studies that involved a follow-up assessment using the actual equipment 
after VR-based training, only less dangerous and less complex equip
ment, in terms of their sizes/weights and control mechanisms, respec
tively, were used, as is the case with drones [34]. It is important to test 
the effectiveness of training relative to skill transfer with real equipment 
and robots because, due to the limitations of any simulation in terms of 
functionality and fidelity, some level of re-learning or new learning can 
be observed in the real setting after VR-based training [24]. Another 
difference in the approach used in this study relative to existing studies 
is the dissimilarities between training on traditional construction tasks 
(e.g., masonry construction, wall assembly) and robotics training. As 
robot implementation in the selected task fundamentally alters the way 
the task is performed and, by doing so, introduces new safety concerns to 
the task, proper consideration of these aspects must be considered 
during robotics training, which is shown in some of the training modules 
in the proposed framework. 

We begin this paper with a literature review of existing studies into 
VR-based training from a wide range of educational contexts and 
vocational training literature. Next, we present the methodology of the 
research, including the VR-training environment development and the 
experimental design. We then present our research findings using newly 
developed VR-based training modules for a demolition robot with con
struction workers. Next, we discuss our findings, and finally, conclusions 
are presented. 

2. Literature review 

2.1. Knowledge acquisition 

Since the 1990s, education researchers have posited the use of VR as 
a tool in education, recognizing its potential within both formal and 
informal classrooms [39]. In the ensuing years, multiple studies and 
theoretical works have tested and advocated for the value of engaging 
VR in the learning process [40]. Broadly speaking, these studies have 
routinely found that the use of VR-based education models results in 
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higher or equitable levels of knowledge acquisition [41–45], retention 
[46–49], and transfer between contexts [45,50–53] when compared to 
more traditional approaches to learning (such as lecture, text, and dig
ital media-based pedagogies). 

Although these studies advocate for the potential of VR in learning, 
the effectiveness of VR in learning often relies on the specifics of that 
implementation and the program itself. As both Wikens [39] and Chavez 
and Bayona [40] contend, the design of programs largely determines 
whether or not specific technologies result in effective learning experi
ences. Additionally, Pantelidis [54] argues that educators and designers 
should not consider VR an all-encompassing tool in education but 
instead use VR intentionally in specific scenarios where the affordances 
of VR can improve learning outcomes. In other words, VR holds the 
potential to improve education practices but only if the context lends 
itself to this tool. For example, VR lends itself to learning processes and 
outcomes that rely heavily on visualization or visual information, while 
learning through auditory information may occur more effectively 
through other pedagogical modes [55–57]. Additionally, Jensen & 
Konradsen [58] have argued that many of the VR-based training/edu
cation studies do not provide the necessary rigor to make generalizable 
claims. However, when designers intentionally and purposefully 
construct those tools with these concerns in mind, VR represents a 
potentially powerful tool in the process of learning. 

If VR can broadly provide a valuable tool in education, it follows that 
VR holds the potential to provide a valuable tool in educating con
struction workers. For that, in the past two decades, the use of VR-based 
training for educating construction workers has drawn much attention 
from construction researchers, especially in aspects related to hazard 
identification and safety in construction sites [12,32,59], with a more 
limited number of studies explicitly focusing on vocational training and 
machine operation training [19,33]. However, construction researchers 
have just recently started investigating the application of VR-based 
training in construction robotics, with some prototypes proposed but 
no validation [60,61]. 

The existing body of research into VR-based vocational education 
within the construction industry largely positions VR as a valuable tool 
[62] and, across existing studies, researchers have found that the use of 
VR over traditional pedagogical methods (i.e., lectures, text-based ed
ucation, or 2D visual guides) has led to higher knowledge retention and 
application and a better ability to recognize hazards that appear in real- 
world job sites [13,63,64]. Delving further into these existing studies, 
the improved performance within VR-based safety training within 
construction contexts occurs for two main reasons, both of which align 
with Pantelidis’ [54] guidelines for when VR should be used as an ed
ucation tool. The first reason comes from the fact that interacting with 
construction equipment on job sites would often prove dangerous for 
trainees. Therefore, VR simulations provide a tool for workers to acquire 
“hands-on experience” without putting themselves at risk if they “fail” at 
training tasks [57,65,66]. Additionally, the very nature of a simulation 
allows for the intentional design of learning environments towards a 
specific end, representing a distinct advantage over real-world experi
ences. Schank [67], for instance, argues that designers can create sim
ulations that align with research into cognitive development, thus 
ensuring the acquisition of knowledge to a higher degree. Eiris et al. [63] 
also recognize that VR can make normally invisible hazards (such as 
electricity) visible, situating VR as a robust learning context beyond real- 
world experience. Second, VR-based training methods also increase 
construction workers’ concentration and engagement because they are 
involved in interactive experiences beyond the usual process of 
passively digesting information through audio, text, or images [13]. This 
does not imply that VR should replace teachers/trainers or learning 
materials (e.g., textbooks). Instead, multiple studies have found that VR- 
based training works best in the context of a more traditional teacher/ 
student relationship [68,69]. 

Despite this increased use of VR-based technologies to train con
struction workers over the past two decades, most of the existing 

training programs were not designed based on adult learning theories. 
For the case of equipment simulators, specifically, Dunston et al. [24] 
present that most of the existing studies emphasize the technical aspects 
of the prototypes with less emphasis on learning and skill transfer. In 
many cases, it is also common that the training environments and 
modules do not allow the trainees to adapt their knowledge and skills in 
different scenarios, something that is critical to tasks that involve con
struction robots and that have detrimental impacts on performance and 
skill transfer when using the actual equipment after training. Tichon 
[70] argues that skill acquisition and performance depend not only on 
the design of the simulation but also on the evaluation of the training 
objectives relative to the required behavior in the real world, which can 
provide critical feedback that can improve the training program. 

In this study, we grounded our approach in the adult learning theory 
(andragogy) [71]. As, this theory holds that adult learners are self- 
directed and independent, with a wealth of experience to draw upon 
when learning, a greater interest in problem-solving, and the need to 
immediately see the relevance of what they learn to the task at hand 
[72,73]. This study explores whether simulation activities that target 
key concepts and skills by leveraging the benefits of adult learning 
theory (andragogy) improve workers’ knowledge and skill during VR- 
based training. 

2.2. Safety behavior & operational skills 

VR has been successfully implemented in several different vocational 
training initiatives with positive results across different industries 
[74–76], such as manufacturing [77–79], aviation [80], robotic surgery 
[81,82], and mining [83]. Additionally, Jou & Wang [84] found that VR 
provides an effective tool regarding skills training with manufacturing 
machinery. For construction applications, most of the existing studies 
have focused on hazard identification and safety training 
[12–15,32,85,86], with a more limited number of studies in areas such 
as ergonomic behavior training [16,17,87], construction equipment 
operation training [18–21,24,38,88–90], construction operations 
training [91,92], construction management training [93–95], and task 
execution training [22,23,33,96–98]. VR-based safety training has been 
shown to be sufficient and acceptable in simulating construction sites 
and promoting learning and knowledge retention [13,30,32]. Other 
than promoting learning and, consequently, improved safety behavior 
among construction workers, VR-based safety training has also been 
shown to enhance safety motivation and self-efficacy in identifying 
safety hazards, with perceptible effects on safety behaviors in both the 
short term and long term (knowledge retention) [32]. VR-based safety 
training has also been associated with improving safety behavior to a 
greater extent among non-experts than among experienced field 
personnel, which shows its potential in training incoming construction 
workers [86]. This is an important result, especially considering the 
construction industry’s need to attract young workers to fulfill many of 
the currently open job positions in construction sites. 

In training construction workers, the education research field has 
shown that VR can help workers develop skills/acquire knowledge 
within simulations and then successfully apply those skills and knowl
edge in real-world settings as effectively or more effectively than 
workers learning through other means [15,31]. In this context, in-person 
training in real-world contexts does not provide a significant advantage 
over learning these skills in virtual contexts [34]. In making this argu
ment, construction education researchers also posit several benefits to 
VR training over traditional classroom pedagogies, on job training. First, 
VR simulations create a risk-free environment where workers can fail 
without injuring themselves or others [99,100]. Second, simulations 
provide workers with the affordance of immediate feedback (including 
haptic feedback) rather than having to wait for an individual to 
comment on their work [101–103]. Together, VR simulations provide a 
highly effective means for developing technical skills related to con
struction tasks without the added stressors of potentially injuring 
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someone or chaotic environments [22]. More recently, companies such 
as 3M™ [104], Caterpillar® [105], Volvo [106], and Komatsu™ [107], 
and specialized training companies such as PIXO™ [108], Antycip 
[109], and Immersive Technologies [110], have developed and offered 
VR-based training programs for construction professionals focusing on 
safety and/or heavy-machine operations. 

Combined with the on-demand nature of VR [111], VR presents a 
potentially democratizing tool in vocational training within the con
struction industry, one that may allow more workers in more places to 
develop much-needed technical skills. However, researchers and pro
fessionals cannot reach this goal without carefully thinking through how 
to implement VR best and design realistic, interactive, and effective VR 
simulations intentionally. As numerous authors have noted, developing 
effective VR simulations inherently involves interdisciplinary partner
ships between educators, industry professionals, and software engineers 
[41,112,113]. Once designed, continued research into these tools needs 
to occur to determine the effectiveness of these simulations and the 
pedagogical implementation of VR in situ. 

There are, however, many unanswered questions when it comes to 
training construction workers to work and/or interact with teleoperated 
robots in the construction industry using VR-based environments. First, 
to the best of our knowledge, no study has been conducted on the in
struction of construction workers in how to teleoperate construction 
robots using VR-based environments. Therefore, research into con
struction training programs has overlooked the potential of using VR- 
based training to improve workers’ knowledge, operational skills, and 
safety behavior during human-robot interaction on construction sites. In 
addition, even in the studies that have addressed the use of VR-based 
environments to train construction workers in the operation of con
struction machines, transfer of the acquired skills and safety behavior 
from the virtual environment to real-world applications using the actual 
machines has not been investigated. 

This study addresses these gaps by providing new research into a VR- 
based training program explicitly dedicated to learning how to teleo
perate robots within construction contexts. Differently than the most 
commonly found construction equipment used in many of the existing 
studies, e.g., excavators and cranes in which an operator controls the 
equipment from a cabin in the equipment, the selected demolition 
equipment used in this study can be classified as a robot (teleoperated 
system) according to the definition found in Saidi et al. [114]. Addi
tionally, this study provides valuable insight into the need for reskilling 
and upskilling workers in the wake of increased automation within the 
construction industry. 

3. Methods 

3.1. Use case 

To investigate our research questions, we have chosen a teleoperated 
demolition robot manufactured by Brokk Inc. Construction workers are 
exposed to more challenging and hazardous work conditions (e.g., 
extreme weather conditions, dust, collapses, radioactivity contamina
tion) in demolition tasks than other construction jobs [115]. Therefore, 
teleoperated demolition robots are employed faster than other types of 
robots on construction sites to enhance safety and productivity. This 
type of robot constitutes about 90% of the construction robotics’ total 
market [116]. Teleoperated demolition robots can access spaces out of 
reach or hazardous for workers (e.g., nuclear sites) as workers can 
remotely execute demolition tasks safer and faster using demolition 
robots. Since the operator has the most control over the robot on the 
construction sites, it is critical to train operators to ensure the safety and 
efficiency of the working environment. For instance, we need to teach 
operators the safe distance to operate the robot, and they need to learn 
the emergency tasks to execute when a construction worker enters the 
danger zone. In this study, we have developed and studied the impact of 
VR-based training for workers to teleoperate the demolition robot. 

However, construction workers working in the robot’s vicinity also need 
safety training, but this training is more straightforward than the 
training of the operators. 

Brokk Inc. is the leading manufacturer of demolition robots, with 
over 7,000 robots used in different projects worldwide. Brokk demoli
tion robots consist of a body connected to an arm system, four legs 
(outriggers), and two continuous tracks (Figs. 1a and 1b). The arm 
system consists of arms that give the robot multiple degrees of freedom. 
Workers can attach different tools to the arm system (e.g., hammer, 
crusher, bucket, grapple). Outriggers help the robot stand stable while 
demolishing, and tracks allow the robot to move freely on the job site. 
The demolition robot is teleoperated through a controller by one con
struction worker. The worker teleoperates the robot standing at a safe 
distance from the robot, usually at its cornerback. 

3.2. Experimental procedure 

The study was conducted with 50 construction workers who 
completed a written informed consent before starting the experiment. 
Next, participants’ backgrounds and demographics were measured by a 
set of survey items. Specifically, participants were asked to report their 
gender, age group, race, and the language they are comfortable 
speaking. The survey also measured participants’ education level, 
employment status, and experience in the construction industry. Par
ticipants have also reported if they have any experience in using VR or 
demolition robots. Then, participants were required to complete a 
knowledge assessment survey including 32 multiple choice questions 
measuring participants’ knowledge about teleoperating the demolition 
robot safely. Once the knowledge assessment survey was completed, 
participants were randomly assigned to one of the two conditions: 25 
participants were asked to complete the VR-based training, while the 
other 25 were asked to complete the in-person training. After both 
groups completed their training, they were asked to retake the knowl
edge assessment survey to record the variations in their knowledge of 
teleoperating the demolition robot. In the last step, both groups of 
participants had to take a performance assessment, each participant 
completing the given tasks while teleoperating the actual demolition 
robot. The trainer rated participants’ operational skills and safety 
behavior. Additionally, the trainer recorded his observations of partic
ipants’ performance in teleoperating the demolition robot. Once the 
performance assessment is completed, the participants were thanked 
and dismissed. 

3.3. VR-based training (Treatment intervention) 

3.3.1. VR-based training system setup 
Our VR-based training was developed using the Unity3D game 

Fig. 1a. Actual Brokk demolition robot.  
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engine on a PC with an NVIDIA GeForce GTX 1080 graphics card 
(Fig. 2b). For this 2-hour long training, we have simulated a dynamic 
construction site, including virtual construction workers using different 
sets of construction equipment working in a shared space (Fig. 2a). Our 
virtual construction site includes various work conditions such as dust, 
rainy and sunny weather conditions, and uneven terrain to deliver 
trainees a realistic experience of an actual job site. We have programmed 
the behavior of the demolition robot and objects in the virtual con
struction site using the C# programming language. Trainees interact 
with virtual objects and workers using the HTC Vive controller. Besides, 
HTC Vive Head Mounted Display (HMD) provides trainees a sense of 
presence and a full-immersion experience during training. We have 
modeled the controller of the demolition robot using the same body 
(buttons and levers) of the actual controller and have connected it to the 
PC using Arduino Pro micro serial connection. Since workers need to 
move the robot and teleoperate it in various locations on the construc
tion site, we have used the Virtuix Omni VR treadmill as the navigation 
tool for trainees (Fig. 2c). VR treadmill using full-body motion tracking 
provides the advantage of navigating freely in the virtual dynamic 
construction site without the need to use controllers or keyboards. Our 
VR-based training incorporates different learning scenarios, which allow 
trainees to interact with different virtual objects and construction 
workers. To provide trainees realistic and immediate feedback 
throughout the training, we have incorporated Particle Systems API for 
visual effects (e.g., wall thickness, surface materials), VR Audio Spa
tializer for audio effects (e.g., demolition sounds), and physical simu
lations for materials (e.g., rigid bodies, joints, characters, robots). 

3.3.2. VR-based training content 
We have taken multiple steps to develop the learning modules of our 

VR-based training so that the program’s content targets the key content 
and skills workers need to teleoperate the robot safely and effectively. 
We ran a focus group interview with six expert trainers to ensure that 
our learning modules are generalizable across trainers. An expert trainer 
also trained our research team through in-person training, so we can 
record topics covered in a typical training and in-person training de
livery method. We then developed learning modules of our VR-based 
training using manuals of the demolition robot provided by the manu
facturer, along with the analysis of the data we collected through focus 
groups and in-person training sessions. Since the median age of the labor 
force in the North American construction industry is 42.9 years [117], 
we developed learning modules based on andragogy learning theory 
principles, one of the major adult learning theories. Adult learners are 
self-directed and independent, with a wealth of experience to draw upon 
when learning, adult learners come with a readiness to learn that is 
driven by their social and occupational roles, a greater interest in 
problem-solving, and motivated by their need to immediately see the 
relevance of what they learn to the task at hand [72,73]. The detailed 
discussion on integrating andragogy learning theory and adapting useful 
features of previous VR-based training programs to our learning mod
ules can be found in one of our studies [118]. We enhanced our learning 
modules, ensured that the VR-based training learning content is the 
same and in parallel to the in-person training, and prevented missing 
any critical learning content by collecting feedback from expert trainers 
in 3-months intervals. Moreover, before starting the experiment, we ran 
a pilot study to prevent potential technical issues such as the malfunc
tion of the hand-held VR controller and the accuracy of the simulated 
demolition robot’s controller. In the final step, an expert trainer verified 
our developed learning modules for the experiment. 

We developed seven interactive scenario-based learning modules in 
two languages (English and Spanish) (as described in Table 1) to train 
workers for operational skills and safety behavior while teleoperating a 
demolition robot. The Hispanic/Latino construction workers who are 
more comfortable speaking Spanish than English have the option to 
receive the training in their native language. Since we have imple
mented a self-directed learning approach (andragogy) to our modules, 
trainees are able to go back and forth at their own pace in the learning 
scenarios. Besides, if trainees do not have the literacy to read, they can 
use the narration for the same learning content. As mentioned in Section 
3.3.1., our VR-based training gives immediate feedback to the trainees 
based on their performance in learning modules. For example, if the 
trainee violates the safety zone boundaries (taught in learning module 
2), the program automatically prompts a warning message explaining 
the operator’s unsafe behavior (Fig. 3a). As another example, if trainees 
miss any steps in starting the controller and demolition robot, the 

Fig. 1b. Simulated Brokk demolition robot.  

Fig. 2a. Construction site in the VR environment.  
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program warns trainees about the mistakes they have made to correct 
them. Construction workers have a reservoir of experiences such as 
managing power cables, different interactions on job sites, and demo
lition procedures, which can be used as a rich resource for learning. 
Therefore, including tasks where they can draw upon their experiences 
can augment their learning. Moreover, our VR-based training provides 
the opportunity for trainees to practice with the demolition robot in the 
virtual construction site and execute tasks using different strategies 
based on the learning content and their prior experience and back
ground knowledge (Fig. 3b). Trainees experience the consequences of 
their decisions while teleoperating the robot in the virtual environment 
without causing any damage to themselves or the actual robot. For 
example, if trainees do not put the arm system of the demolition robot in 
a safe position and stretch the arms while moving (practicing in learning 
module 6 – Table 1; the robot will tilt (Fig. 3c), and trainees will expe
rience the consequence of their unsafe behavior in the virtual environ
ment. Also, in learning module 7 (Table 1), trainees can use different 
strategies in demolishing a concrete block to experience which strategy 
is safer and more effective. It is improbable to expose trainees to haz
ardous working conditions and teleoperate the robot with potentially 
unsafe approaches in the in-person training. Simulating various working 
conditions in our virtual construction site prepares trainees to work in 
potential hazardous job sites. Trainees can teleoperate the demolition 
robot in different weather conditions (Fig. 3d), indoor vs. outdoor 

spaces, on inclined or uneven terrains, and most importantly, in a shared 
space with other virtual construction workers. Concerning the 
advancement of automation in construction sites, workers’ learning 
needs are closely related to their job goals. Also, construction workers as 
adult learners are problem-centered and interested in immediately 
applying the acquired skill and knowledge. Hence, our learning modules 
provide skills and knowledge immediately applicable to the demolition 
teleoperation, and trainees acquire new skills to work with new tech
nologies related to changing their roles. Trainees practice how to tel
eoperate the robot effectively and safely in simulated dynamic, 
unstructured construction sites. At the end of each learning module, 
trainees are evaluated to ensure that they have learned essential points 
about operational skills and safety behavior. If they fail in assessments, 
they can repeat the learning module and redo the tasks until they gain an 
acceptable level of skills and safety behavior. For example, at the end of 
learning module 3, the program requires trainees to move specific parts 
of the demolition robot, and if they fail in completing the task success
fully, they need to review the learning content regarding controller 
functions. Adult learners are motivated to learn by internal rather than 
external forces. By giving an introduction and essential application of 
teleoperated robots in our learning modules, we try to elevate con
struction workers’ interest to adapt themselves to the advancement of 
technology. The VR-based training takes 120 min to complete. Table 1 
summarizes the targeted operational skills and safety behavior in each of 
the seven modules. A detailed description of the modules is provided in 
[118]. 

3.4. In-person training (Control intervention) 

3.4.1. In-person training set up 
In-person training with similar content and duration was provided to 

workers to assess the impact of the VR-based training on workers’ 
knowledge and skills compared to the traditional in-person training 
method. In-person training sessions were held with around six to seven 
workers, one expert trainer, and the actual demolition robot lasting two 
hours (Fig. 4). In-person training sessions were held in an outdoor area 
of about 700 sqft, at the Department of Civil & Environmental Engi
neering at the University of Southern California. Brokk demolition ro
bots have different sizes; however, we used Brokk110 (same as the robot 
size used in VR-based training) with a hammer and bucket for in-person 
training sessions. The professional trainer was provided with necessary 
objects to demonstrate the operation and train workers in a standard in- 
person training format. We simulated a concrete block with steel plates 
so the trainer could show the robot’s correct and safe positioning to 

Fig. 2b. System setup.  

Fig. 2c. Trainee on a VR treadmill.  
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demolish a block. 

3.4.2. In-person training content 
A professional trainer developed the in-person training based on his 

experience in training workers for demolition robot teleoperation. While 
the learning content of both VR-based and in-person training was 
identical, the lessons of in-person training were not specially designed 
based on adult learning theory (andragogy). These lessons were the 
trainers’ regular lessons, and the researchers did not change the design 
of these lessons. The trainer began the training by verbally introducing 
the history and applications of the demolition robot. Like VR-based 
training, module 1 (Table 1), trainees receive detailed information of 
the robot’s various components. Then, the trainer described how to 
manage safety concerns while demonstrating with the actual robot, such 
as power-cable management and the robot’s operation zone (VR-based 
training; module 2). As the content of the VR-based training, module 4, 
he presented the actual steps in checking safety points before starting 
and steps to start the controller and the robot. Next, the trainer 
demonstrated different controller functions to move the robot (VR-based 

training; module 3). He also showed the trainees how to move the robot 
safely, preventing tilting (VR-based training, module 6). He showed how 
to position the robot for demolition (VR-based training, module 5), 
stabilizing it using its outriggers, and the safe and effective strategies to 
demolish a concrete block, like the last learning module of the VR-based 
training (VR-based training, module 7). After the demonstration and a 
Q&A session, trainees had the opportunity to work with the actual 
controller and the demolition robot. However, since there was one robot 
and multiple trainees, they had limited time to practice with the robot. 
Besides, trainees were limited in performing various maneuverings in 
robot teleoperation since they may cause damage to the actual robot and 
themselves. As the trainees practiced teleoperating the robot, the trainer 
provided feedback to trainees about their operational skills and safety 
behavior. 

3.5. Performance assessment 

3.5.1. Performance assessment set up 
As mentioned earlier in Section 3.2 (experimental procedure), after 

both groups of participants (VR-based vs. in-person) finished their 
training, they completed a performance assessment during which each 
worker’s operational skills and safety behavior was evaluated while 
teleoperating the actual robot (Fig. 5). This assessment took place at the 
same outdoor area in which in-person training sessions occurred. 
Different objects (e.g., boxes, sharp objects) were put in the environment 
to evaluate participants’ operational skills and safety behavior while 
working with the robot. The trajectory to move the robot was indicated 
on the ground. Also, at the end of the route, we had simulated a concrete 
block using steel plates so participants could position the robot and 
demonstrate the demolition process. The performance assessment was 
held with one participant and one trainer at a time, lasting about 30 min 
for each participant. 

3.5.2. Performance assessment content 
In performance assessment, participants first were asked to start the 

robot and run the sequence of pre-start-up safety checks (e.g., hydraulic 
oil level, oil leakage, cable position). After starting the controller and the 
robot, participants moved the robot in the direction indicated on the 
ground. They had to know the controller’s function and follow the safety 
rules to move the robot efficiently and safely. One of the safety concerns 
is that the worker should look at the robot during robot teleoperation to 
prevent accidents. Therefore, the worker has to know the function of the 
controller without needing to look at it. Besides, the smoothness of using 
the controller’s levers is another factor for acceptable operational skills. 
The worker needs to push the levers smoothly to gain more speed in 
moving the robot’s arm system. Participants have to move the robot 
while keeping a safe distance from surrounding objects and safely orient 
the arm system to avoid the robot’s tilting. Participants then were asked 
to demonstrate how to position the robot and its arm system to demolish 
a concrete block based on the operational skills and safety points they 
had learned during their training. After the demonstration, participants 
were asked to move the robot in reverse to the starting position and 
complete the shutdown procedure. 

3.6. Participants 

A total of 50 participants (48 males, 2 females) were recruited for the 
experiment from on-campus construction projects at the University of 
Southern California. Since the training is designed to train construction 
workers (both current demolition workers and general construction 
workers) to teleoperate a demolition robot, all participants were con
struction workers over 18 years old with varying degrees of experience. 
They were randomly assigned to receive either VR-based or in-person 
training (25 participants for each group). One VR-based training 
participant quit the study since he could not use the VR-based equip
ment; therefore, we used the data from 49 participants in our analysis. 

Table 1 
Targeted operational skills and safety behavior in each learning module.  

Mod. 
# 

Targeted Operational Skills Targeted Safety Behavior 

1 Introduction to the robot, its 
purpose, different applications, 
different components, and their 
detailed explanation 

Introduction to the range of motion 
for each component 

2 Operator positioning to have the 
best view and control during 
operation & how to move the robot 
(e.g., whether or not the robot can 
be maneuvered to fit in the 
workspace) 

Cable safety management (e.g., the 
cable should not be on wet surfaces, 
near sharp objects, outriggers, and 
cable should be undamaged and 
behind the robot). Definition of 
operating zone and risk zone and 
boundary conditions for the risk 
zone. Workplace inspection (e.g., 
keep robot out of dust and flying 
rocks, be aware of personnel; turn 
off the robot in the event people 
enter the operating zone) 

3 How to use the control unit (e.g., 
controller’s setting, how to use 
each lever/button, etc.) 

How to use the controller levers 
smoothly to move the robot’s 
components safely and at a 
controllable pace. 

4 How to start the control unit and 
the robot 

Safety checks before starting the 
robot (e.g., check the hydraulic 
fluid level, ensure that there is no 
oil leakage, check if power and 
control cables are connected, 
inspect for loose objects on the 
robot, and check the emergency 
stop button of the control unit) 

5 How to position the robot (e.g., 
demolition robot should not be too 
close to the object, the distance 
between the robot and other objects 
must be considered, optimum 
operating position for the arm 
system) 

How to position the robot safely (e. 
g., robot’s arms should not be fully 
extended; angles between cylinders 
should be within an acceptable 
limit) 

6 How to move the robot, use the 
outriggers to position and stabilize 
the robot, and move the arm system 
via different simulated activities 

Safety concerns during movement 
of the robot (e.g., avoiding the 
danger of tilting the robot; robot 
must be secured if there is a risk of 
collapsing/tilting) 

7 How to demolish concrete slabs, 
floors, walls, beams, and columns 
effectively (e.g., the direction of 
demolition tools and demolition 
process and sequence, demolition 
starting points, demolition in one 
direction and sections, demolish 
the entire section within the 
working zone before moving the 
robot, etc.) 

How to demolish concrete slabs, 
floors, walls, beams and, columns 
safely (e.g., positioning of the 
hammer to prevent harmful 
bounces, levers movement speed to 
have the best control on delicate 
demolition tasks, working using 
sight and hearing, etc.)  
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Table 2 presents the demographic information of the participants based 
on their age, language, education level, and their years of experience in 
the construction industry. None of the recruited participants had pre
vious experience with the demolition robot used in the experiment or 
VR-based training. Only one participant from the in-person training 
group had a previous experience with a demolition robot (not the de
molition robot used in this study); however, the answer to this question 
was not an exclusion criterion for the study. 

3.7. Evaluation measures 

To answer our first research question, we assessed trainees’ knowl
edge acquisition before and immediately after completing either VR- 

based or in-person training. Therefore, we developed a knowledge 
assessment survey including 32 items to measure participants’ knowl
edge about all aspects of the demolition robot, including components of 
the robot, risk zone, power cable management, workplace inspection, 
safety checks, controller functions, starting up the controller and the 
robot, arm positioning requirements, actions to be taken when demol
ishing, safety precautions and actions. The content of the items was 
validated by receiving feedback from an expert trainer to ensure that the 
critical knowledge needed to perform the robot safely was being 
assessed. 

To answer our study’s second and third research questions, we 
assessed trainees’ operational skills and safety behavior while tele
operating the actual demolition robot (i.e., performance assessment). 

Fig. 3. (a) Illustration of risk zone boundary and consequence of violating it (b) Demolition of concrete slabs (c) Simulating consequence of tipping the robot (d) 
Construction site in rainy weather in VR environment. 

Fig. 4. Workers during an in-person training session.  Fig. 5. Performance evaluation.  
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We developed the operational skills and safety behavior assessments 
used in this study, and an expert trainer validated the content of the 
assessments to ensure that all the crucial points are included. Partici
pants’ operational skill performance and safety behavior were rated 
based on the criteria by the expert trainer on a scale from 1 to 3 (1 =
failed, 2 = done to an extent, 3 = perfectly done). Operational skills 
were observed and evaluated during starting up the controller and the 
robot, positioning the robot and the operator, using the controller (its 
buttons and levers) to move the robot, and employing an effective de
molition strategy with a proper sequence. Safety behaviors were 
observed and evaluated during performing pre-start-up checks and 
workplace safety checks, moving the robot (e.g., keeping a safe distance 
from surrounding objects), and demolishing (e.g., moving arm system 
smoothly for delicate demolition tasks). The expert trainer also quali
tatively measured participants’ performance in teleoperating the robot. 
The trainer wrote a brief observation of each assessment that described 
positive and negative aspects of the participants’ safety behavior and 
operational skills in working with the robot. 

3.8. Analysis 

This study relied on a quantitative dominant mixed methods 
approach to collecting and analyzing data to answer our research 
questions. Johnson et al. define the quantitative dominant mixed 
methods research as “the type of mixed research in which one relies on a 
quantitative, post positivist view of the research process, while concurrently 
recognizing that the addition of qualitative data and approaches are likely to 
benefit most research projects” [119]. Therefore, our analysis relies 
heavily on the quantitative data collected in this study, while our 
qualitative data primarily provides valuable context for our findings. 

3.8.1. Quantitative analysis 
The quantitative data collected were used to understand the impact 

of VR-based training on the traditional training methods (in-person 
training) on three dependent variables: knowledge acquisition, safety 
behavior, and operational skills while working with the demolition 
robot. For knowledge assessment, we conducted 2 × 2 mixed factorial 
ANOVA with time (pre-vs. post-training) as the within-subject factor and 
training type (VR-based training vs. in-person training) as the between- 
subject factor. Also, we conducted independent sample t-tests with 
training type (VR-based training vs. in-person) as the independent var
iables for each of operational skills and safety behavior outcomes. We 
then ran additional tests to check for moderation by demographic fac
tors: in separate mixed ANOVAs, we tested for moderation by 1) lan
guage (Spanish vs. English), 2) age, 3) level of education, and 4) 
experience in the construction industry. 

3.8.2. Qualitative analysis 
To analyze the qualitative data collected in this study (specifically, 

the written observations from the expert trainer), we relied on a 
grounded theory approach articulated by Glaser and Strauss [120]. 
Because grounded theory intentionally situates all findings and theory 
within collected data (as opposed to applying theoretical frameworks 
from other sources), this methodological approach produced a detailed 
understanding of the impacts of training methods on participants’ per
formance in this specific context [121]. Once we collected our qualita
tive data, we coded the expert trainer’s observations through an 
iterative and open process. We began by employing a descriptive coding 
technique to produce a set of themes that our expert trainer discussed 
across the entire collection of observations [122]. After this first coding 
round, we then engaged a pattern coding strategy to condense our initial 
themes into analytical units and further illustrate any patterns within 
the data [123]. Two research team members have coded the qualitative 
data to ensure that Inter-Rater Reliability (IRR) is satisfied (>0.81). 

4. Results 

4.1. Qualitative analysis: VR-based training’s impact on workers’ 
knowledge, operational skills, and safety behaviors 

As shown in Table 3, workers’ knowledge in both programs increased 
after they completed the training. The average gain in knowledge was 
greater among those who completed the VR-based training (60.22%) 
than those who completed in-person training (39.55%) (F(1,47) =
18.36, p < 0.001, Cohen’s d > 1.0) (Fig. 6). Of all the background in
dicators, only the moderating effect of age approached significance (F 
(3,43) = 10.18, p = 0.08; all other were nonsignificant Fs < 0.31, ps >
0.58) 

Analyses of the participants’ safety behavior assessment are pre
sented in Table 4. Results indicate that VR-based training participants 
(mean rating: 2.60) have significantly better safety behavior in oper
ating the robot than in-person training participants (mean rating: 2.30) 
(t(47) = 3.985, p < 0.001, Cohen’s d > 1.0) (Fig. 7). Similar to the 

Table 2 
Demographics of participants based on training types.  

Demographics VR-based training In-person training 

Language   
English 12 (24%) 12 (24%) 
Spanish 13 (26%) 13 (26%) 
Age groups   
18–29 9 (18%) 7 (14%) 
30–39 7 (14%) 7 (14%) 
40–49 2 (4%) 4 (8%) 
50–69 7 (14%) 7 (14%) 
Education levels   
Less than a high school diploma degree 9 (18%) 10 (20%) 
High school diploma degree 12 (24%) 12 (24%) 
College degree 4 (8%) 3 (6%) 
Construction Experience   
<5 years 12 (24%) 10 (20%) 
5–10 years 6 (12%) 8 (16%) 
>10 years 7 (14%) 6 (12%)  

Table 3 
Means and standard deviations of knowledge assessment based on individual 
differences.  

Measures VR-based training In-person training 
Before After Before After 

Language     
English 9.26 

(8.57) 
74.74 
(9.37) 

8.11 
(9.20) 

55.73 
(16.69) 

Spanish 10.16 
(9.98) 

65.11 
(15.24) 

14.75 
(14.63) 

46.87 
(17.44) 

Age groups     
18–29 5.99 

(6.10) 
75.70 
(10.21) 

9.84 
(10.11) 

60.71 
(15.18) 

30–39 12.63 
(11.28) 

72.32 
(11.04) 

9.93 
(14.75) 

50.45 
(13.55) 

40–49 10.93 
(11.06) 

67.19 
(17.56) 

21.98 
(16.03) 

53.91 
(14.39) 

50–69 11.46 
(10.21) 

59.37 
(3.95) 

9.04 
(9.73) 

40.63 
(15.73) 

Education levels     
Less than a high school 

diploma degree 
12.54 
(10.45) 

64.45 
(14.75) 

9.78 
(13.17) 

40.94 
(13.61) 

High school diploma 
degree 

9.20 
(8.83) 

69.27 
(10.48) 

13.87 
(13.15) 

56.25 
(18.08) 

College degree 5.56 
(7.11) 

82.82 
(12.10) 

8.43 
(9.68) 

64.59 
(4.77) 

Experience groups     
<5 years 12.01 

(10.31) 
69.27 
(15.41) 

7.26 
(6.02) 

44.69 
(20.63) 

5–10 years 6.39 
(6.47) 

73.44 
(12.77) 

11.00 
(10.18) 

57.03 
(11.66) 

>10 years 8.41 
(8.83) 

67.71 
(10.39) 

21.50 
(19.03) 

57.81 
(13.65)  
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knowledge assessment, of all the background indicators, only the 
moderating effect of age approached significance (F(1,49) =, p < 0.001; 
all others were nonsignificant Fs < 0.29, ps > 0.36). 

Analyses for the operational skills assessment are presented in 
Table 5. Similar to safety behavior, VR-based training participants 
(mean rating: 2.65) have showed significantly better skill sets than in- 
person training participants (mean rating: 2.29) (t(47) = 5.11, p <
0.001, Cohen’s d > 1.0) (Fig. 8). None of the demographic variables 
significantly moderated this effect (all Fs < 1.15, ps > 0.29). 

4.2. Qualitative differences in workers’ performance 

Qualitative results from the expert trainer’s observations of partici
pants’ performance during demolition robot teleoperation are presented 
in Table 6. Our analysis identified three themes in the trainer’s 

Fig. 6. Workers’ average score on the knowledge assessment.  

Table 4 
Means and standard deviations of safety behavior assessment based on indi
vidual differences.  

Measures VR-based training In-person training 

Language   
English 2.62 (0.16) 2.40 (0.29) 
Spanish 2.57 (0.25) 2.20 (0.28) 
Age groups   
18–29 2.60 (0.16) 2.39 (0.21) 
30–39 2.55 (0.18) 2.36 (0.36) 
40–49 2.73 (0.11) 2.35 (0.21) 
50–69 2.58 (0.32) 2.11 (0.31) 
Education levels   
Less than a high school diploma degree 2.53 (0.26) 2.19 (0.28) 
High school diploma degree 2.61 (0.20) 2.37 (0.30) 
College degree 2.68 (0.08) 2.36 (0.30) 
Experience groups   
<5 years 2.57 (0.21) 2.19 (0.33) 
5–10 years 2.62 (0.19) 2.40 (0.30) 
>10 years 2.61 (0.25) 2.37 (0.20)  

Fig. 7. Mean rating of safety behavior assessment.  

Table 5 
Means and standard deviations of operational skills assessment based on indi
vidual differences.  

Measures VR-based training In-person training 

Language   
English 2.63 (0.15) 2.40 (0.30) 
Spanish 2.66 (0.16) 2.21 (0.27) 
Age groups   
18–29 2.62 (0.15) 2.39 (0.22) 
30–39 2.59 (0.15) 2.37 (0.34) 
40–49 2.75 (0.07) 2.34 (0.23) 
50–69 2.63 (0.18) 2.10 (0.31) 
Education levels   
Less than a high school diploma degree 2.65 (0.15) 2.19 (0.28) 
High school diploma degree 2.63 (0.19) 2.39 (0.31) 
College degree 2.60 (0.09) 2.37 (0.31) 
Experience groups   
<5 years 2.65 (0.12) 2.19 (0.34) 
5–10 years 2.65 (0.19) 2.40 (0.31) 
>10 years 2.66 (0.20) 2.36 (0.19)  

Fig. 8. Mean rating of operational skills assessment.  

Table 6 
Themes, examples, and numbers of participants who got positive and negative 
comments based on their training type in the qualitative analysis.  

Themes Example VR 
+

VR 
- 

In- 
person 
+

In- 
person 
- 

Pre-start-up 
checks  

- Participant did excellent 
in remembering all the 
pre-start checks  

- Participant at first could 
not remember any of the 
pre-start checks 

16 5 11 9 

Controller 
usage  

- Never looked at the 
controller, remembered 
controls pretty much w/ 
o hesitation 

Repeatedly could not 
remember the functions 

16 6 12 6 

Moving the 
demolition 
robot  

- Remembered the details 
of the safety points 
mostly w/o hesitation.  

- Same mistakes again 
and again; Doesn’t 
understand the cautions 
and doesn’t listen well 
to corrections 

15 7 11 7  
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observations: pre-start-up checks, controller usage, and moving the 
robot while teleoperating the demolition robot. Table 6 presents each 
theme with examples of the trainer’s comments and the number of 
positive and negative comments participants received based on their 
training type. For a few participants, the trainer did not have a comment 
on every theme. 

The “pre-start-up checks” theme relates to the sequence of safety 
points that the participant needs to check before starting the robot. This 
was the first task that participants had to do regarding safety behavior in 
the performance assessment. The trainer commented on how the par
ticipants remembered the steps confidently and retained material about 
the checklist. The results indicate that VR-based training participants 
received more positive comments from the trainer in remembering and 
performing the safety checklist than the in-person training participants. 
Many of the VR-based training participants performed checks without 
hesitation or trainer prompting them. 

The “controller usage” theme relates to participants’ knowledge of 
the controller’s functions and smoothly using the controller (levers and 
buttons) without looking at it. The results show that VR-based training 
had a better performance in remembering the controller’s functions and 
using it without hesitations than in-person training participants. The 
trainer’s feedback indicates that VR-based training participants 
smoothly moved the controller’s levers and used the functions without 
hesitation. 

The theme of moving the robot refers to the participant’s perfor
mance in moving and orienting the robot effectively and safely. Simi
larly, VR-based training participants showed better performance in 
following safety guidelines and operational skills in moving the demo
lition robot than in-person training participants. Based on the trainer’s 
comments, most of the VR-based training participants remembered the 
details of the safety points and positioned themselves for better vision 
during teleoperation, while some other participants made a few mis
takes and needed coaching. 

Two research team members independently coded for the three 
identified themes in the trainer’s observations. Interrater reliability was 
assessed using the Kappa statistic [124] before both research members 
reconciled coding. The Kappa statistics calculated for both members 
were > 0.81, nearly perfect size, suggesting that the identified themes 
have high reliability. 

5. Discussion 

5.1. Knowledge acquisition 

To explore possible reasons for the success behind this VR-based 
training in relation to knowledge acquisition, we contend that two key 
aspects of the design contributed to this success: the nature of the 
knowledge being learned and the use of learning theory within our 
curriculum design. Regarding the former, the process of using the de
molition robot directly aligns with extant research into the use of VR 
simulations in educational contexts. For instance, previous studies have 
found that VR-based education works especially well when the content 
or skills being learned heavily rely on visual or spatial information or 
spatialization [55–57,76], and working with a demolition robot also 
depends on this type of information. Specifically, successfully tele
operating a demolition robot relies on workers seeing where the robot 
and its various elements are in relation to other elements in the envi
ronment. VR-based training illustrates all the essential knowledge about 
teleoperating the robot. Illustrations of robot components’ movement 
range, risk zone and its boundaries, workplace inspection, safety man
agement (e.g., power cable management), safe/dangerous movement of 
the robot and its failure, and safe/dangerous demolition strategies 
improve workers’ knowledge acquisition and retention compared to in- 
person training. Due to safety, cost, and maintenance concerns, the 
trainer has restrictions illustrating all the critical information in the in- 
person training. Therefore, workers acquire a part of knowledge only 

verbally in the in-person training format. The effectiveness of trans
ferring knowledge verbally is limited by communication skills between 
trainer and trainees. However, VR-based training eliminates language 
barriers existing in in-person training by integrating different languages. 
While VR-based training has advantages over in-person training, some 
disadvantages exist. Developing VR-based training, including accurate 
robot and construction job site simulations and visualizations, may need 
significant effort, time, and cost. However, this process can be a one- 
time effort applied to many training sessions, while there is a need for 
a trainer and an actual robot at all in-person training sessions. Another 
limitation of VR-based training is that running the training may need 
substantial computing power. However, as VR technology becomes 
common, development and running process costs decrease considerably. 

However, the alignment between the knowledge of working with a 
demolition robot and VR-based training as a pedagogical model does not 
guarantee a successful training process. As Wikens and Chavez and 
Bayona show, the design of the VR program largely determines the 
success of a specific training process [39,40]. We relied on adult learning 
theory (andragogy) and extant research in VR education to create this 
specific set of learning modules (using the same contents of in-person 
training) that build on the strength of VR to create environments and 
experiences that model specific learning outcomes [67]. We only 
focused on integrating adult learning theory (andragogy) in VR-based 
training as we did not want to manipulate the existing in-person 
training method in the industry. For instance, we employed a self- 
directed approach to learning where trainees can go back and forth at 
their own pace, review learning materials, and practice the tasks mul
tiple times. We also tested the trainees at the end of each module and 
had them review that section if they did not pass the test. This represents 
a distinct benefit over the in-person training, where individuals must 
work at the instructor’s pace. Moreover, construction workers as adult 
learners have a reservoir of life experiences; we used this rich experience 
as a resource to design the tasks in VR learning modules. For example, 
asking the worker to manage the power cable based on the learning 
content helps the trainee draw on his/her previous experiences to 
improve the learning process. Regarding the advancement of automa
tion on construction sites, workers require learning needs closely related 
to their job goals. Construction workers as adult learners are problem- 
centered and interested in directly applying the acquired skill and 
knowledge. Hence, we designed the VR-based training to provide skills 
and knowledge immediately applicable to the demolition teleoperation, 
and workers obtained new skills to work with new technologies related 
to adapting their roles. Adult learners are motivated to learn by internal 
rather than external forces. Therefore, we provided an introduction and 
essential application of teleoperated robots in VR-based training to 
elevate construction workers’ interest in adapting themselves to the 
advancement of technology. Besides, giving immediate feedback to the 
workers based on their performance can help trainees who do not have 
all the characteristics of an adult learner and need direction throughout 
the training. To this end, we attribute the success of VR in this study to 
our use of research into VR education and adult learning theory 
(andragogy) in the design of this program. Therefore, we recommend 
that future design efforts draw from a similar research base. 

5.2. Operational skills & safety behavior 

In alignment with most of the existing research into the use of VR 
within vocational training (and construction training in particular), the 
findings from this study strongly assert the efficacy of VR-based training 
in developing construction workers’ operational skills and safety 
behavior for interaction with construction robots. VR-based training 
participants had significantly better results regarding the development 
of operational skills and safety behavior while working with the robot; 
thus, VR not only provides a viable option for future training programs 
but one that could significantly improve workplace safety. VR-based 
programs also have the potential to support future construction 
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robotics design and development by allowing end-users to interact with 
several prototypes in a simulated environment. Additionally, as multiple 
researchers have noted, VR also removes a number of barriers associated 
with in-person training related to cost, scheduling, and accessibility 
[66,75,111,125,126]. Our VR-based training increases uniformity, 
quality, and reliability across trainers. All the trainees get the exact same 
learning content in the VR-based training; however, this is not guaran
teed in the in-person training. Additionally, VR-based training reduces 
the need for specialized training manpower; and provides the ability to 
reach trainees in places without access to trainers and/or equipment. 
This positions VR as a highly valuable option for the future of con
struction safety and skill training in terms of consistency, scalability, and 
scalability of this training technology. 

We suspect that the VR training proved so successful because of two 
affordances associated with VR. First, the VR training modules align 
with previous research findings that connect learning within VR to the 
ability of participants to “fail” without serious consequences [127,128]. 
This is one of the main differences in the training style between VR- 
based and in-person training, although the learning contents are the 
same and in parallel. Training with a demolition robot connects with a 
number of reasons for using VR [54]: training with an actual demolition 
robot is dangerous, mistakes made with the demolition robot would be 
costly to both the machinery and the environment (allowing for a less 
stressful learning environment), and the use of the VR system holds just 
as much motivation for the learner as working with the machine 
(assuming that the motivation involves getting to work with new tech
nology in general and not a specific machine). Importantly, this align
ment between learning with the demolition robot and VR-based training 
models is not specific to this robot but instead applies to nearly all 
construction robots (most rely on visual/spatial information, most are 
dangerous or expensive to operate). Therefore, these findings from this 
study position VR-based training as a highly effective tool in improving 
operational skills and safety behavior using VR and vocational training 
for construction workers who want to learn how to interact with con
struction robots. 

The hesitation and smoothness associated with working with the 
actual robot, a finding associated with the theme of “controller usage” 
and “moving the robot” in robot teleoperation that emerged within our 
qualitative analysis, points to this affordance. Since VR trainees did not 
feel as nervous working within this context, they could focus on skill and 
safety behavior development without worrying about damaging the 
robot. Second, the VR program we developed allowed workers to learn 
with the actual controller they would use. As Bhoir & Esmaeili [129] 
contend, the hesitation associated with adopting VR technology within 
training programs often stems from the trainer’s assumption that VR 
does not provide a realistic experience for trainees. However, since we 
have simulated the construction site in various hazardous working 
scenarios and simulated the actual controller with realistic maneuvering 
of the robot, these points help improve that experience and more 
strongly align VR with real-world experiences involving the robot, 
leading to a high rate of transfer between contexts. Our findings also 
build on Mekacher’s [65] assertion that VR-based training, while 
covering the exact contents of in-person training, allows for a certain 
amount of experimentation and opportunities for “failure” not available 
in in-person experiences. Similarly, the program also relied on the 
established idea within VR education that trainees can experience the 
consequences of their decisions without causing irreparable damage or 
harm [54]. For example, they could move the robot onto a dangerous 
steep surface and experience the robot tilting and falling without 
breaking the actual robot. This further builds on extant research into 
safety training for construction workers that uncovered the connection 
between knowledge acquisition and the ability to “fail” provided by VR 
[57,66]. Although VR-based training allows the trainee to practice with 
the robot in the VR environment, this training can have physical side 
effects on trainees such as dizziness, eyestrain, or nausea. In order to 
prevent participants from experiencing motion sickness, we asked them 

to take off the HMD after each learning module (for 5–10 min), and they 
did not move in the VR environment without physically moving them
selves using the treadmill, as both of these are standards for minimizing 
motion sickness. 

6. Limitations 

While this study presents VR-based training implications for 
knowledge, operational skills, and safety behavior development in ro
botic teleoperation in the construction industry, some limitations exist. 
Although VR-based training has advantages in terms of safety, scal
ability, and overcoming language barriers, developing and running VR- 
based training requires significant effort and computing power. Besides, 
using VR-based training may have physical side effects. In future studies, 
researchers might compare the costs of implementing VR-based training 
compared to in-person training. While in-person training has costs such 
as potential workers injuries, potential damage to the robot, robot 
maintenance, hiring professional trainers, and disturbance of the work 
on construction site, VR-based training also has costs such as developing 
the virtual environment, required computational power, required 
hardware, and potential physical side effects (e.g., fatigue, dizziness, 
motion sickness). 

Moreover, due to the limited resources in recruiting construction 
workers, renting the actual robot, and hiring a professional trainer for 
the experiment during the pandemic, we could hire only one profes
sional trainer to evaluate trainees’ performance with the actual robot, 
both quantitatively and qualitatively. Using a second evaluator can 
ensure having inter-rated agreement on the quantitative scores and 
qualitative assessment in future studies. Besides, we could not collect 
participants’ perceptions of VR-based training due to the time limita
tion. We recommend future studies collect feedback from participants 
on their experience with VR-based training. 

7. Conclusion 

The present study makes an important contribution to existing 
research on VR-based training within the construction industry. We 
build on previous studies that examined the use of VR within safety 
training for construction workers by shifting the context towards tech
nology and robotics training for the same population. Findings from this 
study indicate that VR-based training in this context was associated with 
a more significant increase in knowledge acquisition, operational skills, 
and safety behavior when compared to in-person training with the 
machine itself. In doing so, we position VR-based training as a valuable 
tool in developing workers’ knowledge, ability, and safety behavior to 
implement robotics within the field of construction. In addition, this 
study positions VR-based training as an equally effective pedagogical 
model when compared to hands-on or in-person training, an insight that 
produces multiple (and substantial) implications for improving human- 
robot interaction using VR, especially in the construction field. First, VR- 
based training reduces the risk to both workers and machinery associ
ated with in-person training since trainees cannot hurt themselves or 
damage the robot if they make a mistake during the process. Second, VR- 
based training holds the potential to reduce the costs associated with 
training significantly. While VR technology may not be universally 
accessible at this point (both in terms of physical access and cost), in- 
person training requires (at the very least) rental, transportation, and 
trainer fees for every single training session. Since the cost of VR tech
nology continues to decrease, this approach to training provides an 
inexpensive, on-demand, and individualized alternative to traditional 
approaches to training. To this end, VR represents a safe and accessible 
format for construction training, one that the industry should further 
develop as the field increasingly adopts robots in real-world 
applications. 

While this study holds several significant implications for knowl
edge, operational skill, and safety behavior development in human- 
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robot interaction with a specific focus on construction research, some 
limitations do, of course, exist. This study relies on data generated by a 
limited number of participants. While the differences between training 
conditions were quite large, and therefore our effects were significant 
even with the small sample size, our study might have been under
powered to test for moderation (e.g., language, age groups, educational 
level). Besides, we did establish that knowledge of the robot’s tele
operation was improved more by VR-based training than in-person 
training. However, we tested the improvement in participants’ knowl
edge by measuring it before and immediately after the training. Future 
studies are needed to investigate whether they are maintaining such 
knowledge gains in the long run and to investigate the effectiveness of 
VR-based training on knowledge acquisition, operational skills, and 
safety behavior while working with the robot with a larger sample size. 
Beyond generalizability issues, using a larger sample size also allows for 
more detailed investigations into the differences between individuals to 
more accurately determine when and why VR works as a pedagogical 
model. 
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