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Noncommutative partially convex rational functions

Michael Jury, Igor Klep, Mark E. Mancuso, Scott McCullough and James
Eldred Pascoe

Abstract. Motivated by classical notions of bilinear matrix inequalities (BMIs) and
partial convexity, this article investigates partial convexity for noncommutative func-
tions. It is shown that noncommutative rational functions that are partially convex
admit novel butterfly-type realizations that necessitate square roots. A strengthening of
partial convexity arising in connection with BMIs — xy-convexity — is also considered.
A characterization of xy-convex polynomials is given.

1. Introduction

Convexity and its matricial analogs arise naturally in many mathematical and engineering
contexts. A function f : [a, b] — R is convex if

xX+y

F(552) <3 @+ o

for all x, y € [a, b]. Convex functions have good optimization properties. For example,
local minima are global, making them highly desirable in applications. The dimension-free
or scalable matrix analog of convexity appears in many modern applications, such as
linear systems engineering [BGFB94, SIG98], wireless communication [JB0O7], matrix
means [And89, And94, Han81], perspective functions [Eff09, ENE1 1], random matrices
and free probability [GS09] and noncommutative function theory [DK+, HMV06, HM04,
DHM17,BM14]. Often in systems engineering [{HMP09] problems have two classes of
variables: known unknowns a = (aj, ..., an) and unknown unknowns x = (xi,...,xg).
Linear system problems specified by a signal flow diagram naturally give rise to matrix
inequalities p(a,x) > 0, where p is a polynomial, or more generally a rational function, in
freely noncommuting variables. The a variables represent system parameters whose size,
which can be large, depends upon the specific problem. The x variables represent the design
variables. A key point is that p(a,x) depends only upon the signal flow diagram. Thus a
choice of a value A for a corresponds to a specific problem governed by the given signal
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flow diagram and in that sense a is a known unknown. One then chooses the design variable
X to optimize an objective and in that sense x is an unknown unknown. Partial convexity in
the unknown unknowns x is then sufficient for reliable numerics and optimization.

A function f : (-1,1) — R is matrix convex if

£ = 3w sy

for all hermitian matrices X,Y with spectrum in (-1, 1). Matrix convex functions are
automatically real analytic and admit analytic realizations, such as the famous Kraus
formula [Kra36,Bha97]

x2

1
(1.1) f(x) :a+bx+/ du,

1 1+tx

where a, b € R and y is a finite Borel measure on [—1, 1]. Conversely, functions of the form
(1.1) are readily seen to be matrix convex on (—1, 1). As an example, the Kraus formula
(1.1) in conjunction with the asymptotics at infinity shows that x* is matrix convex, but x*
is not.

In the noncommutative multivariable setting one considers noncommutative (nc)
polynomials, rational functions and their generalizations. An nc polynomial is a linear
combination of words in the freely noncommuting letters x = (x1, ..., xg). For example,

(1.2) p(x) =x1x2 — 17x0x1 +4

is a nc (or free) polynomial. Noncommutative polynomials are naturally evaluated at tuples
of matrices of any size. For instance, to evaluate p(x) from (1.2) on

1 2 -1 -1
Xl - (3 4)’ X2_(_1 _1)7
we substitute X; for the variable x;, that is,

P(X1,Xa) = X1 Xo = 17X, X) +41, = (69 99) .

61 99

More generally, an nc rational function is a syntactically valid expression involving
x,+,-, ()7! and scalars. Thus

r(x) =1+ (x1 —x2(x1x2 = x2x1) ")

is an example of a nc rational function. It is evaluated at a tuple X = (X1, X2) of n X n
matrices for which X;X, — XX is invertible and in turn X; — X2 (X1 X2 — X2 X;) 7! is
invertible in the natural way to output an n X n matrix (X). A nc rational function r is
symmetric if 7(X) = r(X)* for all hermitian tuples X in its domain.

Matrix convexity for multivariate nc functions is now well understood. Analogs of the
Kraus representation, the so-called butterfly realizations, were obtained in [HMV06] for
rational functions and in [PTD+] for more general nc functions. There is a paucity of matrix
convex polynomials: as first observed in [HMO04] they are of degree at most two.

A main result of this paper, Theorem 1.2, is an analog of the Kraus representation
for partially convex nc rational functions. Specialized to polynomials, our results extend
and generalize results of [HHLMO8]. Moreover, we also investigate the stronger notion of
xy-convexity, modeled on the theory of bilinear matrix inequalities (BMIs) [KSVS04].
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1.1. Main results

For positive integers k and , let S = SX(C) denote the k-tuples of 7 X n hermitian matrices
over C. A subset D = (D,,), of S¥ is a sequence of sets such that D,, C Sl,‘l. This subset is
free, or a free set, if it is closed under direct sums and unitary conjugation: if Y € D,,,,
X € D, and U is an n X n unitary matrix, then

X X
XoY:=(Xij®Y, -, Xkank)z((O1 2)(01‘ )(,1))61)”.””,

U*XU = (U*X,U, ..., U*XU) € D,.

It is open if each D, is open. (In general adjectives such as open and connected apply
term-wise to D.)

Since we are dividing our freely noncommuting variables into two classes a = (ay,. . ., ap)
and x = (xq, ..., Xxg), where g and h are positive integers, we take k = h + g and let
Sk =sh x 59 = (SB x §9),,. We express elements of SX as (A, X), where A € S" and
X eSe.

The symmetric version [HM V06, Proposition 4.3] of the well-known Schiitzenberger
[Scii6 1] state space similarity theorem implies that a symmetric nc rational function r(a, x)
that is regular at the origin (has 0 in its domain) admits a symmetric realization

g h
(1.3) rla,x) =c"(J = ) Tixi = ) Sa)) e,
i=1 j=1

where, for some positive integer e, the e X e matrix J is a signature matrix (J 21,0 =7 ),
the e X e matrices S, T; are hermitian and ¢ € C°. In the case e is the smallest such positive
integer, the resulting realization is a symmetric minimal realization (SMR) of size e.
Any two SMRs that determine the same rational function are similar as explained in more
detail in Subsection 2.1. In particular, the definitions and results here stated in terms of
an SMR do not depend upon the choice of SMR. The results of [Vol17,K-VV09] justify
defining the domain of r as

T, ® Xi —
1 J

g
(14)  domr={(A,X) eSPxs9: det(J@I—

h
Sj®Aj) # 0}.

i 1

In particular, the domain of a rational function is a free open set. Let C£a, x} denote the
set of rational functions in the variables a and x.

1.1.1. The domain of partial convexity. An nc rational function r is matrix convex in x
or partially convex on D if

r(A, X;’Y) < %(r(A,X) +r(AY))

whenever (4, X), (A,Y), (A, X ;Y) € D. Sublevel sets of such functions have matrix con-
vexity properties, which we do not discuss here save to note that these sublevel sets are very
important in real and convex algebraic geometry, polynomial optimization, and the rapidly
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emerging subject of noncommutative function theory [SSS18, Pop18, PSS18, PS19, K-
VV14,HM12,HL18, HKM17,HKM13b,EH19,Evel18,DDSS17,BMV16].

Our first main theorem gives an effective easily computable criterion to determine
where r is convex in x. To state this result, let V; denote the inclusion of the span of the
ranges of the 7} into C¢ and let

-1

g h
(15) RT((I,X)=V7*~ J—ZT,'X[—ZSjaj VT.
i=1 Jj=1

Finally, let

(1.6) dom*r := {(A, X) € domr : Rr (A, X) = 0}.
Given D C S* x S%and A € S,

(1.7) D[A]={X €S} : (A, X) e D}.

A free set D is convex (resp. open) in x if D[A] is convex (resp. open) for each A € SP.
Theorem 1.1 below, which is proved as Theorem 2.6, says that dom* r deserves the
moniker, the domain of partial convexity of r. Generally, a free set D is a domain of
partial convexity for r if D is open in x, convex in x, and r is convex in x on D. It is a full
domain of partial convexity if in addition 9 contains a free open set U with U, # 0.

Theorem 1.1. The set dom™ r is a domain of partial convexity for r.
Conversely, if D C domr is a full domain of partial convexity for r, then D C dom* r
and dom™ r is also a full domain of partial convexity for r.

1.1.2. The root butterfly realization: a certificate of partial convexity. Our second
main theorem, the root butterfly realization, gives an algebraic certificate for partial convex-
ity near points in the domain of r of the form (A, 0). This realization differs from existing
realizations in that it contains a square root that appears difficult to avoid. A free set D
is a vertebral set if (A, X) € D implies (A, 0) € D. We denote the positive (semidefi-
nite) square root of a positive (semidefinite) matrix P by VP. A vertebral free set D is
a vertebral domain of convexity for » provided D is open in x, convex in x, and if r is
convex in x on P. If in addition D contains a free open set U with U; # 0, then D is a
full vertebral domain of convexity.
The vertebral domain of r is the set

domye, 7 = {(A, X) € domr : (A,0) € domr}.

Let

dom{, r = {(A, X) e dom®" r : (A,0) € dom™ r}

Theorem 1.2 gives a realization tailored to partial convexity that provides an algebraic
certificate of convexity in x for an » € C€a, x3}. Given a subset D C S x S9, let

(1.8) 7a(D) ={A €SP (A, X) € D for some X € S9}.
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Theorem 1.2 (Wurzelschmetterlingrealisierung). Suppose r € C€a, x> is a nc rational
function with the SMR as in (1.3). Then

(1) domi,, r is a vertebral domain of convexity for r;

(2) if D is a full vertebral domain of convexity for r, then D C dom},, r and dom},.r
is a also a full vertebral domain of convexity for r;

(3) there exists a positive integer k, a tuple T € My(C)9, and a symmetric rational
function w(a) € C€ay»*™* defined on r,(domye, r) such that

Ti ® X,
1

domterr = {(A’X) € domye, 1 : w(A) >0, - \/w(A)

Mw};

1

9

(4) there exists a rational function £(a,x) € C€a, x3**1, defined on domye, r and
linear in x; and a symmetric rational function f(a,x) € C€a, x>, defined on
domye, r and affine linear in x such that r admits the following realization, valid on

+ .
domy,, 7 :

r={(a,x)*Vw(a) (I - Z \/w(a)f}xi\/w(a))_l Vuw(a) €(a,x) + f(a,x).

As a corollary we obtain the following simple representation for polynomials that are
convex in x. We use C(a, x) to denote the set of noncommutative polynomials in (a, x).

Corollary 1.3 ([HHLMOS8, Proposition 3.1]). Suppose D is a free set that is open in x,
convex in x and contains a free open set U such that Uy # 0. A polynomial p(a, x) is
convex in x on D if and only if there exists {(a, x) € C{a, x) that is linear in x, and a
symmetric w(a) € C{a) that is positive semidefinite on n,(D) such that

p={Cl(a,x)'w(a)l(a,x)+ f(a,x),

where ff(a,x) € C{a,x) is affine linear in x and symmetric. In particular, if p is convex in
x on D, then p is convex in x on nga(D) X S9.

1.1.3. xy-convexity and BMIs. In this subsection we preview our results on xy-convexity
and BMIs. Like partial convexity, here we have two classes of variables. Unlike partial
convexity, the roles of the classes of variables appear symmetrically in xy-convexity. With
that in mind, we switch notation somewhat and consider freely noncommuting letters
Xls-eesXgs Y1s-+-5 Y-

An expression of the form

g h g,h g.h
L(x,y) =Ao+ Z Ajxj+ Z Bryr + Z CpgXpyg + Z Dpyyexp,
Jj=1 k=1 p.q=1 p.q=1

where A;, By, Cpq, Dpq are all matrices of the same size, is an xy-pencil. In the case
Aj, By are hermitian and D, = C;p, L is a hermitian xy-pencil. If Ay = I, then L is
monic. For a monic hermitian xy-pencil L, the inequality L(X,Y) > 0 for (X,Y) € S9 x St
is a bilinear matrix inequality (BMI) [vAB00, GSL96, KSVS04]. Domains D defined by

BMIs are convex in the x and y variables separately.
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We say a function f of two freely noncommuting variables is xy-convex on a free
set D if f(V*(X,Y)V) < V*f(X,Y)V for all isometries V, and all X,Y € D satisfying
V*(XY)V = (V*XV)(V*YV). Such a pair ((X,Y), V) is called an xy-pair. Sublevel sets
of xy-convex functions are delineated by (perhaps infinitely many) BMIs as proved in
[JKMMP21].

Symmetric polynomials in two freely noncommuting variables x and y (sog =1 =h)
that are xy-convex essentially arise from BMIs. Here xy-convex means globally; that is, on
all of S' x S,

Theorem 1.4. Suppose p is a symmetric polynomial in the two freely noncommuting
variables x,y. If p is xy-convex, then there exists a hermitian xy-pencil 1 € C{x,y), a
positive integer k and an xy-pencil A € C{x, yY**! such that

p=A(x,y) + Alx, y) Alx, ).
The converse is easily seen to be true.

The notions of partial convexity and xy-convexity are two instantiations of I"-convexity
[JKMMP21]. Let D C SP x S9 be a given free open set that is also closed with respect to
restrictions to reducing subspaces; that is if (A, X) € D and V is an isometry whose range
reduces each A; and Xy, then V*(A, X)V € D. The set D is convex in x, or partially
convex, if for each A € 82 the slice D[A] (see (1.7)) is convex. Likewise D is a>-convex
if for each (A, X) € D,, and isometry V : C" — C" such that V*A%V = (V*AV)? it follows
that V*(A, X)V € D. In [JKMMP21] it is shown that D is convex in x if and only if it is
a’-convex. A straightforward variation on the proof of that result establishes Proposition
1.5 below. A rational function r € C€a, x¥ is a>-convex on D if, whenever (A, X) € D
and V : C™ — C" is an isometry such that V*A?V = (V*A;V)? and V*(A, X)V € D, we
have that

V'r(A,X)V = r(V*(A, X)V).

Proposition 1.5. If D C S x S9 is a free set that is closed with respect to reducing
subspaces and a*-convex, then an r € C€a,x¥ is a*>-convex on D if and only if it is convex
inxon®D.

2. Partial convexity for nc rational function

In this section we consider partial convexity of nc rational functions and establish Theorems
1.1 and 1.2 as well as Corollary 1.3.

2.1. Preliminaries

Proposition 2.1 below is a version of the well known state space similarity theorem due
to Schiitzenberger [Scii61]; see also [BMGO5] or [HM V06, Proposition 4.3].

Proposition 2.1. If

-1 -1
m

m
q(x) = a’ J_ZAij a, q(x)="b" K—ZBjxj b
. -

Jj=1
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are two SMRs for the same rational function, then there is a unique matrix S such that
S*KS=J,8JA; =KB;Sfor1 <j<mandSJa=Kb.

A bit of algebra reveals that S*BS = A. Thus K — 3 Bjx; = §*(J — 2, A;x;)S and it
follows that the definitions of dom r, dom™ r and dom? r are independent of the choice of
SMR.

Just as in the commutative case, it is well known that convexity properties of a free
rational functions can be characterized by positivity of a Hessian. See for instance [HMO9S].
The x-partial Hessian of an SMR as in equation (1.3) is the rational function in 2g + h
freely noncommuting variables,

@D relax)[hl =2 R(@x) () Tih)R(a,x) (Y Th)R(a, x)e

=2 Rr(a,x)

¢*R(a,x) (), Tihy)

O] Tih,->R(a,x)cl :

where R is the resolvent
2.2) R(a,x) = (J—Zzjj —Zskak)*‘,

Ar[h] = Z?=1 T;hj, and Ry (a,x) = Vi R(a,x)Vr is defined as in (1.5). Compare with
[HMVO06, Equation (5.3)] where the full Hessian of a SMR is computed in detail. The
x-partial Hessian is naturally evaluated at a tuple (A, X, H) € SP x S9 x S9 where (4, X) €
dom r with output a symmetric k X k matrix.

Proposition 2.2 is the partial convexity analog of the [HMO98] characterization of
convexity in terms of Hessians. The proof is a straightforward modification of the one in
[HM98] so is only sketched below.

Proposition 2.2. The rational function r is convex in x on a nonempty, open in x, and
convex in x set S C domr N (S},; X Si) if and only if rx (A, X)[H] = 0 forall (A,X) € S
and H € Sz.

Sketch of proof. The rational function r is convex in x on S if and only if for each A € S}]:
and each positive linear functional A : Sy — R the function f4, : S — R defined by

fa.1(X) = A20r(A, X) is convex. On the other hand, fa 1 is convex if and only if its
Hessian is positive; that is

0< fX/l(X)[H] =Adory (A X)[H]

for all H. Thus f4 . is convex for each A and positive A if and only if 7, (A, X)[H] =0. =

2.2. dom* r is open in x and convex in x

In this section we show that dom™ r is both open in x and convex in x. Let positive integers
m and n, a matrix D € S,, and a matrix B € M,, ,(C) be given. LetV : C" — C" @ C"
denote the inclusion,

Vx = (g) ceC"eC".
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Define L : S,;;, = S;u4n by
X B
L(X) = (B* D) )
Let
Q={XeS,(C):detL(X) #0} and Q' ={XeQ:V'LX) 'V >0}

Lemma 2.3. The set Q% is open, convex, and a connected component of Q.
Before proving Lemma 2.3, we first establish the following result.

Lemma 2.4. There exists a subspace H C C™ and a self-adjoint operator F on H such
that, with W equal the inclusion of H into C™,

(1) X e Qifand only if W*XW — F is invertible; and

(2) X e Q" ifand only if W*XW — F > 0.
Proof. The proof is straightforward in the case that D is invertible. Indeed, under the

assumption that D is invertible, a standard Schur complement result says L(X) is invertible
if and only if the Schur complement of D,

S(X)=X-BD"'B*,
is invertible and further, in that case,
VLX) 'V =85x)7".

Thus the result holds with H = C™ and F = BD™'B*.
The result also holds trivially if = @ by choosing H = {0}. Thus, for the remainder
of this proof, assume D is not invertible and Q # 0. In particular, ker D N ker B # {0}.
With respect to the orthogonal direct sum C" = ker D @ ker D+,

0 0 X B B
D= (0 D ) and L(X)=|B] 0 0],
0 B, 0 Do

with D invertible. It follows that By : ker D — C™ is one-one, as otherwise L(X) is never
invertible, violating the assumption Q # 0.
With respect to the orthogonal decomposition C™ = rng B; @ rng BT,

B

B = ( (1)]) :kerD — C™.

In particular, By ; is invertible. In these coordinates (C" = rng B; @ rng Bll and C" =
ker D @ ker D1),

X1 X122 Bin Bip

X, X2 O

B, O 0 0
B, B, O

L(X) =
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Since Dy is invertible, L(X) is invertible if and only if the Schur complement of Dy,

Xi,1 X2 B B
T =X, %2 O |-|Bao| Dyl (B, B, 0),
B, 0 0 0

is invertible. Writing 7'(X) as

Xii—-Ci1 Xi2-Ci2 By
XT,Z - CT,Z Xo0—Cop 0
B!, 0 0

s

observe that 7'(X) is invertible if and only if X, » — C» 2 is invertible, proving item (1) with
H =rng BlL and F = C,». Moreover,

0 0 B}
TX) = 0 (X2-Cp) !
BT * *

1.1
Since the upper 3 x 3 block of L(X)~!is 7(X)~', it follows that

0 0
VLX)V = 4
) 0 (Xop—-GCop)7!

Hence X € Q* if and only if X, » — C2.» > 0, proving item (2) again with H = rng Bll and
F = C2,2. |

Proof of Lemma 2.3. Since, by Lemma 2.4, X € Q* if and only if W*XW — F > 0, the set
Q7 is both open and convex. Since Q* is convex, to prove Q* is a connected component of
Q, it suffices to prove Q* is closed in Q. To this end, suppose (X;,), is a sequence from Q*
that converges to X € Q. It follows from Lemma 2.4 that W*X,W — F > 0 for each n and
hence, after taking a limit, W*XW — F > 0. On the other hand, X € Q implies W*XW — F
is invertible by Lemma 2.4. Hence W*XW — F > 0 and therefore X € Q* by yet another
application of Lemma 2.4. u

Proposition 2.5. Suppose r € C€a,xY} is a nc rational function with the SMR as in (1.3)
and A € SB. The set
Q[A]* ={X €S} : (A, X) € dom" r}

is open, convex and a connected component of the set
Q[A]={X €Sy :(A,X)edomr} CSP.

Proof. Let N denote the size of realization. Thus J € My (C). Without loss of generality,
we assume that rng 7 @ rng T+ decomposes CV as C* @ CP. Express J, S, T with respect
to this orthogonal decomposition as

Jig Ji2 Sko Sk Tio O
J = * 1, Sk = « o, T = Is .
(Jl,z JM) g (Sk,l Sk@) ’ ( 0 0
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LetB=J12®I - Sk 1®Ar € My p(C)®@Sp,and D =Jp0®1 — ) Sko ® Ak €
Sp ® S, € Spy, and define L : S,y — Samibn bY
X B

and let V denote the inclusion of C* ® C" into (C* @ C") @ CP @ C". Let Q = {X € Sum :
det L(X) # 0} and let
Q" ={XeQ: VLX)V >0}.

By Lemma 2.3, Q* is open, convex and a connected component of Q. In particular, Q* is
closed in Q.
Define A : SJ — S, by

AX)=U1101- ZSk,o ®Ay) — ZTJ’O ® X;.
k J

Observe A is affine linear, Q[A] = A~'(Q) and Q[A]* = A~'(Q*). Thus, since A is
continuous and Q% is open, Q[A]* is open. Likewise, since A is affine linear and Q7 is
convex, Q[A]* is convex and thus connected. Finally, since Q[A]* connected, to show it is
a component of Q[A], it suffices to observe that it is closed since it is the inverse image
under the continuous map Alga] : Q[A] — Q of the closed (in Q) set Q*. [ ]

2.3. Characterization of partial convexity

Throughout this section we fix an SMR (1.3) for r, and let R(a, x) denote the resolvent of
equation (2.2). Recall the definitions of Ry and dom* r of equations (1.5) and (1.6).

Theorem 2.6. Ifr € C&a, x> is a nc rational function with the SMR as in (1.3), then
(1) dom™ r is a domain of partial convexity for r;
(2) if © € domr is a full domain of partial convexity for r, then D C dom™ r.

Corollary 2.7 ([HMVO06]). Suppose r € C&x>. If r is convex in a free open set containing
0, then domg r, the component of dom r containing 0, is convex and r is convex on domg r.

It is straightforward to verify that dom* r is a free set. That dom* r is open in x and
convex in x was established in Proposition 2.5. Thus to prove dom™ r is a domain of partial
convexity for r, it remains to prove that r is convex in x on dom* r, a statement that follows
from Proposition 2.8 below. Item (2) of Theorem 2.6 is an immediate consequence of the
converse portion of Proposition 2.8.

Proposition 2.8. Let r denote the rational function of (1.3) and suppose & C domr is a
free set that is open in x and convex in x.

If Rt = 0on &, then r is convex in x on &. Conversely, if & contains a free open set U
with Uy # 0, and if r is convex in x on &, then Ry > 0 on &.

2.3.1. The CHSY Lemma. In this subsection we establish a variant of the CHSY Lemma
[CHSYO03] (see also [BK13, Vol18]) suitable for a proof of Proposition 2.8, starting with
the of independent interest Lemma 2.9 below.
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Lemma 2.9. If¢), ...,k € C&x) are linearly independent rational functions in g vari-
ables, m is a positive integer and U is a free open subset of S9 with Uy + 0, then there
exists a positive integer M, an X € Uy and a matrix w € My, p (C) such that

wé (X))o
{ : cveCMy=cKkocm=ckm,
wék (X))o

Proof. LetE=col(&1,...,Ek) € Mk 1(C£x>). Let S denote the set of pairs (z,Y), where,
for some n, Y € U, and z € M,, ,(C). Given (z,Y) € S, let

Viey) = {Uk ® 2)E(Y)v:veC'}y cCk o C™.

Given A = (z,Y) andZ:(Z?)bothinS,let
~ Y 0
A@A—((Z z),(o ?))

It is straightforward to verify that V, .7 = Va + V3. Hence, there exists a (dominating)
pair (w, X) € S such that

(2.3) (V(Z,Y) c (v(w,X)a

for all (z,Y) € S. Suppose a € (V(t;,x)' From equation (2.3), it follows that a € (V(i’y) for
all (z,Y) € S. Writte e CK @ C™ as @ = 3, @ ® e}, where {ey, ..., e} is the standard
orthonormal basis for C™ and a; € CK. We will show, for each j, that Y5 | (a)&; = 0,
and hence, by the linear independence assumption, that each «;, and hence «, is zero.
Accordingly, fix j and let n and Y € U, be given. Given a vector f € C", letwy =e; f™.

s 1
in €
Since (V(waf),

K
0=0"[Ix ®wr]EY) = (& ® FIEY) = £ ())& (Y).
s=1

Thus, for each j, the rational function & = $X | (a_j)sfs vanishes on U. By hypothesis,
U, # 0 and U is an open free set. Hence, for each n, the set U, is nonempty and open and
& vanishes identically on U. Hence ¢ is identically zero since there are no rational identities
[Ber76]; cf. the definition of nc rational functions via matrix evaluations in [HMV06]. The
desired conclusion follows. ]

Lemma 2.10. If the realization (1.3) is minimal and of size N and U is a free open subset
of domr, then, for each m € N, there exists an M, (A,X) € U, aw € My, pm(C) and an
H e S?M such that

Vax.sw ={(n®w)() T ® H)R(A, X)(c ® I )v | v e CM} = (mgT) @ C™.
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Proof. Let K denote the dimension of rng T and U a unitary matrix mapping rng 7T into
the first K coordinates of CV. The entries 7 ; of the N x 1 matrix R(a, x)c are linearly
independent nc rational functions by minimality of (1.3) and hence so are the entries of the
g N X 1 matrix

hiR(a,x)c
O(a,x, h) := :
hgR(a,x)c
Thus there are ¢; € C£h, a, x3 such that
ZTihiR(a,X)C =[(nn - Ty)]|Q(a,x,h) =U" col (&1, ,ék,0,--,0).
Further, since the entries of Q are linearly independent, the set {&1, ...,k } is linearly

independent. By Lemma 2.9, for each positive integer m, there exists a positive integer
M, atuple (H,A,X) € S?\/[ X Ups and a matrix w € Maps , (C) such that the conclusion of
Lemma 2.9 holds, completing the proof. u

2.3.2. Proof of Proposition 2.8. Observe that, from equation (2.1) it is evident that the
inequality R > 0 on & implies 7 is positive semidefinite on &, equivalently r is convex
in x on & by Proposition 2.2.

Now suppose 7y is positive semidefinite on &. To prove that the inequality Ry > 0
holds on &, disaggregate the variables, in the following way. Let

xl o 0 k; al 0
Xi = d x‘2 s hi: k* O ) a; = Ol az s

4 4

where the xlf , k; and a{ form a 2(2g + h) collection of freely noncommuting variables. In
these coordinates the (1, 1) entry of r, in (2.1) equals

2.4) 2 c*R(al,xl)(Z T:ki)| R(a% x%)

» Ti<ki>*>R<a1,x1>cl :

We next apply Lemma 2.10. Given a positive integer m and (A%, X?) € &,,, choose M and
(AL, X"y € Upr, w € My pa (C) and H € S, satisfying the conclusion of Lemma 2.10. Thus
(A, X)=(A'® A%, X' ® X?) € 8,,.0 and hence ry, (A, X)[H] = 0. Choose K = wH €
M, 1 (C). Substituting into (2.4) and observing that {[Y, 7; ® K;]R(AL, X")(c® 1) :v €
C"} spans rng T & C™, it now follows that Ry (A%, X?) > 0. ]

2.3.3. Proof of Theorem 2.6. For item (1), Proposition 2.5 says that dom* r is open in
x and convex in x. The forward direction of Proposition 2.8 says that r is convex in x on
dom*r.

The converse direction of Proposition 2.8 says, if D is a full domain of convexity for r,
then Ry > 0 on &. Thus & C dom* r. |
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2.4. Realizations for partial convexity

Proposition 2.11. The rational function r € C€a, x> of equation (1.3) admits the realiza-
tion

2.5)

r=c"(J - Z Sia) e+t (J - Z S;a;)7! Z Tix; (J - Z Sia;)) e
+c'(J - Z Sja;)! Z Tix; (J - Z Tixj - Z Skak)_] Z Tix;(J - Z Sia;)'e.
We will refer to a realization of the form (2.5) as a caterpillar realization.

Proof. Formula (2.5) follows from a routine calculation. u

Recall the definitions of Vy and 7, (D) from equations (1.5) and (1.8) respectively.

Theorem 2.12 (Wurzelschmetterlingrealisierung). Suppose r € C£a, x> is symmetric with
SMR as in equation (1.3).

(1) The set dom},, r is a vertebral domain of convexity for r.
(2) If D C domr is a full vertebral domain of convexity for r, then D C dom{,, r;

Let TJ =V, T;Vr and let k denote the dimension of ingT . There exists a rational function
w(a) € My(C«ay) defined on m,(domye r) and positive semidefinite on r,(dom},, r);
rational functions {;(a) € Ckad¥* for 1 < j < g, that are defined on domye, r; and a
rational function ff (a, x) that is affine linear in x and defined on dome, r such that, with

(2.6) {(a,x) = ijfj(a),

(3) if (B,Y) € domye 1 then I — (2, T; ® Y;)w(B) is invertible and
—~ -1
r(B.Y) = 6BV w(B) (1= (Y. Ty @ Youw(B)  £(B.Y)+ f(B.Y);

(4) dom?, r={(A,X) € domye 7 : w(A) = 0 and I - \Jw(A) [ZT; ® X;]\Jw(A) > 0};
and

2.7)

Flaonty r(0.2) = Lax)' N (@) (1= V(@) 3" T V(@) V(@) £(a.) + 7 a,0):

(5) Ifr is a polynomial and D is a full vertebral domain of convexity for r, then
(@) f,w, € are also polynomials;

(b) 7 has the representation,
(2.8) r(a,x) = t(a,x)*w(a)t(a,x) + f(a,x),

and hence r is convex in x on n, (D) X S9 and has degree at most two in x.

Conversely, any (rational) function of the form (2.7) is convex in x on the set dom},, r
and any polynomial of the form of equation (2.8) is convex in x on the free strip {A € SP :
w(A) = 0} x S9.



14 M.T. Jury, 1. Klep, M.E. Mancuso, S. McCullough and J.E. Pascoe

Given the symmetric realization (1.3), express the matrices T}, S; as block 2 x 2
matrices with respect to the orthogonal decomposition rng 7 @ rng T+ as

_(T; © RO _ (111 le)

2.9 T, =/ , Sy=(Tw ) =T .

2 e Vi B e A VA

Proof of Theorem 2.12. By definition, dom{,, r is convex in x and a subset of dom* r.
Thus, since r is convex in x on dom* r, it is also convex in x on dom{,, r. Thus item (1)
holds.

If D € domr is full vertebral domain of convexity for r, then D is a full domain
of partial convexity for 7. Hence, by Theorem 1.1, D C dom® r. If (A, X) € D, then
(A,0) € D, since D is a vertebral set. Thus both (A, X) and (A, 0) € dom* r and hence
(A, X) € domf,, r, proving item (2).

By Proposition 2.11, r admits the caterpillar realization (2.5) whose resolvent,

Jll—ZTj)Cj —.ZS{Iaj 112—25{2611'

R(a,x) = ( ) "
Ti, = L8154, T2 = X $pa;,

is defined on the domain of ». We obtain a free rational function W(a) = R(a,0) € C&a>.
Letw(a) = V7 R(a,0)Vr denote the (block) (1, 1)-entry of W(a). Likewise the domain of
the rational function

t(a,x)=Vy Z T;x;W(a)c

contains dom W.
Suppose (A, X) € domy,, r. Thus (A, 0), (A, X) € domr, and hence

(2.10) R™(A, X)W(A) = (J—ZT, ®X; - > S ®Ak)W(A)
=1- (Y 19 X)W

:((I—ET,- ® X;) w(4) *)
0 I

1t follows that I — (3] fj ® X;)w(A) is invertible whenever (A4, 0), (A, X) € domr, estab-
lishing the first half of item ((3)). Moreover, in that case, from equation (2.10),

— -1
RAT) = W(A) ((I—ZTj@)Xj)w(A) «
0 I

o _ [w(a) (1— >T;® Xj) w(A) *
0 1

and thus B
Rz (a.x) = ViR(a,x)Vr = w(a) (1 - T}xi)w(a)) .

Letting ff denote the affine linear in x term from the caterpillar realization of equation (2.5),
~ -1
F(A,X) = €A, X) w(A) (1= (Y. Ti® Xpuw(A)] €4, X) + F(A,X),

when (A, X) € domy, r, proving item ((3)).
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Given square matrices P and Q of the same size, the eigenvalues of PQ and QP are the
same. Now suppose (X, A) € domye, r and w(A) > Oand let T = ] T, ® X;. Choosing P =
Tyw(A) and Q = yw(A), it follows that Tw(A) and y/w(A)T+/w(A) have the same eigen-
values. Thus, in view of item ((3)), if I — yw(A)Tyw(A) > 0, then I — \/w(A)Ty/w(A) > 0.
Hence

Rr (A, X) = w(A) (I~ Tw(A))™ = V(A) (1 -V (A Ta(d) | VaA) = 0

and therefore (A, X) € dom* r. The assumption Ry (A, 0) = w(A) > 0 is equivalent to
(A,0) € dom* r. Hence (A, X) € dom},, r.

Conversely, if (A, X) € dom},, r, then w(A) > 0 and, since dom{,, r is convex in x and
(A,0) € dom,,.r, foreach 0 < ¢ < 1, the matrix I — tTw(A) is invertible and hence so is
M(t) =1 — \Jw(A)Ty/w(A). Since M (0) is positive and M (¢) is invertible and self-adjoint
for 0 <t < 1, it follows that M (1) > 0 and the proof of item ((4)) is complete.

In the case r is a polynomial, R(a, x) is globally defined (has no singularities) and
is therefore a (matrix-valued) polynomial by [KV 17, Corollary 3.4]. Hence both w(a)
and €(a, x) are polynomials. By hypothesis, there is a free open set U C D with Uy + 0.
Choose a point (a, x) € U; C R x R9 and consider the polynomial g(a,x) = r(a — a, x).
Let D' ={(A-al,X): (A, X) e D}.If (A, X) € D’, then (A —al, X) € D and hence
(A —al,0) € D and finally (A,0) € D’. Thus D’ is a vertebral domain of partial convexity
for ¢g. Hence, without loss of generality, we assume from the outset that (0,0) € D. Then
w(0) = V7 R(0,0)Vr is positive semidefinite by Theorem 2.6 since we have now convexity
in x in a neighborhood of 0. Next R(0,0) = J~! = J and so w(0) = J; 1 > 0. Since r is a
polynomial (and the realization is minimal), 7J is (jointly) nilpotent by [KV 17, Corollary

3.4]. But . . .
77 = T 0\ (Ju Jioy_(TJn TJi2
“lo o)\, um)Tlo o)

whence 715 is (jointly) nilpotent. Thus Y = V71, 7;vJi; is self-adjoint and nilpotent and
hence 0. Thus, from equation (2.7), r has the representation of equation (2.8). From this
representation it is immediate that » has degree (at most) two in x and is convex in x on the
set {(A, X) : w(A) > 0}, which includes 7, (D) x S¢. [ |

Corollary 2.13. Let D be a vertebral set. Let r € C£a,x3} be a nc rational function in
two classes of variables x = (x1,...,xg) and a = (ai, ..., ayn). Let r have a SMR (1.3).
Consider the matrices in block form based on tngT in equation (2.9) and let k denote the
dimension of ing T .

If Jy; is invertible, then the function r is convex in x on D if and only if there exists
a rational function €(a,x) € C€a, x}*! that is linear in x, and a rational function
m(a) € Cka,x¥** such that

r={(a,x)" (m(a) - Z fixi)il t(a,x) + f(a,x),

where f(a,x) € C€a,x} is affine linear in x, and the resolvent (m(a) — Y, ﬁxi)’l is
positive on a dense subset of D,, for large n.

Proof. This result follows by using the Schur complement form for the inverse of a block
matrix in Proposition 2.11, the positivity condition follows from Proposition 2.8. u
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3. A polynomial factorization

In this section we introduce an auxiliary operation & on both matrices and polynomials
and in Theorem 3.3 provide a decomposition of symmetric polynomials p € M, (C{x, y))
for which & p is (matrix) positive. This result is a key ingredient in the proof of Theorem
1.4, which appears in Section 4, characterizing xy-convex polynomials.

Given a pair of block 2 x 2 matrices A = (A; ;) and B = (B; ;) define

A®B= (A,'J@Bi’j).

Thus A ® B is a mix of Schur product (x) and tensor product (®). It is known as the

Khatri-Rao product. Let V| = and V, = 0) with respect to the block decomposition of

1
0 1
A and define Wy, W, similarly with respect to the block decomposition of B. Let
E = (V1®W1 V2®W2).
Lemma 3.1. With notation as above, A® B=E*[A ® B]E.

Proof. Note that

2
E*[A®B|E = ((v; ® WA ®B](Vy Wk)) _
J’ =
and (V;T®W})[A®B](Vk®wk)=Ajk ® Bjy. |
Let, for j = 1,2,
55,0 Sj1
5i= (Si SJ' 2) ’
J.1 J>

where {s;x : 1 < j <2, 0 < k <2} are freely noncommuting variables with s; o and s; >
symmetric; that is s’; K = Sjk for k = 0, 2. For notational purposes, let

1 0
So=12=(0 1).

Suppose p = 2. k=0 Pj.k XjXk, is @ 2 X 2 symmetric matrix polynomial of degree (at most)
two in two symmetric variables x = (x|, x2), where, for notation purposes, xo = 1 (the unit
in C(x})), each p; x € M>(C) and p;’k = pi,j- Let &p denote the matrix polynomial in the
six variables {s;,5;1,85;2: 1 < j < 2} defined by

2
Ep(s) = Z Djk ®5;Sk.
7. k=0

Such a polynomial is naturally evaluated at a pair of block 2 X 2 symmetric matrices,

Sio Sii
3.1 Si=r J’)GM C) ® M»(C
( ) J (Sj,l Sj,2 ,u( ) 2( )
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using ® via

2
Ep(S)= >\ pjx®S;Sk € My(C) & Ms(C).
j.k=0

By contrast,

2
P(S) = D pjk®SSk € Ma(C) ® My (C) ® My(C).
j.k=0

However, p and &p are closely related, as the following lemma describes. Its proof is
similar to that of Lemma 3.1.

Lemma 3.2. With notations as above,

2
&Ep(S)=E" Z Pik®S;Sk| E=E"p(S)E.
Jk=0

In particular, if p(S) = 0, then &p(S) = 0 too.
Theorem 3.3 is the main result of this section.

Theorem 3.3. Suppose p(x) is a symmetric 2 X 2 polynomial of degree at most two in
the symmetric variables x = (x1,x2). If £p(S) = 0 for all positive integers m, n and pairs
S =(S1,82) € S2,,, of 2 X 2 block symmetric matrices, then there exists an N < 12 and

q0, 91,92 € My 2(C) such that

49k = pjks 1<j, k<2,
469k + 4390 = Pr,o + pox, k=1,2,

(3.2 (q590)1,1 = (Po,o)1,1, (4590)2.2 = (00,0)2,2-

In particular, letting q denote the affine linear polynomial q = Z;zo qjx;j € Cx)N*2, there
is an r; € C such that

* 0 r
p=q°q+r, Wherer = (rT 0).

The remainder of this section is devoted to the proof of Theorem 3.3. Let {e}, e2} denote
the standard orthonormal basis for C? with resulting matrix units eqey forl <a,b <2 Let
(x1,x2) denote the words in x1, x5 of length at most k. Thus {x,x2); = {xo,x1,x2}, Where,
as above, xo = 1. We will view C? as the span of {xy,x,); with {x1,x2); as an orthonormal
basis and M3(C) as matrices indexed by (x1,x2)1 X {x1,x2)1. In this case x;x; are the
matrix units.

Let . denote the subspace of M, (C) ® M3(C) consisting of matrices

T = (Tap)

a,Be(xi,xa)’
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where T, g € M>(C) satisty, for 8 € (x1,x2)1,

% %
Ip,xy = Txop> Txooxo € Span{elel,€2€2}.

Thus Ty, x, is diagonal and .% is an operator system; that is, a self-adjoint subspace of
M;(C) ® M3(C) that contains the identity.
Define ¢ : . — M, (C) by

(3.3) 1/ (T(t,,B) = Z Pap * Ta,ﬁ = Z Pap® Ta,,8~
@,Be(xi,x2) a,Be(x1,x2)1

Proposition 3.4. The mapping ¥ of equation (3.3) is completely positive (cp).

Proof. To prove that i is cp, let a positive integer n and positive definite Z € M,,(C) ® .
be given. In particular,

Z= (Zaﬁ)a,ﬁe(x1,X2)1 i
2
where Z, g = ((Z(,[,ﬁ)a,b)a’b=1 € M, (C) @ M>(C), (Zag)a.p € Mn(C) and
2
Zxo,ﬁ = Z,B,xo, Zxo,xo = Z(ZXOaXO)a’“ ® e“ez'

a=1

Since Z is positive definite, ZY , = Z, o and letting © = zZ

X0,X0?

0 =< (Zap = Zarxo®Zuy ) g s = GG = (Gf,Gﬁ)lalzlﬁ|=1 :

for some m and matrices
2
Ga/ = ((Ga)a,j)a’jzl € Mn,m(c) ® M2(C)

In particular, for 1 < a,b < 2,

2
©,; 0 .
(Zmﬁ)a»h - [le,xo ( 0 0, 2) ZXO»B:| . = Z(Ga)a,j (G,B)b,j’
, a, =

where ©; ; = (Zxo,xo);,;- Thus, for |a| =1 = |,

2 2
> (Zax)a 0,1 Zxp)ib + Y (Cadaj (Gp)yy ;= (Zaplap-
= =
Let
Y= (lp(l)l ‘P22) € My4m(C) ® M2(C),  where ¥, .= ((ZXO’SO)“’“ 1(3") € My (C).
Let, for j = 1,2,
(3.4

(ZXO,Xj)a,b (ij)a,b

W, = ((W))ab) € Musn(C) ® Ma(C),  where  (W))a = ( (Gx); 0

) € Mym(C).
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Since Z4,x, = Zx,,« is self-adjoint, so is W;. By construction,

(Zx.,,xk )a,b

*

W Wi = | )€ Mron(©).

Let
vy Wi W,

wW=|W, W¥'w, W¥'W,|e Mm(C) .7
Wy Wo¥lw, wLwlw,

and let V € M (1m),2,(C) denote the isometry whose adjoint is

- I, 0 0 O
Vi= (6‘ 0 I, 0) € M2n,2(n+m) (C)7

From the definition (3.3) of ¢ (and letting ¢ also denote its ampliations y ® I, where
I, is the identity on M, (C)),

2
(3.5 Y(W) = Pryuy @ P+ proy @ Wi+ g s @ Wat D pry o, @ WP Wy
jok=1
By definition of the ® operation, given
R R
(3.6) R=|%00 D12 ) € My (C) @ Ma(C)
Ry Rop
R R
Ri,j = 2’,]1 2’,]2 € Mn(c) @ Mm(c)
R R
l’.] l’.’
T,1 T2
T=|_" | e My(C
(Tz,l lz,z) 2(©)

we have 7 ® R = (7; jR;, ;) and hence
V' [t®R|V = (T,-,le.l”;) =T®R,
2

where R = (Rlll) . Hence,
sJ i,j=1

v [pxo,xo @ T] V= Pxo,xo ® Zxo,xo

V* [px(),xj ® WJ] V= ,Oxj,xk ® ij,xk
V' [ox;x @ Wj‘y_lwk] V= pxj ® Zaj -

Thus, from equation (3.5)
Vi (W)V =y (Z).

Hence, to prove ¢ (Z) > 0 it suffices to show ¥ (W) > 0.
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With R and 7 as in equation (3.6), given a block diagonal matrix

_(Dy 0
D = ( 0 D2) € Mn+m(C) ®M2(C)s

we have

D, 0 D, 0
D [T@R] D= ( 0 Dz) (Ti,jRi,j) (0 D2)

= (Ti,jDiRi,ij) =7T® (DRD)
Hence, S; = ‘P‘%Wj‘l“% € M1 (C) ® M, (C) are self-adjoint and
W) P = > W [p @ W] ¥

Jok

= ij,k ® S;Sk = Ep(9).
Tk

By hypothesis Ep(S) > 0 and hence ¢ (W) > 0. Thus ¢ (Z) > 0 under the extra assumption
that Z > 0.

Now suppose Z € M, (C) ® . is positive semidefinite. Since the identity is contained
in M,,(C) ® ., for each € > 0, the matrix Z + €/ is positive definite and in M,,(C) ® .“.
Thus, by what has already been proved, /(Z + €I) > 0 and hence, by letting € tend to 0, it
follows that ¢/ (Z) > 0 and the proof is complete. [

Proof of Theorem 3.3. Since, by Proposition 3.4, ¢ is cp it extends, by the Arveson Exten-
sion Theorem [Pau02, Theorem 7.5], to a cp map ¢ : M»(C) ® M3(C) — M,(C). By a
well-known result of Choi [Pau02, Theorem 3.14], its Choi matrix

2 2
C, = Z Z leae], ® x;x1] ® [@(eae], ® x;x7)] € My(C) ® M3(C) ® My (C)
k=0 a,b=1
is positive semidefinite. In particular, C,, factors as F*F where,

2
F= eq®x;®F; 4

a

a=1 j=1
for some N (< 12) and N X 2 matrices F; , and, in particular,
3.7 F}  Fip = pleqe), ®xjxp).
* * 2
Forq;=(Fj1e1 Fjaez) € My »(C), wehave q5qx = (e F* Fk,beb) € M(C).

@ a,b=1
So, using (3.7), fora =1, 2,

(p0,0)a,a = (P0,0 ® ean)a,a :ll’(eaez ®x0x8)a,a = QO(ean ®x0x8)a,a = eZFaaFO,aea = (QSQO)a,a-
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Hence equation (3.2) holds. Next, for { = 1,2 and 1 < a,b < 2,
(Po,c + peo)ap = € [(Poe + peo) ® eaes | en = el (eqe), ® (xox) +xexy)) e
= e, (eae), ® (xox; +xx3)) € = €, [FooFen + F} Foples
= (q09¢ + 9790)a.b-
Thus gyq¢ + ;90 = po,e + pe,o-
Finally, we see that qj.qk =p;k (for 1 < j,k <2)by computing, for 1 < a,b < 2,
(Pj.K)ap = ey lpjr ®eqeylep = e (eqey, ® xjx))ep

* * * * *
=eqp(eqel, ® xjxp)ep = e F Frper = (43qk)ab- u

4. The characterization of xy-convex polynomials

In this section we prove Theorem 1.4. In Subsection 4.1 it is established that xy-convex
polynomials are biconvex (convex in x and y separately). Two applications of equation (2.8)
of Theorem 2.12 then significantly reduce the complexity of the problem of characterizing
xy-convex polynomials. The notion of the xy-Hessian of a polynomial is introduced
in Subsection 4.2, where a border vector-middle matrix (see for instance [HKM13a])
representation for this Hessian is established. Further, it is shown that this middle matrix is
positive for xy-convex polynomials. The proof of Theorem 1.4 concludes in Subsection 4.3
by combining positivity of the middle matrix and Theorem 3.3.

4.1. xy-convexity implies biconvexity
The notion of xy-convexity for polynomials has a convenient concrete reformulation.

Proposition 4.1. A triple ((X,Y),V) is an xy-pair if and only if, up to unitary equivalence,
it has the block form

Xo A O Yo 0 C
4.1) X=[A" * =|, Y={0 = «|, V=(I 0 0)".
0 % % C* x

Thus, a polynomial p(x,y) € M, (C(x,y)) is xy-convex if and only if for each xy-pair
((X,Y),V) of the form of equation (4.1), we have

(I @ V)'p(X,Y)(I, ®V) = p(Xo,Yo) = 0.

Proof. Observe that (Xp, Yy) = V*(X,Y)V and ((X,Y), V) is an xy-pair; that is VY XV =
V*YVV*XV. Thus, if p is xy-convex, then

0< (L, @V)'p(X.Y)(I, ®V) - p(V(X.Y)V) = (I, ® V)" p(X.Y) (I, ® V) — p(Xo.Yp).

To establish the reverse implication, given an xy-pair ((X,Y), V), decompose the
space (X, Y) act upon as rng V & (rng V)= and note that, with respect to this orthogonal
decomposition, X and Y have the block form

_ X() a _ YO Y
o)
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where Xy, Yo, 8, 0 are hermitian. The relation V*Y XV = V*YVV*XV implies ay* = 0. But
then, e and y are, up to unitary equivalence, of the form (A 0) and (0 C), respectively.
]

Consider the following list of monomials:
@4.2) L = {1,x,9,%%,y%, x, X, Y7, y2X, X2y, yx2, XYX, XY, XYXY, YXYX, Xy*x, yx°y}.

Proposition 4.2. If p € C(x, y) is convex in both x and y (separately), then p has degree
at most two in both x and y (separately) and p contains no monomials of the form x>y* or
y2x2, only the monomials in the set .

Proof. The degree bounds follow from Theorem 2.12. The representation of p in (2.8) and
that of £ in (2.6) imply p does not contain the monomials x?>y* and y*x?. |

Let [Z] denote the C-vector space with basis .Z of equation (4.2).

Lemma 4.3. If p € C(x,y) is xy-convex, then p is convex in both x and y. Hence p € [ .Z].

Proof. Given (X1,Y) and (X5,Y), letV = % (1 I)T and note ((X; ® X5, Y ®Y),V) is

an xy-pair. Since p is xy-convex,

X1+X2
d

X ) = p W) 2 VXY = L (p(611) + p(X2.)

Thus p is convex in x. By symmetry p is convex in y. The conclusion of the lemma now
follows from Proposition 4.2. n

4.2. The xy-Hessian

In view of Lemma 4.3, we now consider only symmetric polynomials p € [.Z]. Let
{s0,t0,a,8;,7,0;:0< j <2} denote freely noncommuting variables with so, zo, 80, 82, 60, 62
symmetric. Let, in view of Proposition 4.1,

o (@ 0) o (0 ) .
NG G B ) G )

The xy-Hessian of p € C(x, y), denoted H*” p, is the quadratic in @,y part of V*p(s,1)V —
p(V*(s,t)V) =V*p(s, 1)V — p(so, to). In particular, for p € [.Z],

HY p =V p(s,0)V = p(V*(s,1)V) = V*p(s,1)V = p(s0, 10).

The proof of the following lemma is routine.
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Lemmadd. Ifp=3,co puu €[ L], then H p is a function of {a,y, 50,0, 50,01, 81,82}
with the explicit form
HYp = [ppead™ +ppyy'] + [Payx@d0@” + pyxyYB2y" + Py (Soyy" +ad1y")
+ Py (Y S0 +y61@") + pray(@a™to + afry”) + py(toaa” +yBia”)]
+ [Pay2y (S0YY" S0 + @d1y"so + soyd e’ + (65 + 616})a”)
+ Dxyxy (@60 to + aboB1y" + soyBay” + @61 B2y")
+ Pyxyx (fo@doa” +yBidoa” +yBay"so +ypadia”
+ Py (foaa™to + yBia’to + toafy” +y(BiB1 + B3)y")]
=« [pxz + Pxyx00 +pxyzx(6% + 616’f)] a* +a [pxyz +pxyxy60] a’ty + toar [pyxz +pyxyx60] a
+ @ [Pry261 + P2y B1+ Pryxy (B0B1 +6182) | ¥*
+7 [Py2x0} + Pyu2 Bl + Pyxyx(Bi60 + B501) ]| @
+ @ [Pry2x1] 750 + 50Y [Pryex6i] @ + 100 [pyay ] @t + 10 [pyyBi] v
+7 [PyyBi] @t +y [Py2 + PyxyBa+ Py (BiB1+ )| ¥ +7 [Py2x + PyxyxB2] ¥ 50
+50Y [Pry2 + PayxyB2] ¥* + 50 [Pyazy] ¥ 50.

Lemma 4.5. If p € [.Z] and Hp = 0, then p is an xy-pencil. If p, q € [ L] satisfy
H*Yp = H*Yq, then there is an xy-pencil A € C{x, y) such that p = q + A.

Proof. Since H*Y is a linear mapping, it suffices to show, if p = 3}, c & pypWw satisfies
H*Yp =0, then p is an xy-pencil. To this end, observe, if H*Yp = 0, then, in view of
Lemma 4.4, p,, = 0 for w in the set

{2y, xyx, yxy, xy?, y2x, x%y, yx?, xyx, xyxy, yxyx, yxly}.

Hence the only possible nonzero coeflicients of p are py, px, py, Pxy, Pyx and the result
follows. u

The Hessian of a p € [£] has a border vector-middle matrix representation that we
now describe. Since p € [.Z],

pO6Y) =AY + ) puw,
weL,

where A(x, y) is an xy-pencil and
%= {xz, yz,xyx, yxy,xyz, yzx,xzy, yxz,xyzx,xyxy, YXYX, yxzy} =2Z\{l,x,y,xy,yx}.
Since p is symmetric, there are relations among its coefficients. For instance, pxyx, pyxy €R

and Pyx2 = Px2y-
Let B = B(sg, 1o, @, y) denote the row vector-valued free polynomial,

B(so.10,,7) = (@ toa ¥ soy).

We call B the xy-border vector, or simply the border vector.
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For 1 < j,k <2,1et M; 1 (B1, B2, b0, 61) denote the 2 X 2 matrix polynomial,

M, = (px2 + Pxyx00 + Pxy? x((S +515 ) Py y +pxyxy50)

Pyx? + pyxyxé() Pyx2y
Px 2yﬁl +pxy251 +pxyxy(50,81 +0152) ny2x51
pyxzyﬂl 0 ’
— (pylegl +py x6 +pyxyx(ﬁ160 +,326*) pyxzyﬁ )

pxyzx(s 0

Myy = (pyz + PyxyBa+ Pyxry (B3 +BiB1) Py +pyxyx:82)
D xy? +pxyxy32 Pxy?x

Let M = (M j,k)jz. +; denote the resulting 4 X 4 (2 X 2 block matrix with 2 x 2 entries)
matrix polynomial. The matrix 9t is the xy-middle matrix, or simply the middle matrix,
of p.

Lemma 4.6. If p € [Z] is symmetric, then
H* p = BINB*.
Proposition 4.7 shows xy-convexity of p is equivalent to positivity of its middle matrix.

Proposition 4.7. If p(x, y) is xy-convex, then (B, By, Dy, D) > 0 for all matrices
(B1, B2, Dy, D) of compatible sizes.

Proof. Since p is xy-convex, H*”p > 0. Let positive integers M, N and matrices Dy €
M (C), By € My (C) and By, D1 € My p(C) be given. Choose a vector h € C? and
Xo, Yy € M»(C) such that {h, Xoh} and {h, Yoh} are linearly independent. Positivity of the
Hessian gives

0 < h"H* p(Xo, A, Bi1,B2,Yy,C,Dg,D1)h
= [ B(Xy, A, Yy, C)] M(By, B2, Do, D7) [W*B(Xp, A, Yy, O)]".

On the other hand, given vectors fi, ..., fy € CM, there exists A € M, 3/ (C) and C €
M; N (C) such that
A*h A
| AYoh | | f2
%(XO’Y(),A’ C) h - C*h - f3 .
C*Xoh fa
It follows that g.Ui(B], B>,Dgy, D) > 0. ]

4.3. Proof of Theorem 1.4

The convexity assumption on p implies the middle matrix I of its Hessian takes positive
semidefinite values by Proposition 4.7.

Let
{6t 845 5)
5 &) \By B))



Noncommutative partially convex rational functions 25

Let Q denote the 2 X 2 matrix polynomial obtained from the first and third rows and
columns of . Thus,
4.3)

Q=008 b)( P2+ Pxyx00 + Pry2y (85 +6167) Px2yBi +ny251+nyxy(50,31+51,32))
- a,pb>Ma, )

pyxzﬁ; + pyzx(S’{ + Dyxyx (/3’{50 +ﬁ26yf) Py2 + PyxyB2+ Pyx2y (:8% +ﬁ>{ﬁ1)

and, given S = (S, S2) of the block form of equation (3.1), we have Q(S) > O since
MM (S2.1, 52,2, 81,0, 51,1) = 0 by Proposition 4.7.
Define a 2 x 2 polynomial P(x1,x2) = 3, Pj xx ;X (With xo = 1 as usual) by setting

_[Px? 0 _ _ 1 Pxyx Pxy? _ _ l 0 Px2y
Poo = ( 0 2), Py =Pip= 3 (Pyzx o | Pos=Prp= 2Py Py

{0 Paysy (0 0 (Payx O O
P],z—(o Nk Py = Pyyx 0 Pi1= 0 ol Py = 0 prey

and observe &P (o) = Q(o). Thus &£P(S) > 0 for all tuples of hermitian matrices of the
form (3.1). Hence Theorem 3.3 produces an N and F = }, F;s;, where F; € My »(C), and

anRz(O*
r

r

0) such that F*F + R = P, where r € C. In particular,

F;Fk =P, 1<j,k<2
FyFx + F{Fy=Pro+Pox, k=12
FyFy=Poo+R,
0

. . 0 0
FlFlzpl,lz(pxgzx 0), F2F2=P2,2=(0 pyxzy).

Hence, letting {e, e2} denote the standard orthonormal basis for C2, Fle; =0 = Faey. In
particular, e]F; Fo = 0. Now set Ay = Fpe1, Ay = Foez, Ayx = Frey and Ayy = Frep and
verify,
AL Ay
A;Ay esFyFoes = e5Pgper = Py
ASAx + AiAyx = el Fi Foer + e[ FyFrey = e[ (F{ Fo+ FyFi)er = (2P1,0)1,1 = Pxyx
Aj}yAy + A;Axy = e FyFoey + ey FyFaey = e5(Fy Fo + FyFy)es = e5(2P20)er = pyxy
N Ay = el FyFaer = e[ (FyFy + FyFo)ex = €1(2P2p)ex = py2y,
4.5) A;Ayx =eyFyFie; = e5(FyF + F{Fy)e; = e5(2P1 g)er = Py2y
A;yAx = e FyFoey = e5(FyFo+ FyFy)e = e5(2Py)e = Pyx?
A5 Ay = eF{Foes = e|(F{Fo + FoFy)ex = ¢](2P10)e2 = pyy2
AjAyx = e FFie

eTFgFoel = e*{P(),Oe] =Py

eTP1,]€1 :pxy2x
* *
A;yAxy = e2F2*F262 = 62P2’2€2 =Dyx2y

A;yAyx = e;F;Flel

e;PZ,lel = Pyxyx
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A;XAXy = e[ F{Fey = €]P12€2 = Pxyxy-

Let
q=Ax,y,xy) Alx, y,xy),

where A denotes the xy-pencil
A=Ax+Ayy+Axyxy + Ajcyx.

A straightforward calculation, based on the identities of equation (4.5) and an appeal to the
formula for the xy-Hessian in Lemma 4.4, shows H*Yq = H*Y p. Hence, by Lemma 4.5,
there is a hermitian xy-pencil A such that p = g + 4 = A*A + A, completing the proof. M
Remark 4.8. Note that A%A, + AjA, = R = (ro 6) :
Funding. M1J: Research Supported by NSF grant DMS-1900364. IK: Supported by the
Slovenian Research Agency grants J1-8132, N1-0217 and P1-0222. Partially supported by
the Marsden Fund Council of the Royal Society of New Zealand. MM: Research partially

supported by NSF grant DMS-1565243. SM: Research supported by NSF grants DMS-
1361501 and DMS-1764231. JP: Partially supported by NSF MSPRF DMS 1606260.
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