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On a Phase Transition in General
Order Spline Regression

Yandi Shen , Qiyang Han, and Fang Han

Abstract— In the Gaussian sequence model Y = θ0+ε in Rn ,
we study the fundamental limit of statistical estimation when the
signal θ0 belongs to a class Θn(d, d0, k) of (generalized) splines
with free knots located at equally spaced design points. Here d
is the degree of the spline, d0 is the order of differentiability at
each inner knot, and k is the maximal number of pieces. We show
that, given any integer d ≥ 0 and d0 ∈ {−1, 0, . . . , d − 1},
the minimax rate of estimation over Θn(d, d0, k) exhibits
the following phase transition: infθ supθ∈Θn(d,d0,k) Eθ‖θ −

θ‖2 %d
k log log(16n/k), 2 ≤ k ≤ k0,
k log(en/k), k ≥ k0 + 1.

The transition

boundary k0, which takes the form '(d + 1)/(d − d0)( + 1,
demonstrates the critical role of the regularity parameter d0

in the separation between a faster log log(16n) and a slower
log(en) rate. We further show that, once encouraging an addi-
tional ‘d-monotonicity’ shape constraint (including monotonicity
for d = 0 and convexity for d = 1), the above phase transition is
removed and the faster k log log(16n/k) rate can be achieved
for all k. These results provide theoretical support for developing
#0-penalized (shape-constrained) spline regression procedures as
useful alternatives to #1- and #2-penalized ones.

Index Terms— Splines, minimax rate, phase transition, law of
iterated logarithm, shape constraint.

I. INTRODUCTION

CONSIDER the regression model with equally spaced
design points

Yi = f0(i/n) + εi, i = 1, . . . , n, (1)

where f0 : [0, 1] → R is an unknown function and εi’s are
independent normal random variables with mean zero and
variance σ2. Throughout the paper, we reserve the notation
θ0 for the truth in (1), i.e., (θ0)i ≡ f0(i/n). The main goal
of this paper is to study the fundamental limit of statistical
estimation of θ0 when f0 is a general order spline with free
knots.
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Consider the (generalized) spline space with the following
three parameters: d, the degree of the spline; d0, the level of
continuity; k, the maximal number of pieces. More formally,
(d, d0, k)-splines are defined as (exact definition in Section II):

{
f :[0, 1] → R : f has at most k + 1 knots,

is a degree d polynomial between knots,

and is d0-times differentiable at each inner knot
}
. (2)

For any fixed degree d, d0 takes value in {−1, 0, . . . , d − 1},
with d0 = d−1 being the smoothest case and d0 = −1 allow-
ing for discontinuity between pieces. To avoid degeneracy to
global polynomials, we only consider the case k ≥ 2 in this
paper. The corresponding sequence space is defined as

Θn(d, d0, k) ≡
{
θ ∈ Rn : θi = f(i/n) for some

(d, d0, k)-spline f
}
, (3)

with free knots further assumed to be located at design points
(see Section II for the precise definition and discussions).
Compared to splines in more classical settings [1]–[3], the
above parameter space does not fix the knots a priori and
thus provides more flexibility. Previously, general order splines
with free knots have been studied in, e.g., [4]–[6].

Splines of the forms (2) and (3) have frequently emerged
in nonparametric curve estimation problems. For example, the
classical smoothing splines [3] arise from minimizing the least
squares criterion with an $2 roughness penalty. In the $1 world,
splines are closely related to total variation regularization or
denoising studied in, e.g., [4], [7]–[15]. In recent years, these
methods with the spline space (3) received a revival of interest
under the name trend filtering; cf. [5], [16]–[18].

A. Phase Transition in Minimax Rates

Despite the long history and large volume of works related
to the spline spaces (2)-(3), their fundamental statistical limits
have remained largely unexplored. Our first main result in this
paper reveals the following intriguing phase transition in the
minimax rate of estimation error over Θn(d, d0, k):

inf
θ

sup
θ∈Θn(d,d0,k)

Eθ‖θ̃ − θ‖2

'd

{
σ2k log log(16n/k), 2 ≤ k ≤ k0,

σ2k log(en/k), k ≥ k0 + 1.
(4)

Here, ‖ · ‖ denotes the Euclidean norm and 'd denotes
equivalence in order up to some positive constant that only
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depends on d. The transition boundary k0, which takes the
form )(d + 1)/(d − d0)* + 1 with )·* denoting the floor
function, governs the maximal number of pieces above which
the optimal dependence of the estimation error on the sample
size n changes from the faster log log(16n) rate to the slower
log(en) rate. Notably, for any fixed degree d, k0 is an
increasing function of the regularity parameter d0. In the two
extreme cases, we have k0 = d+2 if d0 = d−1 (smoothest)
and k0 = 2 if d0 = −1 (roughest). In other words, the driving
factor behind the phase transition in (4) is the regularity due
to the differentiability structure encoded in d, d0.

The minimax rate in (4) is achieved by the $0-constrained
spline least squares estimator (LSE) θ̂ ≡ θ̂(Θn(d, d0, k), Y ),
with Y ≡ (Y1, . . . , Yn)" and

θ̂(Θ, Y ) ≡ argmin
θ∈Θ

‖Y − θ‖2
2 for any Θ ⊂ Rn. (5)

In fact, a more general oracle inequality allowing for arbitrary
model mis-specification can be proved for θ̂. Due to the
non-convexity of Θn(d, d0, k), the solution to (5) with Θ =
Θn(d, d0, k) may not be unique and we choose any θ̂ that
achieves the minimum. Among the three parameters, we take
d and d0 to be fixed in advance and consider k as a tuning
parameter to balance the approximation error of θ0 in (1)
by Θn(d, d0, k) and the complexity of the latter space. The
estimator in (5) with Θ = Θn(d, d0, k) can therefore be
viewed as a class of $0-splines in their constrained form.

The minimax rates in (4) suggest some interesting com-
parison between $0- and $1-regularizers in spline regression.
For expository purpose, let us consider the simplest piecewise
constant class Θn(0,−1, k), where the transition boundary
is given by k0 = 2. There, while the $0-constrained spline
LSE, as defined in (5) with Θ = Θn(0,−1, 2), is able
to achieve the faster log log(16n) rate with 2 pieces, the
same rate has been proven to be un-attainable by the $1
trend filtering, even with an additional minimum spacing
condition that could be substantially improved with $0-splines
[18]–[20]. These theoretical discoveries thus motivate further
algorithmic developments for the general $0-constrained spline
LSEs. Some notable progress along this line includes dynamic
programming algorithms in the discontinuous case (d0 = −1)
developed in [21]–[24], and in the first-order continuous case
(d0 = 0) developed in the recent work [25]. Generic efficient
algorithms suited for $0-penalized general-order splines remain
a challenging and important open research problem of great
practical value.

B. Removal of the Phase Transition Under Shape Constraints

To motivate the second main result of this paper, we recall
the following minimax result from [26]: for all k ≥ 2,

inf
θ∗

sup
θ∗∈Θ∗

n(0,k)
Eθ∗‖θ̃∗ − θ∗‖2 ' σ2k log log(16n/k), (6)

where Θ∗
n(0, k) is the sub-class of Θn(0,−1, k) with non-

decreasing signals. Comparing (4) with d = 0, d0 = −1
and (6) above, we see that the phase transition from the faster
rate log log(16n) to the slower rate log(en) in (4) is removed
in (6) under the additional monotonicity shape constraint.

This raises the natural questions of whether a similar gain
by shape constraints applies to higher-order splines, and if
so, which type of shape constraints should be encouraged.
As shape-constrained models repeatedly prove their usefulness
in various applications, answering the above questions is of
both practical and theoretical interests.

To this end, following [27], [28], we consider the following
sub-class of (d, d0, k)-splines with an additional ‘d-monotone’
shape constraint (exact definition in Section III):
{
f : [0, 1]→R : f is a (d, d − 1, k)-spline with non-decreasing

highest-order polynomial coefficients
}
. (7)

Two canonical examples are d = 0 and 1, with the former cor-
responding to non-decreasing signals with at most k constant
pieces, and the latter corresponding to convex signals with
at most k linear pieces. Both classes have been extensively
studied in the literature; cf. [26], [28]–[30] for the case d = 0
and [28], [30], [31] for the case d = 1. Define the sequence
space corresponding to (7) as Θ∗

n(d, k).
As a special case of our second main result, we show an

analogue of (6) under the convexity (=1-monotone) shape
constraint: for all k ≥ 2,

inf
θ∗

sup
θ∗∈Θ∗

n(1,k)
Eθ∗‖θ̃∗ − θ∗‖2 ' σ2k log log(16n/k). (8)

The same upper bound actually holds for the general
d-monotone class Θ∗

n(d, k), with a complementary lower
bound showing that the log log(16n) rate cannot be further
improved even with only two pieces. Comparing (4) and (8),
it is hence clear that a higher-order ‘d-monotonicity’ shape
constraint removes the phase transition in (4) for general d in
that the faster k log log(16n/k) rate can now be achieved for
all k. The d-monotonicity therefore offers an attractive non-
parametric sub-class Θ∗

n(d, k) of the general Θn(d, d − 1, k)
over which additional gain can be obtained in estimating the
underlying signal.

C. Proof Techniques

We now remark on the technical challenges in proving (4)
and (8). After a standard reduction step of the mean squared
error of the LSE, the key is to control the Gaussian complexity
width terms

E sup
θ∈Θ:‖θ‖≤1

(
ε · θ

)2
, Θ ∈

{
Θn(d, d0, k), Θ∗

n(d, k)
}

, (9)

where · denotes the standard inner product in Rn.
Unlike the relatively straightforward control of the above

term that leads to the log(en) part in (4), non-trivial analytic
and probabilistic efforts are required for the derivation of the
correct transition boundary k0 and the faster log log(16n) rate.
The analytic step is to derive, under the unit norm constraint
on the spline vector, sharp enough controls for the magnitudes
of the polynomial coefficients of signals in Θn(d, d0, k) and
Θ∗

n(d, k). On a given piece, these estimates should, apart
from depending on the length of the current piece, be ‘tied’
to either the left-most or the right-most knot of the signal.
In the unshaped class Θn(d, d0, k), this is possible due to the
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strong regularity inherited in the differentiability structure in
the regime k ≤ k0. In the shaped class Θ∗

n(d, k), it is the
global regularity within the d-monotonicity shape constraint
that plays the key role. Once the above controls are obtained,
a generalized version of the law of iterated logarithm (LIL),
which we developed in Section IV, can be applied to obtain
the log log(16n) rates in (4) and (8). In fact, this generalized
LIL can be used for controlling the Gaussian complexity
width (9) with a general piecewise polynomial structured
weight vector θ, and therefore maybe of independent interest.

Although the proof techniques mentioned above are tailored
to the derivation of the minimax rates in (4) and (8) in the
Gaussian sequence model (1), these techniques may be of
broader interest in other contexts as well, in particular in
view of the fundamental role of the Gaussian complexity
width (9) in various statistical learning settings. For example,
the techniques developed in this paper have been recently
applied in [32] in the context of change-point estimation with
piecewise polynomial signals.

D. Organization

The rest of the paper is organized as follows.
Sections II and III are devoted to the study of unshaped
splines Θn(d, d0, k) and shaped splines Θ∗

n(d, k), respectively.
A general version of the LIL in expectation is developed
in Section IV. Main proofs of the results are presented in
Sections V and VI, with the remaining technical lemmas
collected in the Appendix.

E. Notation

For any x ∈ R, write (x)+ ≡ max{x, 0}. Let 1· denote the
indicator function. For any non-negative integers a, b, we use
[a; b] to denote the set {a, . . . , b} and (a; b] to denote the set
{a+1, . . . , b}. For any two positive integers a, b, let Mod(a; b)
be the remainder of a divided by b. For any two real numbers
a, b, define a∨b ≡ max{a, b} and a∧b ≡ min{a, b}. For any
positive integers m ≥ n, let .(m; n) ≡ m(m − 1) . . . (m −
n + 1) and .(m; n) ≡ m(m + 1) . . . (m + n − 1). Let Z+

denote the set of positive integers and Z≥0 ≡ Z+ ∪ {0}. For
any d ∈ Z+, let Sd ⊂ Rd+1 stand for the unit sphere. We write
Eθ0 as expectation under the experiment (1) with truth θ0.

Let Cm([0, 1]) denote the set of all m-times differentiable
functions on [0, 1]. For any f ∈ Cm([0, 1]) and integer
0 ≤ $ ≤ m, let f (0)(x) ≡ f(x) and (D(")f)(x) ≡ f (")(x)
be the $-th derivative of f at point x. For any function f
defined on [0, 1], τ ∈ [0, 1], and real number c, define the
first-order integral (I1

c;τf)(x) ≡
∫ x
τ f(y) dy + c for x ∈ [0, 1],

and the m-th order integral iteratively as (Im
c0,...,cm−1;τf)(x) ≡(

I1
c0;τ (Im−1

c1,...,cm−1;τf)
)
(x) for any positive integer m ≥ 2 and

real sequence {c"}m−1
"=0 . For any real function f , let f(x−)

and f(x+) denote the left and right limits at x, respectively.
For two non-negative sequences {an} and {bn}, we write

an !d bn (resp. an "d bn) if an ≤ Cbn (resp. an ≥ cbn) for
some C, c > 0 that only depend on d. We also write an 'd bn

if both an !d bn and an "d bn hold. In the following, we will
suppress d in !d, "d, and 'd when no confusion is possible.
For any given constants a1, a2, . . ., we write C(a1, a2, . . .) and

c(a1, a2, . . .) to denote positive constants that only depend on
a1, a2, . . ..

II. GENERAL-ORDER SPLINE REGRESSION

We start with an exact definition of the general-order spline
space in (2):

Fn(d, d0, k) ≡
{
f : [0, 1] → R : there exist

0 ≡ n0 ≤ . . . ≤ nk ≡ n such that n0, . . . , nk ∈ Z≥0,

ni − ni−1 ≥ (d + 1)1ni>ni−1 , f is a d-degree polynomial

on each interval (ni−1/n, ni/n], and f (")
(
(ni/n)−

)

= f (")
(
(ni/n)+

)
for all i ∈ [1; k − 1] and $ ∈ [0; d0]

}
.

For any fixed degree d ≥ 0, the range of d0 is [−1; d−1], with
d0 = −1 allowing the spline f to be completely discontinuous.
The numbers n0/n, . . . , nk/n are the knots of f , with the
middle (k − 1) ones as inner knots. Define the corresponding
sequence space

Θn(d, d0, k) ≡
{
θ ∈ Rn : θi = f(i/n)

for some f ∈ Fn(d, d0, k)
}
; (10)

in what follows, we suppress the subscript n of Θn(d, d0, k)
when no confusion is possible and name n0, . . . , nk in its
corresponding spline f ∈ Fn(d, d0, k) the knots of θ. The gap
d+1 between ni and ni−1 in the above definition is necessary
for the identifiability of f in the discontinuous case.

The function space Fn(d, d0, k) enforces the inner knots of
the spline to be positioned among the design points. This is
due to two reasons:
(i) It ensures the existence of the LSE as defined in (5) with

Θ = Θ(d, d0, k). Indeed, the minimization can be first
taken over at most (n+1)k−1 configurations of the inner
knots, after which the problem becomes strictly convex
with respect to the rest of the polynomial coefficients and
thus has a unique solution.

(ii) It facilitates fast computation of the LSE via dynamic
programming algorithms; see [25] for detailed illustration
of the piecewise linear case.

For any fixed d ∈ Z≥0 and d0 ∈ [−1; d− 1], let

k0 ≡ k0(d, d0) ≡
⌊

d + 1
d − d0

⌋
+ 1. (11)

Our first main result is the following oracle inequality.
Recall that we only consider the case k ≥ 2 in this paper and
the analysis of global polynomials (corresponding to k = 1)
is rather straightforward.

Theorem 1: Fix any θ0 ∈ Rn. Let θ̂ ≡ θ̂(Θ(d, d0, k), Y )
be the LSE as defined in (5) under the experiment (1) with
truth θ0. Then, for any δ > 0, there exists some C = C(d, δ)
such that the following statements hold for any n ≥ n with
some n = n(d). If 2 ≤ k ≤ k0,

Eθ0‖θ̂ − θ0‖2 ≤ (1 + δ) inf
θ∈Θ(d,d0,k)

‖θ − θ0‖2

+Cσ2k log log(16n/k),
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and if k ≥ k0 + 1,

Eθ0‖θ̂ − θ0‖2 ≤ (1 + δ) inf
θ∈Θ(d,d0,k)

‖θ − θ0‖2

+Cσ2k log(en/k).

The following lower bound result shows that Theorem 1 is
optimal in the minimax sense.

Proposition 2: Under the experiment (1), there exists some
c = c(d) such that the following statements hold for all n ≥ n
with some n = n(d). If 2 ≤ k ≤ k0,

inf
θ

sup
θ∈Θ(d,d0,k)

Eθ‖θ̃ − θ‖2 ≥ cσ2k log log(16n/k),

and if k ≥ k0 + 1,

inf
θ

sup
θ∈Θ(d,d0,k)

Eθ‖θ̃ − θ‖2 ≥ cσ2k log(en/k),

where the infimum over θ̃ in both displays is taken over all
measurable functions of Y .

The proof of Theorem 1 is presented in Section V, and the
proof of Proposition 2 can be found in Appendix A-A.

Remark 3: The above two results imply, in particular, the
minimax rates in (4). There, the upper bound k log(en/k)
above the transition boundary k0 is not essentially new and can
be proved via straightforward modifications of the classical
arguments in, e.g., [33], [34]. Rather, our main contribution
lies in establishing the sharp transition boundary k0 and the
faster log log(16n) rate below this boundary.

Given the above minimax rates, a remaining question of
significant interest is adaptive estimation with respect to the
unknown piece number k. Motivated by the classical results
in [34]–[37], a promising candidate is the penalized spline
LSE defined by

θ̂adapt ≡ θ̂(Θ(d, d0, k̂), Y ), (12)

where the data-driven k̂ is given by

k̂≡argmin
1≤k≤n

{
‖Y −θ̂(Θ(d, d0, k), Y )‖2+pen(k; d, d0)

}
, (13)

with the penalty function pen(·; d, d0) chosen to be propor-
tional to the minimax rates in (4). In the piecewise constant
case (d, d0) = (0,−1), the adaptive property of θ̂adapt has
been shown by [26, Theorems 3.1 and 4.1] using a special
representation of the penalized LSE, cf. [26, Lemma 5.1].
We leave the general case as future work.

Remark 4: It is important to mention here one crucial dif-
ference between our perspective for the phase transition results
and the log log(16n) rates and the one taken in [26]. There, the
faster log log(16n) rate for Θ(0,−1, 2) follows immediately
from the general iterated logarithmic rates for Θ∗(0, k), the
class of piecewise constant and non-decreasing signals with
at most k pieces (formally defined in Section III). In other
words, the log log(16n) rate for Θ(0,−1, 2) is perceived
in [26] as a consequence of the monotonicity shape constraint.
In contrast, the log log(16n) rate for Θ(d, d0, k) in (4) in
the regime k ≤ k0 is inherited from the strong regularity
in the signal parametrized by the degree d and the level of
continuity d0, rather than any explicit shape constraint. In the
regime k > k0, the log log(16n) rate is not possible due to

insufficient regularity in Θ(d, d0, k), unless additional shape
constraints are enforced; see Section III ahead for more details.

Remark 5: Recently, [18] studied the theoretical properties
of trend filtering (TF), a class of $1-regularized discrete
spline methods. More precisely, under the experiment (1), the
d-th order TF estimator is

θ̂d
TF ≡ min

θ∈Rn

{
‖Y − θ‖2 + λ‖D(d)θ‖1

}
, (14)

where ‖ · ‖1 denotes the vector $1 norm, λ > 0 is a tuning
parameter, and D(d) : Rn → Rn−d, when applied to vectors,
represents the d-th order discrete difference operator defined
as D(0)θ ≡ θ, D(1)θ ≡ (θ2 − θ1, . . . , θn − θn−1)", and
D(r)θ ≡ D(1)(D(r−1)θ) for r ≥ 2. Equation (14) is a convex
problem and can be solved efficiently via algorithms designed
for lasso-type problems [5].

For any θ0 ∈ Θ(d, d − 1, k) in (1), Corollary 2.11 in [18]
proved that, upon choosing the tuning parameter λ properly
and assuming a minimum spacing condition to be detailed
below,

Eθ0‖θ̂d+1
TF − θ0‖2≤Cσ2

(
k log(en/k)+k2(d+1)1d>0

)
. (15)

for some C = C(d). Comparing (15) with our Theorem 1
and Proposition 2, we see the following distinctions between
$0-regularized splines and their $1 counterparts.
(i) The bound (15) requires a minimum spacing condi-

tion that regulates, for non-vanishing pieces (ni; ni+1]
between knots with different signs (see Page 210 of [18]
for their definition for the signs of knots), ni+1 − ni ≥
cn/k for some c = c(d). This is stronger than the
constant gap condition assumed in Θ(d, d0, k). Moreover,
Theorem 4.2 in [20] suggests that this minimum spacing
condition is essential to the TF estimators, namely, the
performance of (14) could deteriorate to

√
n (up to some

polylogarithmic factors) without it.
(ii) Over the class Θ(d, d − 1, k) with transition boundary

k0 = d + 2, the $1 TF estimator in (14) is in general rate
sub-optimal below the boundary, even with the additional
minimum spacing condition mentioned above. Specifi-
cally, in the constant space Θ(0,−1, k), the minimax rate
of estimation is log log(16n) with k = 2 pieces, but the
TF estimator in (14) with d = 0 can only achieve the
slower log(en) rate in view of Lemma 2.4 of [18].

Remark 6: For the computation of the $0-constrained spline
LSE θ̂ and its adaptive version (12), the major difficulty
in the development of efficient algorithms is measured by
the regularity parameter d0. For d0 = −1, both estimators
can be computed efficiently using standard dynamic program-
ming algorithms [21]–[24] along with more refined pruning
arguments [38], [39]. For the first-order continuous case
(d0 = 0), [25] recently introduced for the linear case (d = 1)
a novel dynamic programming algorithm with empirical linear
to quadratic time complexity, which can be readily extended
to arbitrary order d ∈ Z+. We expect that the above method
could potentially be extended to the case of general d and d0,
but this has to be left as the subject of future research.

Remark 7: We have focused in this paper the minimax rates
with respect to the $2 loss on the design points; it would also
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Fig. 1. Minimum number of k = k0 + 1 pieces required to construct
1-sparse vectors with general position in Θ(d, d0, k) for d ∈ [0; 2] and
d0 ∈ [−1; d − 1].

be of interest to investigate minimax rates in the global L2

loss over Fn(d, d0, k). However, it is well-known that using
the global L2 loss may lead to difficulties near boundaries in
some higher order shape constrained problems (see [40]); we
leave it as future research.

Lastly, we provide some intuition for the form of k0 defined
in (11). This will mostly be clear from the perspective of
minimax lower bounds in Proposition 2. There, the situation is
somewhat similar to the derivation of minimax lower bounds in
the sparse linear regression setting [33], [41], [42], in that we
only have to find, for each fixed d and d0, the minimum value
of k such that a subset S of 1-sparse vectors can be constructed
in Θ(d, d0, k) with cardinality |S| ≥ cn for some c = c(d).
Heuristically, this value can be found via the following degree-
of-freedom (DOF) calculation:

(k − 2)(d + 1) ≥ (k − 1)(d0 + 1) + 1. (16)

Here, the left-hand side is the DOF for any 1-sparse θ ∈
Θ(d, d0, k) with the two end pieces being constantly zero,
as each of the middle (k− 2) pieces has (d + 1) DOF arising
from the d-degree polynomial. On the right-hand side, the first
term (k − 1)(d0 + 1) results from the (d0 + 1) continuity
constraints at each of the (k−1) inner knots, and the additional
1 DOF excludes the possibility that θ ≡ 0. Solving (16) yields
that k ≥ 1 + 1(d + 2)/(d − d0)2, which indeed holds for
k = k0 +1 as defined in (11), with equality when d0 = d−1.

Figure 1 demonstrates the minimum number k of pieces
needed for d ∈ [0; 2] and d0 ∈ [−1; d − 1] so that a 1-sparse
vector can be constructed in general position. The minimum
value of k in each scenario matches k0 +1 as defined in (11).

III. GENERAL-ORDER SPLINES WITH

SHAPE CONSTRAINT

As mentioned in (6) in the introduction, in contrast to the
phase transition in (4), the faster log log(16n) rate of esti-
mation becomes universal in the class Θ∗(0, k) that contains
all piecewise constant non-decreasing signals. This section
derives higher-order analogues of this result. We start with
the convexity constraint in the linear case in Section III-A,
and then generalize to higher-order splines in Section III-B.

A. Convex Piecewise Linear Regression

Convex regression is one of the central topics in shape
constrained regression; see, e.g., [28], [30], [31] for global
risk bounds and adaptation properties of the convex LSE.

We start by defining the function space of convex piecewise
linear functions:

F∗
n(1, k) ≡

{
f ∈ Fn(1, 0, k) : f has non-decreasing

slopes on [0, 1]
}
, (17)

and the space on the sequence level:

Θ∗
n(1, k) ≡

{
θ∗ ∈ Rn :θ∗i = f∗

( i

n

)

for some f∗ ∈ F∗
n(1, k)

}
, (18)

with the subscript n in Θ∗
n(1, k) suppressed in the sequel. The

following two results show that the convexity shape constraint
eliminates the phase transition in Θ(1, 0, k).

Proposition 8: Fix any θ0 ∈ Rn. Let θ̂∗ ≡ θ̂(Θ∗(1, k), Y )
be the LSE as defined in (5) under the experiment (1) with
truth θ0. Then, for any δ > 0, there exists some C = C(δ)
such that for any n ≥ n with some universal n and k ≥ 2,

Eθ0‖θ̂∗ − θ0‖2 ≤ (1 + δ) inf
θ∗∈Θ∗(1,k)

‖θ∗ − θ0‖2

+ Cσ2k log log(16n/k). (19)

Proposition 9: Under the experiment (1), there exists some
universal constant c such that for all n ≥ n with some
universal n and k ≥ 2,

inf
θ∗

sup
θ∗∈Θ∗(1,k)

Eθ∗‖θ̃∗ − θ∗‖2 ≥ cσ2k log log(16n/k),

where the infimum over θ̃∗ is taken over all measurable
functions of Y .

Proposition 8 follows from its more general version in The-
orem 11 ahead. The proof of Proposition 9 will be presented
in Appedix A-B.

Remark 10: The in-expectation version of Theorem 4.3
in [30] proved a similar oracle inequality for the convex LSE:

Eθ0‖θ̂(Θ∗, Y ) − θ0‖2

≤ inf
θ∗∈Θ∗

(
‖θ∗ − θ0‖2 + Ck(θ∗) log(en/k(θ∗))

)
(20)

for some universal constant C > 0, where Θ∗ ≡ Θ∗(1, n) is
the larger class of equispaced realizations of general convex
functions on [0, 1], and k(θ∗) is the number of linear pieces
of θ∗, i.e., k(θ∗) ≡

∑n
i=2 12θ∗i <θ∗i−1+θ

∗
i+1

. Note that Θ∗,
as opposed to Θ∗(1, k), is a closed convex cone in Rn.
The bounds (19) and (20) are complementary in nature: the
bound (20) exploits the convexity of Θ∗ to obtain a sharp
oracle inequality (in the sense of leading constant 1 before
infθ∗∈Θ∗ ‖θ∗ − θ0‖2), but only achieves a slower worst-
case k log(en/k) rate over the smaller class Θ∗(1, k); the
bound (19), or its adaptive version modified in a similar
way as (12), is minimax optimal over Θ∗(1, k) but loses
the sharp leading constant 1. We conjecture that the log(en)
rate in (20) for the convex LSE cannot be improved to
a log log(16n) rate, similar to the isotonic LSE that prov-
ably only achieves a log(en) rate for piecewise constant
signals, cf. [26, Proposition 2.1]. The main bottleneck to for-
mally proving such a result lies in the lack of an O(log(en))
lower bound for the Gaussian complexity width associated
with Θ∗ = Θ∗(1, n), which still remains an interesting open
problem in convex geometry.
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B. General-Order Spline Regression With Shape Constraint

Following [27], [28], we consider the class of d-monotone
splines defined as follows. Let

F∗
n(0, k)≡

{
f ∈Fn(0,−1, k) : f is non-decreasing on [0, 1]

}

be the 0-monotone class. Next, for any d ∈ Z+, define

F∗
n(d, k) ≡

{
f : [0, 1] → R : f(x) = (Id

r0,...,rd−1;0f◦)(x)

for some f◦ ∈ F∗
n(0, k) and real sequence {r"}d−1

"=0

}
.

Define the sequence version of the above space as

Θ∗
n(d, k) ≡

{
θ∗∈ Rn :θ∗i = f∗

( i

n

)
for

some f∗∈F∗
n(d, k)

}
, (21)

shorthanded as Θ∗(d, k). One can readily check that for d = 0,
Θ∗(0, k) is the class of k-piece isotonic signals studied in [26];
for d = 1, Θ∗(1, k) coincides with the convex piecewise linear
class in (18). Moreover, two facts follow immediately from
the above definitions: (i) For any d ≥ 1, f∗ ∈ F∗

n(d, k) ⊂
Cd−1([0, 1]) so that Θ∗(d, k) ⊂ Θ(d, d − 1, k) with the latter
defined in (10); (ii) For any d ≥ 1 and $ ∈ [1; d], it holds that
(f∗)(") ∈ F∗

n(d − $, k).
The following result, with Proposition 8 as a special case,

shows that d-monotonicity eliminates the phase transition in
the general spline space Θ(d, d − 1, k). Its proof is given in
Section VI.

Theorem 11: Fix any θ0 ∈ Rn. Let θ̂∗ ≡ θ̂(Θ∗(d, k), Y )
be the LSE as defined in (5) under the experiment (1) with
truth θ0. Then, for any δ > 0, there exists some C = C(d, δ)
such that for any n ≥ n with some n = n(d) and k ≥ 2,

Eθ0‖θ̂∗ − θ0‖2 ≤ (1 + δ) inf
θ∗∈Θ∗(d,k)

‖θ∗ − θ0‖2

+ Cσ2k log log(16n/k).

Moreover, there exists some c = c(d) such that for all n ≥ n
and k ≥ 2,

inf
θ∗

sup
θ∗∈Θ∗(d,k)

Eθ∗‖θ̃∗ − θ∗‖2 ≥ cσ2 log log(16n),

where the infimum over θ̃∗ is taken over all measurable
functions of Y .

Remark 12: The essential technical difficulties in proving
Theorem 11 and Proposition 9 over the oracle inequality
version of (6) (cf. Theorem 2.1 of [26]) rest in the additional
regularity of Θ∗(d, k) over Θ∗(0, k).
(i) For the upper bound, [26] made essential use of the

fact that θ̂(Θ∗(0, k)) is the sample average given the
estimated knots; cf. Lemma 5.1 therein. The analogous
property is, unfortunately, not true even for θ̂(Θ∗(1, k)).
Instead, we provide a completely different proof which is
based on a new parametrization for general-order splines
with shape constraint (cf. Lemma 23 ahead). We further
observe that this new proof technique, when applied to
the setting of [26], significantly simplifies their proof; see
Section VI-C for details.

(ii) For the lower bound in Proposition 9, the continuity
constraint in Θ∗(1, k) requires a much more delicate
construction of least favorable signals that achieves
the k log log(16n/k) rate, compared to Θ∗(0, k); see
Appendix A-B for more details. This lower bound con-
struction can actually be extended to yield the optimal
k log log(16n/k) rate over the quadratic class Θ∗(2, k),
but a general lower bound of the order k log log(16n/k)
is still lacking for higher-order d-monotone splines.

IV. A GENERALIZED LAW OF ITERATED LOGARITHM

In this section, we present a generalized law of iterated
logarithm (LIL) in expectation that underlies the log log(16n)
rates derived in Sections II and III. Recall that a centered
random variable X is said to be sub-Gaussian with parame-
ter τ , if there exists some K > 0 such that E exp(λX) ≤
K exp(λ2τ2/2) for any λ ∈ R.

Theorem 13: Fix positive integers d ≥ 1 and n ≥ 2.
Let {εi}n

i=1 be a sequence of independent and identically
distributed centered sub-Gaussian random variables with para-
meter 1. Let ψ : R+ → R+ be a strictly increasing continuous
function with inverse ψ−1. Let

Z ≡ max
1≤n1<n2≤n

∣∣ ∑
i∈(n1;n2]

(i − n1)dεi

∣∣

(n2 − n1)d(n2 ∧ (n − n1))1/2
.

Then, provided that
∫ ∞

1
e−c0(ψ

−1(t))2 dt < ∞ (22)

for some sufficiently small c0 = c0(d), there exist some C1 =
C1(ψ, d) > 0 and C2 = C2(d) > 0 such that

Eψ(Z) ≤ C1

[
ψ

(
(C2 log log(16n))1/2

)
∨ 1

]
.

Compared to the classical LIL for (partial) sums of i.i.d.
variables [43, Theorem 8.5.2], Theorem 13 does not provide an
almost sure limit but makes the following two generalizations:
(i) the independent summands are equipped with polynomial
weights of arbitrary degree; (ii) both ends of the sum n1

and n2 are allowed to change, which leads to the factor
(n2 −n1)d(n2 ∧ (n−n1))1/2 in the denominator of Z . These
generalizations are essential in the bounds of the complexity
widths in (9) (see the proof of Proposition 17 for details) and
potentially could find applications in other related problems
involving splines of general order.

The proof of the above theorem shares certain similarity
to the proof of the classical LIL; details can be found in
Appendix B. Here are some choices of ψ’s that will be relevant
in the proofs of results in Sections II and III.

Example 14: Let ψ(t) = tα where α > 0. Then ψ−1(t) =
t1/α, so clearly (22) holds.

Example 15: Let ψ(t) = ectα − 1 where α, c > 0. Then
ψ−1(t) =

(
log(1 + t)/c

)1/α
. So

∫ ∞

1
e−(c0/c2/α)(log(1+t))2/α

dt
{

< ∞, α ∈ (0, 2], c ∈ (0, c01α=2 + ∞1α∈(0,2)),
= ∞, otherwise.
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Note that a law of iterated logarithm in expectation fails in
general for the choice ψ(t) = ectα − 1 whenever α > 2,
as α = 2 corresponds to the maximal integrability of Gaussian
random variables.

V. PROOF OF THEOREM 1

Starting from this section, unless otherwise specified,
we will focus on the case σ2 = 1; the extension to an arbitrary
σ2 > 0 is straightforward and hence not recorded here. We will
also omit the proof for the k log(en/k) part of Theorem 1
as it follows essentially from the classical arguments in
[33], [34] by completely ignoring the regularity constraints.
For the rest of the section, we focus on illustrating the form
of k0 in (11) from the upper bound perspective and proving
the faster log log(16n) rate below the transition boundary.
Section V-A provides a proof outline with illustrative simple
cases discussed at first. Section V-B reduces the proof of
Theorem 1 to the bound of complexity width in Proposition 17.
The key ingredients to the proof of this proposition will be
presented in Sections V-C and V-D, followed by the main
proof in Section V-E.

A. Proof Outline

1) Piecewise Linear Case: We first consider the piecewise
linear case d = 1, d0 ∈ {−1, 0}, and assume θ0 = 0 in (1) for
simplicity of discussion. Here, the transition boundary in (11)
is k0 = 2 for d0 = −1 and k0 = 3 for d0 = 0, beyond which
the log log(16n) rate cannot be attained. We focus on the case
of k = 3 pieces and illustrate the difference between d0 = −1
and d0 = 0. To start, a standard reduction to complexity width
in Proposition 16 ahead yields that for some universal constant
C > 0,

Eθ0‖θ̂ − θ0‖2 − C‖θoracle − θ0‖2

≤ C · E sup
θ∈Θ(1,d0,3):‖θ‖≤1

(
ε · θ

)2 ≡ C · EZ2,

where θoracle is any oracle in Θ(1, d0, 3) such that
infθ∈Θ(1,d0,3)‖θ − θ0‖2 is achieved, and EZ2 is termed the
‘complexity width’ of Θ(1, d0, 3). To bound EZ2, we use
the following parametrization for any given f ∈ Fn(1, d0, 3)
with knots 0 = n0/n ≤ n1/n ≤ n2/n ≤ n3/n = 1: for
i ∈ {0, 1, 2},

f(x) = ai + bi(x − ni/n), x ∈
(

ni

n
,
ni+1

n

]
. (23)

Under the additional continuity constraint when d0 = 0, one
has

a1 = a0 + b0
n1 − n0

n
and a2 = a1 + b1

n2 − n1

n
. (24)

Under the parametrization (23), the supremum within the
complexity width can be bounded by

Z ≤ sup
θ∈Θ(1,d0,3):‖θ‖≤1

2∑

i=0

(
|ai|

∣∣∣∣
∑

j∈(ni;ni+1]

εj

∣∣∣∣

+
∣∣∣∣
bi

n

∣∣∣∣

∣∣∣∣
∑

j∈(ni;ni+1]

(j − ni)εj

∣∣∣∣

)
.

The magnitudes of {ai} and {bi} can be drastically different
for d0 = −1 and d0 = 0. We illustrate this on the middle
piece (n1; n2].

• (d0 = −1). The constraint 1 ≥ ‖θ‖ ≥ ‖θ‖(n1;n2] directly
yields the following estimates for a1 and b1 with some
universal C > 0:

|a1| ≤ C(n2 − n1)−1/2 and |b1/n| ≤ C(n2 − n1)−3/2.

(25)

Such estimates cannot be improved for, e.g., f(x) =
c(L−1/2 −nL−3/2(x− 1/2))1(1/2,1/2+L/n](x) for small
c > 0 and L ≥ 2.

• (d0 = 0). With the additional continuity constraint
in (24), refined estimates can be obtained:

|a1| ≤ Cn−1/2
2 and |b1/n| ≤ C(n2 ∧ (n − n1))−3/2.

(26)

These estimates only hold up to k = 3 pieces.
For k ≥ 4, the best possible estimates are of
type (25) by considering, e.g., f(x) = c

(
nL3/2

(
x −

(1/2 − L/n)
)
1(1/2−L/n,1/2](x) − nL3/2

(
x − (1/2 +

L/n)
)
1(1/2,L/n+1/2](x)

)
for small c > 0 and L ≥ 2.

The crucial difference here is that estimates of type (26) enable
a law of iterated logarithm (cf. Theorem 13) with EZ2 !
log log(16n), while those of (25) correspond to the maxima
of O(n) independent Gaussian random variables with EZ2 !
log(en).

2) General Case: Similar to the linear case discussed above,
the key step is to prove

E sup
θ∈Θ(d,d0,k0),‖θ‖≤1

(ε · θ)2 ≤ C log log(16n), (27)

and we need to obtain estimates of type (26). For simplicity,
we consider the smoothest case d0 = d−1 so that k0 = d+2.

Fix a degree d, and any f ∈ Fn(d, d− 1, d + 2) along with
the corresponding θ ∈ Θ(d, d − 1, d + 2) of unit norm and
knots 0 = n0 ≤ n1 ≤ . . . ≤ nd+2 = n. We use the following
parametrization of f :

f(x) =
d+1∑

"=1

ai
"

(
x − ni

n

)"−1

, x ∈
(

ni

n
,
ni+1

n

]
, (28)

and focus on a generic piece (ni; ni+1] at the sequence
level. Here the superscript i represents ‘the (i + 1)-th piece
(ni; ni+1]’ and the subscript $ represents ‘the $-th coeffi-
cient’ in the polynomial. We aim at obtaining the following
estimates: for all $ ∈ [1; d + 1],

1 ≥ c · (ai
")

2((ni+1 − ni)/n)2("−1)(ni+1 ∧ (n − ni)), (29)

with some c = c(d). Once these estimates are obtained, one
can immediately apply Theorem 13 to obtain a log log(16n)
bound on the complexity width on (ni; ni+1].

In (29), the (d − 1)-th order differentiability at each inner
knot naturally divides the coefficients into two groups, the
‘shared coefficients’ {ai

"}"∈[1;d] and the ‘nuisance coefficient’
ai

d+1. This suggests the following two-step proof strategy:
(i) First, we show that the estimate for the second group,

ai
d+1, follows from that of the first group; cf. Lemma 21

ahead.
(ii) Second, we obtain estimates in (29) for $ ∈ [1; d] with

the choice k0 = d + 2; cf. Lemma 22 ahead.
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In the proof below, we will see clearly why k0 = d + 2 is
the maximal number of pieces where the estimates in (29) are
achievable. At a high level, the coefficient estimates {ai

·} on
the piece (ni; ni+1] necessarily depend on coefficient estimates
at locations to the both sides of i. The passage of such
information, for example from the rightmost knot, is precisely
characterized in Lemma 19 ahead through a set of quadratic
forms, which are obtained via ‘iterative cancellation’ to be
detailed in Section V-C. The transition boundary k0 is then
determined via ‘counting of quadratic forms’ (cf. (37) in the
main proof ahead) that mirrors the DOF calculation in (16),
thereby unifying the heuristics in the upper and lower bounds.

B. Reduction to Complexity Width

We first introduce some notation. For any fixed θ0 ∈ Rn,
let θoracle ≡ θoracle(θ0) ∈ Θ(d, d0, k) be an oracle such that
infθ∈Θ(d,d0,k)‖θ − θ0‖ is achieved, with knots 0 = n0 ≤
n1 ≤ . . . ≤ nk = n. For each θ ∈ Rn, define θ[j] as
the sub-vector (θi)i∈(nj ;nj+1] and vj(θ) ≡ vj(θ; θoracle) ≡
(θ − θoracle)[j]/‖(θ − θoracle)[j]‖.

The following result is a standard reduction principle for
the LSE tailored to the class of splines. Its proof can be found
in Appendix C.

Proposition 16: Fix any θ0 ∈ Rn. Let θ̂ ≡
θ̂(Θ(d, d0, k), Y ) be the LSE as defined in (5) under
the experiment (1) with truth θ0. Then, for any δ > 0, there
exists some C = C(δ) > 0 such that

Eθ0‖θ̂ − θ0‖2 ≤ (1 + δ)‖θoracle − θ0‖2

+ C · E sup
θ∈Θ(d,d0,k)

k−1∑

j=0

(
ε[j] · vj(θ)

)2
.

Now, note that each vj(θ) is also a spline with unit norm
and the same parameters (d, d0, k) (rigorously speaking, the
two end pieces of vj(θ) may have length smaller than d + 1,
but these pieces are negligible since there are at most 2k of
them and each only contributes a constant (up to d) factor to
the complexity width). Therefore, in view of Proposition 16,
the log log(16n) part of Theorem 1 for k ≤ k0 is immediately
implied by the following result by noticing that Θ(d, d0, k) ⊂
Θ(d, d0, k0) for all k ≤ k0.

Proposition 17: There exists some C = C(d) such that

E sup
θ∈Θ(d,d0,k0),‖θ‖≤1

(ε · θ)2 ≤ C log log(16n).

The following two subsections present the main ingredients to
the proof of Proposition 17, whose details will be presented
in Section V-E.

C. Groundwork

Fix any f ∈ Fn(d, d0, k0) with knots 0 = n0/n ≤
n1/n ≤ . . . ≤ nk0/n = 1 and recall the parametrization (28).
Due to the regularity constraints, similar relations as the linear
equations of the type (24) exist between adjacent knots. We use
the notation Coef[ai

p; ai−1
q ] to denote the coefficient of ai−1

q

in the linear equation of ai
p, i.e., ai

p =
∑

q Coef[ai
p; ai−1

q ]ai−1
q .

The following lemma makes explicit this dependence. Its proof

and proofs for other lemmas in this subsection are contained
in Appendix C. We write

ni;j ≡ (ni − nj)/n. (30)

Lemma 18: For any i ∈ [1; k0 − 1], p ∈ [1; d0 + 1], and
q ∈ [1; d + 1],

Coef[ai
p; a

i−1
q ] =

(
q − 1
p − 1

)
nq−p

i;i−11q≥p.

The next Lemma 19 provides, as described in the proof
outline in Section V-A.2, the exact forms of the quadratic
forms obtained by ‘iterative cancellation’ from right. These
quadratic forms lay the foundation for coefficient estimates of
type (29). For the rest of this section, we reserve the notation
s for the number of ‘iterative cancellation’ performed.

Before stating the general formulation in Lemma 19, we first
present the illustrative case of cubic spline (d = 3, k0 = 5)
in the sequence space with unit norm. We detail below the
starting point (s = 0) and the first two steps of cancellation
(s ∈ {1, 2}). Following the proof outline in Section V-A.2,
we separate the quadratic forms that only involve the ‘shared
coefficients’ {ai

"}"∈[1;3] and those that also involve the ‘nui-
sance coefficient’ ai

4.
• (s = 0). The $2 constraint on (n4; n5] for the signal

(‖θ‖(n4;n5] ≤ ‖θ‖ = 1) provides control on the following
4 quadratic forms of length 1:

1 ≥c ·
[{

(n − n4)(a4
1)

2 +
(n − n4)3

n2
(a4

2)
2 +

}

(n − n4)5

n4
(a4

3)
2 +

(n − n4)7

n6
(a4

4)
2

]
.

• (s = 1). For the first cancellation, we have, by Lemma 18,




a4
1

a4
2

a4
3



 =




1 n4;3 n2

4;3 n3
4;3

0 1 2n4;3 3n2
4;3

0 0 1 3n4;3









a3
1

a3
2

a3
3

a3
4



 .

(31)

The identity (31) enables us to first find a linear combi-
nation of (a4

2, a
4
3) to cancel a3

4, and then to find another
linear combination of (a4

1, a
4
2, a

4
3) to cancel both a3

3

and a3
4. These, along with direct expansion of the term

(a4
3)2(n− n4)5/n4 using (31), leave us with 3 quadratic

forms of length 2:

1 ≥c ·
[{

(n − n4)
(
3a3

1 + n4;3a
3
2

)2

+
(n − n4)3

n2

(
a3
2 + n4;3a

3
3

)2
}

+
(n − n4)5

n4

(
a3
3 + 3n4;3a

3
4

)2
]
.

• (s = 2). For the second cancellation, we have,
by Lemma 18 again,




a3
1

a3
2

a3
3



 =




1 n3;2 n2

3;2 n3
3;2

0 1 2n3;2 3n2
3;2

0 0 1 3n3;2









a2
1

a2
2

a2
3

a2
4



 .
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Then, finding a linear combination of (a3
1, a

3
2, a

3
3) to can-

cel a2
4 and directly expanding

(
a3
2+n4;3a3

3

)2(n−n4)3/n2,
we obtain 2 quadratic forms of length 3:

1 ≥ c ·
[
(n − n4)

·
(

3a2
1 + (2n3;2 + n4;3)a2

2 + (n2
3;2 + n3;2n4;3)a2

3

)2

+
(n − n4)3

n2

·
(

a2
2 + (2n3;2 + n4;3)a2

3 + (3n2
3;2 + 3n3;2n4;3)a2

4

)2]
.

To state the above cancellation scheme for general d and d0,
some further notation is introduced. Fix d, d0, and the result-
ing k0 as defined in (11). Define the sequence {βs

j}, s ∈
[0; )(d0 + 1)/(d − d0)*] recursively as follows. Let β

s
0 ≡ 1,

β
s
j ≡

j∑

"=0

(
s(d − d0) − $

j − $

)
nj−"

k0−s;k0−1−sβ
s−1
" (32)

for j ∈ [1; s(d − d0)], and β
s
j ≡ 0 for j > s(d − d0). Further

define, for every i ∈ [1; (s+1)d0−sd+1] and j ∈ [0; s(d−d0)],

D(i, 0) ≡ 1, D(i, j) ≡ .(i; j)
.(d + 1 − i; j)

for j ≥ 1.

Lastly, let β
s
i,j ≡ D(i, j)βs

j .
We work under the extra condition that

n1;0 ∧ nk0;k0−1 ≥ max{n2;1, . . . , nk0−1;k0−2}. (33)

We remark that condition (33) is made merely for presenta-
tional simplicity; see the comments after Lemma 22 ahead for
detailed discussion of this condition.

Lemma 19: Suppose (33) holds. Fix d, d0, and k0 as defined
in (11), and any θ ∈ Θ(d, d0, k0) such that ‖θ‖ ≤ 1.
Then, there exists some c = c(d) such that, for any s ∈
[0; )(d0 + 1)/(d − d0)*],

1 ≥ c

{ (s+1)d0−sd+1∑

i=1

+
sd0−(s−1)d+1∑

i=(s+1)d0−sd+2

}

(n − nk0−1)2i−1

n2(i−1)

( s(d−d0)∑

j=0

β
s
i,ja

k0−1−s
i+j

)2

. (34)

Remark 20: Several remarks for the quadratic forms above
are in order.
(i) The quadratic forms in (34) are obtained via iterative

cancellation from knot nk0−1.
(ii) In a generic β

s
i,j , the superscript s marks the counts

of cancellations already performed, i indicates the
i-th quadratic form, and j indicates the coefficient for
the j-th component in this quadratic form.

(iii) In (34), we intentionally separate the indices i ∈ [1; (s +
1)d0−sd+1] and i ∈ [(s+1)d0−sd+2; sd0−(s−1)d+1]
since the first set of quadratic forms only involves the
‘shared coefficients’ a·

j with j ∈ [1; d0 + 1].
(iv) Every time s grows by 1, the first summand of (34) has

(d−d0) fewer quadratic forms with each one comprising
of (d − d0) more components.

D. Key Estimates

Recall the coefficient sequence {ai
"}i∈[0;k0−1],"∈[1;d+1]

defined in (28). As described in Section V-A, we aim to obtain
sharp estimates of type (29). For any a, b ∈ [1; n], define

M(a, b) ≡ (a ∧ (n − b))1/2.

The first result below reduces the task of obtaining (29) for
all the coefficients down to estimating only the ‘shared coeffi-
cients’ {a·

"}"∈[1;d0+1], from which the estimates for ‘nuisance
coefficients’ {a·

"}"∈[d0+2;d+1] can be derived. Its proof can be
found in Appendix C.

Lemma 21: Fix any i ∈ [1; k0 − 2]. Suppose there exists
some c = c(d) such that for every $ ∈ [1; d0 + 1], it holds
that 1 ≥ c(ai

")2n
2("−1)
i+1,i M2(ni+1, ni). Then, there exists some

c′ = c′(d) such that

1 ≥ c′(ai
")

2n2("−1)
i+1,i M2(ni+1, ni)

for every $ ∈ [d0 + 2; d + 1].
Following the preceding lemma, the next result, which

builds on the groundwork derived in Lemma 19, makes
use of an inductive argument to derive sharp estimates of
the type (29) for {ai+1

" }"∈[1;d0+1] on a fixed target piece
(ni+1; ni+2]. To make the notation more accessible, we present
here the special case d0 = d − 1 (so that k0 = d + 2) and
defer the case of general d0 to Appendix C-E.

Lemma 22: Suppose d0 = d − 1 and (33) holds. Fix i ∈
[0; d−1]. For some c = c(d), the following estimates hold for
all locations 1 ≤ j ≤ i + 1:

1 ≥ c max
1≤"≤d

{
(aj
")

2 · n2{(d−i)∧("−1)}
i+2;j ·

( (d−j+2)∧"∏

k=d−i+2

n2
d+3−k;j

)

· n2("−(d−j+2))+
j+1;j · M2(nj+1, nj)

}
.

Here
∏k2

k=k1
≡ 1 for k2 < k1. In particular, for j = i + 1:

1 ≥ c max
1≤"≤d

{
(ai+1
" )2 · n2("−1)

i+2;i+1 · M2(ni+2, ni+1)
}

. (35)

The proof of the above lemma is presented in the next
subsection. We emphasize that the condition (33) is made only
for presentational simplicity, as we explain below. If it does
not hold, we can adopt the following partition of the pieces
{(n0; n1], . . . , (nd+1; nd+2]} via general length constraints.
Fix a target piece (ni+1; ni+2] with i ∈ [0; d − 1].
S1. First locate among all pieces the longest one denoted as

(ni∗1 ; ni∗1+1] with i∗1 ∈ [0; d+1]. If this is the target piece,
then we can directly apply Lemma 27 in Appendix E to
this piece to obtain the desired estimates in (35).

S2. If not, assume without loss of generality that the tar-
get piece is to the left of this longest piece, i.e., i +
1 < i∗1. Then, we can locate the longest piece
among {(n0; n1], . . . , (ni∗1−1; ni∗1 ]}, which we denote as
(ni∗2

; ni∗2+1] with i∗2 ∈ [0; i∗1 − 1]. If the target piece
is among {(ni∗2 ; ni∗2+1], . . . , (ni∗1−1; ni∗1 ]}, we can then
make the following two modifications of Lemmas 19
and 22: (i) choose location ni∗1

(instead of the current
nd+1) as the starting point for the cancellation of the

Authorized licensed use limited to: Rutgers University. Downloaded on June 17,2022 at 21:29:51 UTC from IEEE Xplore.  Restrictions apply. 



4052 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 68, NO. 6, JUNE 2022

quadratic forms; (ii) choose location i∗2+1 (instead of the
current location 1) as the starting point for the induction
in Lemma 22. These two modifications will yield the
desired estimates for {ai+1

" } in (35).
S3. If this is not the case, i.e., (ni+1; ni+2] ∈

{(n1; n2], . . . , (ni∗2−1; ni∗2
]}, we can then iterate S2

with i∗2 in place of i∗1. This partitioning will terminate in
a finite number of steps.

Condition (33) (with n1;0 ≤ nd+2;d+1), along with the current
versions of Lemmas 19 and 22, correspond to the above
partitioning scheme with an early stop at S2 with i∗1 = d + 1
and i∗2 = 0. On the other hand, condition (33) represents
the most difficult case in the sense that the maximal gap
i∗1 − i∗2 = d + 1 activates the condition k ≤ k0 = d + 2
as seen in (37) in the proof ahead.

E. Main Proof

The main step in the proof of Proposition 17 is the set
of coefficient estimates in Lemma 22, with its more general
version stated in Appendix C-E. We present the proof of this
lemma in the special case d0 = d−1; the proof for the general
case is completely analogous.

Proof of Lemma 22: Let

Q2
j($) = n2{(d−i)∧("−1)}

i+2;j ·
( (d−j+2)∧"∏

k=d−i+2

n2
d+3−k;j

)

· n2("−(d−j+2))+
j+1;j .

For the rest of the proof, empty
∏

is to be understood as 1 and
empty

∨
is to be understood as 0. We will prove (a slightly

stronger version with M(n1, n0) instead of M(nj+1, nj))

1 " max
1≤"≤d

{
(aj
")

2Q2
j($)

}
· M2(n1, n0) (36)

by induction on j ∈ [1; i+1]. The baseline case j = 1 clearly
holds by the condition (33) and application of Lemma 27 to
the piece (n0; n1]. Now, suppose the induction holds up to
some location j ∈ [1; i], and we will prove the iteration at
location j + 1.

(Part I). We deal with {aj+1
" }d−j+1

"=1 in this part. For
this, we first obtain estimates for aj

d+1 and then use triangle
inequality. Applying Lemma 19 with d0 = d−1 and s = d−j,
the j-th term in the first summand therein yields that

1 " (n − nd+1)2j−1

n2(j−1)

( d−j∑

"=0

β
d−j
j," aj+1

j+"

)2

=
(n − nd+1)2j−1

n2(j−1)

( d−j∑

"=0

β
d−j
j,"

d−j+1∑

k="

(
k + j − 1
$+ j − 1

)
nk−"

j+1;ja
j
k+j

)2

≡ (n − nd+1)2j−1

n2(j−1)

( d−j+1∑

k=0

γ̄d−j+1
j,k aj

k+j

)2

,

where we used Lemma 18 and γ̄d−j+1
j,k ≡

∑(d−j)∧k
q=0 β

d−j
j,q

(
k+j−1
q+j−1

)
nk−q

j+1;j . Note that for a generic
number of k pieces, when j = 1, we need to take d0 = d−1

and s = (k − 1)-(j + 1) = k − 3 in Lemma 19, in which case
the first summand is non-void if and only if

d−s = d−k + 3 ≥ 1 ⇐⇒ k ≤ d + 2. (37)

This explains the transition boundary k0 = d + 2 as in (11).
Combining the above estimate with the estimates for

{aj
k}d

k=j from the induction assumption, and using Lemma 28
to cancel everything but aj

d+1, we have

1 " (n − nd+1)2j−1

n2(j−1)

( d−j+1∑

k=0

γ̄d−j+1
j,k aj

k+j

)2

+
d∑

k=j

[
(aj

k)2 · Q2
j(k) · M2(n1, n0)

]

"
(
aj

d+1

)2
{ (n − nd+1)2j−1(γ̄d−j+1

j,d−j+1)
2

n2(j−1)
∧

d∧

k=j

[
Q2

j(k)M2(n1, n0)
(γ̄d−j+1

j,d−j+1)
2

(γ̄d−j+1
j,k−j )2

]}

≡
(
aj

d+1

)2
{

Aj ∧
d∧

k=j

Bj,k

}
.

As Aj/(γ̄d−j+1
j,d−j+1)

2 = n2(j−1)
d+2;d+1(n − nd+1) "

Bj,j/(γ̄d−j+1
j,d−j+1)

2 by the assumption that the two end
pieces are longer than any middle pieces, we only need
to bound from below ∧d

k=jBj,k. By definition of γ̄··,· and
non-negativity of β

·
·,·, for any j ≤ k ≤ d,

(γ̄d−j+1
j,d−j+1)

2

(γ̄d−j+1
j,k−j )2

'
( ∑d−j

q=0 β
d−j
j,q n(d−j+1)−q

j+1;j

)2

( ∑k−j
q=0 β

d−j
j,q nk−j−q

j+1;j

)2

(by definition)

'
d−k∨

p=0

∨k−j
q=0(βd−j

j,p+q)2n
2{(d−j+1)-(p+q)}
j+1;j

∨k−j
q=0(β

d−j
j,q )2n2(k−j−q)

j+1;j

(by rearranging the numerator)

≥
d−k∨

p=0

{
n2(d−k+1−p)

j+1;j

k−j∧

q=0

(
β

d−j
j,p+q

β
d−j
j,q

)2}

(by Lemma 28)

"
d−k∨

p=0

{
n2(d−k+1−p)

j+1;j

k−j∧

q=0

p+q∏

r=1+q

n2
d+2−r;j+1

}

(by Lemma 33)

=
d−k∨

p=0

{
n2(d−k+1−p)

j+1;j

p+k−j∏

r=1+k−j

n2
d+2−r;j+1

}

(minimum at q = k − j).

Hence

1 " (aj
d+1)

2

[ d∧

k=j

Q2
j(k)

·
d−k∨

p=0

{
n2(d−k+1−p)

j+1;j

p+k−j∏

r=1+k−j

n2
d+2−r;j+1

}]
M2(n1, n0).
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This implies that for 1 ≤ $ ≤ d, by taking p = ($−k)+ above
and Lemma 18,

M(n1, n0)|aj+1
" |! M(n1, n0)

[
d
k="n

k−"
j+1;j |a

j
k|+nd+1−"

j+1;j |aj
d+1|

]

!
d∑

k="

nk−"
j+1;jQ

−1
j (k)

+
d∨

k=j

{
Q−1

j (k)nk−"+("−k)+
j+1;j

("−k)+∏

r=1

n−1
d+2+j−k−r;j+1

}

=
d∑

k="

nk−"
j+1;jQ

−1
j (k)

+
∨

j≤k<"∨j

{
Q−1

j (k)
"∨j−k∏

r=1

n−1
d+2+j−k−r;j+1

}

+
∨

"∨j≤k≤d

{
Q−1

j (k)nk−"
j+1;j

}
.

Using that k 6→ nk−"
j+1;jQ

−1
j (k) is non-increasing, the first and

third terms in the above display are on the same order as
Q−1

j ($) + Q−1
j ($ ∨ j)n"∨j−"

j+1;j ' Q−1
j ($). Hence we only need

to verify for all 1 ≤ $ ≤ d − j + 1, 1 ≤ j ≤ i,

Qj,1($) + Qj,2($) ≡ Q−1
j ($)

+
∨

j≤k<"∨j

{
Q−1

j (k)
"∨j−k∏

r=1

n−1
d+2+j−k−r;j+1

}
! Q−1

j+1($).

(38)

(Case 1). If 1 ≤ $ ≤ d − i + 1, Q−1
j ($) = n−("−1)

i+2;j and
Q−1

j ($) = n−("−1)
i+2;j+1, so:

• (first term) Qj,1($) = n−("−1)
i+2;j ≤ n−("−1)

i+2;j+1 = Q−1
j+1($).

• (second term) without loss of generality we assume $ > j
(otherwise this term does not exist):

Qj,2($) =
∨

j≤k<"

{
n−(k−1)

i+2;j

"−k∏

r=1

n−1
d+2+j−k−r;j+1

}

≤
∨

j≤k<"

{
n−(k−1)

i+2;j n−("−k)
d+2+j−";j+1

}

≤
∨

j≤k<"

{
n−(k−1)

i+2;j+1n
−("−k)
i+2;j+1

}

= n−("−1)
i+2;j+1 = Q−1

j+1($),

where the first equality follows since k < $ ≤ d − i + 1
so that Q−1

j (k) = n−(k−1)
i+2;j , and the second inequality

follows by noting that $ ≤ d−i+1 implies d+2+j−$ ≥
i + 2.

(Case 2). If d − i + 2 ≤ $ ≤ d − j + 1,
Q−1

j ($) = n−(d−i)
i+2;j

∏"
s=d−i+2 n−1

d+3−s;j and Q−1
j+1($) =

n−(d−i)
i+2;j+1

∏"
s=d−i+2 n−1

d+3−s;j+1, so:
• (first term) similarly as above,

Qj,1($) = n−(d−i)
i+2;j

"∏

s=d−i+2

n−1
d+3−s;j

≤ n−(d−i)
i+2;j+1

"∏

s=d−i+2

n−1
d+3−s;j+1 = Q−1

j+1($).

• (second term) similarly as above we assume $ > j, then

Qj,2($)

=
∨

j≤k<"

{
n−(d−i)

i+2;j

k∏

s=d−i+2

n−1
d+3−s;j

"−k∏

r=1

n−1
d+2+j−k−r;j+1

}

≤ n−(d−i)
i+2;j+1

∨

j≤k<"

{ i+1∏

u=d+3−k

n−1
u;j+1

d+1+j−k∏

u=d+2+j−"
n−1

u;j+1

}
.

Note that
∏d+1+j−k

u=d+2+j−" n−1
u;j+1 ≤

∏d+1+j−k−(j−1)
u=d+2+j−"−(j−1)

n−1
u;j+1 =

∏d+2−k
u=d+3−" n−1

u;j+1, where the inequality fol-
lows by j ≥ 1 and $ ≤ d − j + 1, so the above display
can be further bounded by

Qj,2($) ≤ n−(d−i)
i+2;j+1

i+1∏

u=d+3−"
n−1

u;j+1 = Q−1
j+1($).

Hence (38) is verified and we have finished the proof for Part I.
(Part II). We deal with {aj+1

" }d
"=d−j+2 in this step. Apply-

ing Lemma 19 with d0 = d−1 and s = d− j, the last (j−1)
terms in the first summand therein take the form

1 " (n − nd+1)3

n2

(
β

d−j
2,0 aj+1

2 + . . . + β
d−j
2,d−ja

j+1
d−j+2

)2

(R.2)

+
(n − nd+1)5

n4

(
β

d−j
3,0 aj+1

3 + . . . + β
d−j
3,d−ja

j+1
d−j+3

)2
(R.3)

. . .

+
(n − nd+1)2j−1

n2(j−1)

(
β

d−j
j,0 aj+1

j + . . . + β
d−j
j,d−ja

j+1
d

)2
.

(R.j)

Combining (R.2) with the estimates for {aj+1
" }d−j+1

"=2 obtained
in Part I, and using Lemma 29 iteratively to cancel everything
but aj+1

d−j+2, we obtain

1 " (n − nd+1)3

n2

( d−j∑

k=0

β
d−j
2,k aj+1

k+2

)2

+
d−j+1∑

k=2

[
(aj+1

k )2 · Q2
j+1(k) · M2(n1, n0)

]

"
(
aj+1

d−j+2

)2
{ (n − nd+1)3(β̄d−j

2,d−j)
2

n2
∧

d−j+1∧

k=2

[
Q2

j+1(k)M2(n1, n0)
(β̄d−j

2,d−j)
2

(β̄d−j
2,k−2)2

]}

≡
(
aj+1

d−j+2

)2
{

A(2)
j ∧

d−j+1∧

k=2

B(2)
j,k

}
.

Similar to Part I, we only need to get a lower bound for∧d−j+1
k=2 B(2)

j,k . As (β̄d−j
2,d−j)

2/(β̄d−j
2,k−2)

2 " ∏d−j
r=k−1 n2

d+2−r;j+1
by Lemma 33, it follows that

1 "
(
aj+1

d−j+2

)2
d−j+1∧

k=2

[
Q2

j+1(k)
d−j∏

r=k−1

n2
d+2−r;j+1

]
M2(n1, n0).
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As k 6→ Q2
j+1(k)

∏d−j
r=k−1 n2

d+2−r;j+1 = Q2
j+1(d − j +

1)n2
d+3−k;j+1 is non-increasing on k ∈ [2; d − j + 1], the

minimum is taken at k = d− j +1 in the above display. Since
Q2

j+1(d − j + 1)n2
j+2;j+1 = Q2

j+1(d − j + 2), we arrive at

1 "
(
aj+1

d−j+2

)2
Q2

j+1(d − j + 2)M2(n1, n0),

which is the desired estimate for aj+1
d−j+2. Now iterate along

(R.3)-(R.j) to complete the proof for Part II. This completes
the proof. #

Proof of Proposition 17: We shorthand Θ(d, d0, k0) as Θ,
and the sample points will be indexed using ι. For any θ ∈ Θ,
let {nj}k0

j=0 be its knots: 0 = n0 ≤ n1 ≤ . . . ≤ nk0 = n. The
overall complexity width can then be bounded piece by piece:

E sup
θ∈Θ

(ε · θ)2 = E sup
θ∈Θ

( k0∑

i=1

(ε · θ)(ni−1;ni]

)2

≤ C
k0∑

i=1

E sup
θ∈Θ

(ε · θ)2(ni−1;ni].

We will prove that each summand in the above display can be
bounded by a constant multiple of log log(16n).

We start with the first piece (n0; n1]. Let f ∈ Fn(d, d0, k)
be a generating spline of θ, i.e., θι = f(ι/n) for ι ∈ [1; n].
For this piece, we use the following parametrization of f(·)
slightly different from (28): for any x ∈ (0, n1/n],

f(x)=
d0+1∑

"=1

ã1
"

(
x−n1

n

)"−1

+
d+1∑

"=d0+2

a0
"

(
x−n1

n

)"−1

. (39)

Then, the complexity width in question can be written as

(ε · θ)(n0;n1] =
d0+1∑

"=1

∑

ι∈(n0;n1]

ã1
"

(
ι− n1

n

)"−1

ει

+
d+1∑

"=d0+2

∑

ι∈(n0;n1]

a0
"

(
ι− n1

n

)"−1

ει.

Applying Lemma 27 to the piece (n0; n1], we have

d0+1∑

"=1

(ã1
" )

2 n2"−1
1

n2("−1)
+

d+1∑

"=d0+2

(a0
" )

2 n2"−1
1

n2("−1)
! 1. (40)

Thus the complexity width over the first piece (n0; n1] can be
bounded by

E sup
θ∈Θ

(ε · θ)2(n0;n1]

!
d0+1∑

"=1

E sup
1≤n1≤n

sup
(a1

")2
n2"−1
1

n2("−1) ≤1

(ã1
" )

2

n2("−1)

( ∑

ι∈(n0;n1]

(ι− n1)"−1ει

)2

+
d+1∑

"=d0+2

E sup
1≤n1≤n

sup
(a0

" )2
n2"−1
1

n2("−1) ≤1

(a0
")2

n2("−1)

( ∑

ι∈(n0;n1]

(ι − n1)"−1ει

)2

≤ C log log(16n),

where the second inequality is due to Theorem 13 with
ψ(x) = x2 therein. The complexity width over the last piece
(nk0−1; nk0 ] can be handled similarly.

Starting from the second until the second last piece, we use
the parametrization (28) on the piece (ni+1; ni+2], yielding

(ε · θ)(ni+1;ni+2] =
d+1∑

"=1

∑

ι∈(ni+1;ni+2]

ai+1
"

(
ι− ni+1

n

)"−1

ει.

Thus the complexity width in question can be bounded by

E sup
θ∈Θ

(ε · θ)2(ni+1;ni+2]

!
d+1∑

"=1

E sup
θ∈Θ

(ai+1
" )2

n2("−1)

( ∑

ι∈(ni+1;ni+2]

(ι− ni+1)"−1ει

)2

!
d+1∑

"=1

E sup
ni+1<ni+2,

(ai+1
" )2n

2("−1)
i+2;i+1M2(ni+2,ni+1)≤1

(ai+1
" )2

n2("−1)

( ∑

ι∈(ni+1;ni+2]

(ι− ni+1)"−1ει

)2

≤ C log log(16n),

where the second inequality is by plugging in the estimates
ai+1
" , $ ∈ [1; d + 1] from Lemma 25 (the general version

of Lemma 22 with general d0 ∈ [−1; d − 1]), and the third
inequality is by applying Theorem 13 with ψ(x) = x2 therein.
The proof is thus complete. #

VI. PROOF OF THEOREM 11, UPPER BOUND

A. Proof Outline

For expository purpose, we focus on the convex linear
case Θ∗(1, k) with truth θ0 = 0 in (1). Using the reduction
Proposition 16, the key ingredient is to show

E sup
θ∗∈Θ∗(1,k):‖θ∗‖≤1

(
ε · θ∗

)2 ≤ C log log(16n). (41)

To control the complexity width, we may parametrize any
θ∗ ∈ Θ∗(1, k) by

θ∗i = c0 +
j∗∑

j=1

aj

(
nj − i

n

)

+

+
k−1∑

j=j∗

bj

(
i − nj

n

)

+

, (42)

where
• j∗ is the index of the knot where the slope of the

underlying convex function f∗ crosses zero if it does,
and is otherwise set to be k;

• {aj} and {bj} are two non-negative real sequences para-
metrizing the change of slope, in the two regions where
f∗ has negative and positive slopes, respectively.

With the parametrization (42), proving (41) then reduces
to obtaining sharp estimates for {aj}, {bj}, and c0. These
estimates are obtained in rather different ways:

• For the coefficients {aj}, {bj}, the non-negativity prop-
erty turns out to be the key in obtaining sharp esti-
mates for their magnitudes. Combined with the LIL (cf.
Theorem 13), these coefficients contribute the desired
log log(16n) factor to the complexity width (41).

Authorized licensed use limited to: Rutgers University. Downloaded on June 17,2022 at 21:29:51 UTC from IEEE Xplore.  Restrictions apply. 



SHEN et al.: ON PHASE TRANSITION IN GENERAL ORDER SPLINE REGRESSION 4055

• For the coefficient c0, an a priori estimate |c0| ≤ C/
√

n
is obtained (cf. Lemma 24) under the assumed (convexity)
shape constraint and the $2 constraint on the signal. This
means that the coefficient c0 only contributes a constant
factor to the complexity width (41).

It should be noted that for the larger class Θ(1, 0, k) without
the convexity shape constraint, a parametrization in the form
of (42) still holds but without the non-negativity constraint
on {aj}, {bj}. The lack of such sign constraints unfortunately
makes this representation not quite useful in obtaining LIL
for Θ(1, 0, 3), so a different representation (cf. (23)) and a
different proof strategy (cf. Section V-A) are adopted for
Θ(1, 0, 3).

B. Groundwork

The first result establishes a canonical parametrization for
general-order d-monotone splines. By definition, the polyno-
mial coefficient of the highest order for a d-monotone spline is
increasing and thus crosses zero at most once. In the following
parametrization, we choose this cross point as the pivot.

Lemma 23: For any f∗ ∈ F∗
n(d, k), there exists some

integer j∗ ∈ [0; k] and real sequences {aj}j∗

j=1, {bj}k−1
j=j∗ , and

{c"}d−1
"=0 such that aj(−1)d+1 ≥ 0, bj ≥ 0, and

f∗(x) =
j∗∑

j=1

aj

(nj

n
− x

)d

+
+

k−1∑

j=j∗

bj

(
x − nj

n

)d

+
+

d−1∑

"=0

c"
$!

x"

(43)

for x ∈ (0, 1], where {nj/n}k
j=0 are the knots of f∗. On the

sequence level, we have for every θ∗ ∈ Θ∗(d, k):

θ∗i =
j∗∑

j=1

aj

(
nj−i

n

)d

+

+
k−1∑

j=j∗

bj

(
i − nj

n

)d

+

+
d−1∑

"=0

c"
$!

(i/n)".

(44)

The next result generalizes the bound |c0| ≤ C/
√

n
in the previous proof outline, indicating that all lower-
order polynomial coefficients of a d-monotone spline can be
well-controlled.

Lemma 24: For any θ∗ ∈ Θ∗(d, k) with ‖θ∗‖2 ≤ 1, there
exists some C = C(d) such that, in its canonical form (44),
|c"| ≤ C/

√
n for every $ ∈ [0; d − 1].

The proof of the above lemmas can be found in Appendix D.

C. Main Proof

Proof of Theorem 11 (Upper Bound): Throughout the
proof, we will shorthand Θ∗(d, k) as Θ∗. We start with a slight
modification of the reduction principle in Proposition 16.

Let L0 ≡ n/k be an integer without loss of generality.
Let θ∗oracle be an oracle in Θ∗ that achieves the infimum. Let
nj ≡ nj(θ∗oracle), 0 ≤ j ≤ k be the knots of θ∗oracle: 0 =
n0 ≤ n1 ≤ . . . ≤ nk = n. For each j ∈ [0; k − 1], let mj ≡
mj(θ∗oracle) ≡ 1(nj+1 − nj)/L02, nj,p ≡ nj,p(θ∗oracle) ≡ nj +
p · L0 for p ∈ [0; mj − 1] so that nj,0 = nj and nj,mj ≡
nj,mj (θ∗oracle) ≡ nj+1. Lastly, for any θ∗ ∈ Θ∗, let sj,p ≡
sj,p(θ∗, θ∗oracle) be the number of knots of θ∗ − θ∗oracle on the

segment (nj,p, nj,p+1], so that
∑k−1

j=0

∑mj−1
p=0 sj,p ≤ k. Under

the above notation, define, for each θ ∈ Rn, (θ)[j,p] as the
sub-vector (θi)i∈(nj,p,nj,p+1].

Following the same line of proof as Proposition 16 on this
finer resolution {nj,p}, we have, for any δ > 0 and then some
C = C(δ),

Eθ0‖θ̂ − θ0‖2 ≤ (1 + δ)‖θ∗oracle − θ0‖2

+ C · E sup
θ∗∈Θ∗

k−1∑

j=0

mj−1∑

p=0

(
ε[j,p] · vj,p(θ∗)

)2
,

where vj,p(θ∗) ≡ vj,p(θ∗; θ∗oracle) ≡ (θ∗ − θ∗oracle)[j,p]/‖(θ∗ −
θ∗oracle)[j,p]‖.

We now prove that the second term on the right side can be
bounded by a constant multiple of k log log(16n/k). Some
extra notation is hence needed. For any θ∗ ∈ Θ∗, denote
the set of sj,p knots of vj,p(θ∗) as nj,p,1, . . . , nj,p,sj,p . Also
define nj,p,0 ≡ nj,p,0(θ∗oracle) ≡ nj,p and nj,p,sj,p+1 ≡
nj,p,sj,p+1(θ∗oracle) ≡ nj,p+1. Moreover, in view of the canoni-
cal parametrization of shape-constrained splines in Lemma 23,
let for each fixed j ∈ [0; k − 1] and p ∈ [0; mj ] the index
q ≡ q(θ∗, θ∗oracle) ∈ [0; sj,p] be such that, on (nj,p, nj,p+1],
(nj,p,q∗−1, nj,p,q∗ ] is the last piece on which the sign of the
highest order polynomial component of θ∗−θ∗oracle is negative.

Under the above notation, we have vj,p(θ∗) ∈
Θ∗

nj,p+1−nj,p
(d, sj,p + 1) (here we assume without loss

of generality that the two end pieces of θ∗ − θ∗oracle adjacent
to nj,p and nj,p+1 also have length at least d+1 since there are
at most 2k such pieces and each only contributes a constant
factor to the complexity width). Thus Lemma 23 entails that
there exist real sequences {cj,p,"} ≡ {cj,p,"(θ∗, θ∗oracle)},
and some q∗ ∈ [1; sj,p] along with sequences of
equal sign {aj,p,q}q∗

q=1 ≡ {aj,p,q(θ∗, θ∗oracle)}
q∗

q=1,
{bj,p,q}sj,p

q=q∗ ≡ {bj,p,q(θ∗, θ∗oracle)}
sj,p

q=q∗ such that

(
vj,p(θ∗)

)
i
=

q∗∑

q=1

aj,p,q

(
nj,p,q − (i + nj,p)

n

)d

+

+
sj,p∑

q=q∗

bj,p,q

(
(i + nj,p) − nj,p,q

n

)d

+

+
d−1∑

"=0

cj,p,"

$!

(
i − nj,p

n

)"

≡
(
v1

j,p(θ
∗)

)
i
+

(
v2

j,p(θ
∗)

)
i
, (45)

where (v2
j,p(θ∗))i ≡

∑d−1
"=0 cj,p,"

(
(i−nj,p)/n

)"
/$!. Therefore,

we have

E sup
θ∗∈Θ∗

k−1∑

j=0

mj−1∑

p=0

(
ε[j,p] · vj,p(θ∗)

)2

≤ 2
(

E sup
θ∗∈Θ∗

k−1∑

j=0

mj−1∑

p=0

(
ε[j,p] · v1

j,p(θ
∗)

)2

+ E sup
θ∗∈Θ∗

k−1∑

j=0

mj−1∑

p=0

(
ε[j,p] · v2

j,p(θ
∗)

)2
)

≡ 2
(
(I) + (II)

)
.
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We first upper bound (II). Since for each j, p and θ∗ ∈
Θ∗, vj,p(θ∗) ∈ Θ∗

nj,p+1−nj,p
(d, sj,p + 1) and has unit norm,

Lemma 24 entails that there exists some C = C(d) such that
|cj,p,"| ≤ C/

√
nj,p+1 − nj,p for j ∈ [0; k − 1], p ∈ [0; mj],

and $ ∈ [0; d− 1]. Let ∆nj,p ≡ nj,p+1 − nj,p. Then, we have

(II) ≤ C · E sup
|cj,p,"|≤C/

√
∆nj,p

k−1∑

j=0

mj−1∑

p=0

d−1∑

"=0

c2
j,p,"

n2"($!)2

( ∑

i∈(nj,p;nj,p+1]

(i − nj,p)"εi

)2

≤ C ·
k−1∑

j=0

mj−1∑

p=0

d−1∑

"=0

(∆nj,p)−1

E
[ ∑

i∈(nj,p;nj,p+1]
(i − nj,p)"εi

]2

n2"

≤ C ·
k−1∑

j=0

mj−1∑

p=0

1 = C ·
k−1∑

j=0

mj ≤ Ck.

Next, we bound (I). Some extra notation is needed. Define
the following partition of (nj,p; nj,p+1] with intervals

IB
j,p," ≡

(
nj,p +

⌈
(1 − 2−("−1))∆nj,p

⌉
;

nj,p +
⌈
(1 − 2−")∆nj,p

⌉ ]

for $ ∈ [1; tj,p] and tj,p ≡ 1log2 ∆nj,p2, and similarly,

IA
j,p," ≡

(
nj,p+1 −

⌈
(1 − 2−")∆nj,p

⌉
;

nj,p+1 −
⌈
(1 − 2−("−1))∆nj,p

⌉ ]
.

From this definition, we immediately have (with analo-
gous conclusions for IA

j,p,"): (i) |IB
j,p,"| ≤

⌈
2−"∆nj,p

⌉
;

(ii) 2(
∑

">"0
|IB

j,p,"|+1) ≥
∑
"≥"0 |I

B
j,p,"| for any $0 ∈ [1; tj,p].

Then, let

Bj,p," ≡ Bj,p,"(θ∗, θ∗oracle) ≡
sj,p∑

q=q∗

bj,p,"1nj,p,q∈IB
j,p,"

,

δB
j,p," ≡δB

j,p,"(θ
∗, θ∗oracle)≡max

{
q∗≤q≤sj,p :1nj,p,q∈IB

j,p,"

}
.

In words, δB
j,p," equals to 1 if and only if among the knots

{nj,p,q}sj,p

q=q∗ , there is at least one that lies in the interval IB
j,p,",

and if such is the case, Bj,p," returns the block sum. We omit
the similar definitions for Aj,p," and δA

j,p,". By definition,
we immediately have

∑tj,p

"=1 δ
B
j,p," ≤ sj,p.

In the parametrization (45), using the constraint
‖vj,p(θ∗)‖ ≤ 1 and the bounds |cj,p,"| ≤ C/

√
nj,p+1 − nj,p

for $ ∈ [0; d − 1], we have ‖v1
j,p(θ∗)‖ ≤ C (recall the

definition of v1
j,p in (45)) for some C = C(d). Hence for

some sufficiently small c = c(d),

1 ≥ c ·
∑

i∈(nj,p;nj,p+1]

[ q∗∑

q=1

aj,p,q

(
nj,p,q − i

n

)d

+

+
sj,p∑

q=q∗

bj,p,q

(
i − nj,p,q

n

)d

+

]2

≥ c ·
∑

i∈(nj,p;nj,p+1]

[ q∗∑

q=1

aj,p,q

(
nj,p,q − i

n

)d

+

]2

∨
[ sj,p∑

q=q∗

bj,p,q

(
i − nj,p,q

n

)d

+

]2

,

where the second inequality follows from the fact that the
interaction term between the two summands in the first
inequality is 0 for each i.

Now, starting from the constraint 1 ≥ c ·
∑

i∈(nj,p;nj,p+1][∑sj,p

q=q∗ bj,p,q

( i−nj,p,q

n

)d

+

]2
, we will obtain estimates for

Bj,p,". Fix j, p. By the disjointness of IB
j,p," and the non-

negativeness of {bj,p,q}, we have

1 ≥ c ·
∑

i∈(nj,p;nj,p+1]

[ tj,p∑

"=1

sj,p∑

q=q∗

bj,p,q1nj,p,q∈IB
j,p,"

(
i − nj,p,q

n

)d

+

]2

≥ c ·
∑

i∈(nj,p;nj,p+1]

[ tj,p∑

"=1

sj,p∑

q=q∗

bj,p,q1nj,p,q∈IB
j,p,"

(
i − (IB

j,p,")+
n

)d

+

]2

= c ·
∑

i∈(nj,p;nj,p+1]

[ tj,p∑

"=1

Bj,p,"

(
i − (IB

j,p,")+
n

)d

+

]2

≥ c ·
tj,p∑

"=1

B2
j,p,"

∑

i∈(nj,p;nj,p+1]

(
i − (IB

j,p,")+
n

)2d

+

≥ c ·
tj,p∑

"=1

B2
j,p,"

(nj,p+1 − (IB
j,p,")+)2d+1

n2d

≥ c ·
tj,p∑

"=1

B2
j,p,"

(nj,p+1 − (IB
j,p,")−)2d+1

n2d
, (46)

where (IB
j,p,")+ ((IB

j,p,")−) is defined to be the right (left)
endpoint of IB

j,p,", and the last inequality follows from property
(ii) of the partition IB

j,p,".
We are now ready to bound the term (I). First by the

vanishing of interaction terms, we have (I) = (I1) + (I2),
where

(I1) ≡ E sup
θ∗∈Θ∗

k−1∑

j=0

mj−1∑

p=0

[ q∗∑

q=0

aj,p,q

( ∑

i∈(nj,p;nj,p,q ]

(
nj,p,q − i

n

)d

+

εi

)]2

,

(I2) ≡ E sup
θ∗∈Θ∗

k−1∑

j=0

mj−1∑

p=0
[ sj,p∑

q=q∗

bj,p,q

( ∑

i∈(nj,p,q;nj,p+1]

(
i − nj,p,q

n

)d

+

εi

)]2

.
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Due to symmetry, we only bound (I2) as follows:

(I2) = E sup
θ∗

∑

j,p

[ sj,p∑

q=q∗

tj,p∑

"=1

1nj,p,q∈IB
j,p,"

bj,p,q

( ∑

i∈(nj,p,q ;nj,p+1]

(
i − nj,p,q

n

)d

εi

)]2

≤ E sup
θ∗

∑

j,p

[ tj,p∑

"=1

{ sj,p∑

q=q∗

1nj,p,q∈IB
j,p,"

bj,p,q

}

max
τ∈IB

j,p,"

∣∣∣∣
∑

i∈(τ ;nj,p+1]

(
i − τ

n

)d

εi

∣∣∣∣

]2

= E sup
θ∗

∑

j,p

[ tj,p∑

"=1

Bj,p," max
τ∈IB

j,p,"

∣∣∣∣
∑

i∈(τ ;nj,p+1]

(
i − τ

n

)d

εi

∣∣∣∣

]2

≤ E max
{δB

j,p,"}∈∆B

k−1∑

j=0

mj−1∑

p=0

tj,p∑

"=1

δB
j,p,"

max
τ∈IB

j,p,"

(∑
i∈(τ ;nj,p+1]

(i − τ)dεi

)2

(nj,p+1 − (IB
j,p,")−)2d+1

.

Here, the first inequality follows from the non-negativity of
{bj,p,q}, the second equality follows from the definition of
Bj,p,", and the last inequality follows from Cauchy-Schwarz
along with the estimates for Bj,p," in (46). Furthermore,
we define

∆B ≡
{
{δB

j,p,"} : δB
j,p," ∈ {0, 1},

k∑

j=1

mj∑

p=1

tj,p∑

"=1

δB
j,p," ≤ k

}

to be the admissible set for the sequence
{δB

j,p,"}. As
∑k

j=1

∑mj

p=1

∑tj,p

"=1 1 =
∑k

j=1

∑mj

p=1

1log2(nj,p+1 − nj,p)2 ≤ Ck 1log2(n/k)2, a combinatorial
estimate yields that |∆B| ≤

(
Ck-log2(n/k).

k

)
≤

(Ce 1log2(n/k)2)k.
Now, using the basic inequality (a+b)2 ≤ 2(a2+b2), it suf-

fices to bound by the order k log log(16n/k) the following two
terms:

E max
{δB

j,p,"}∈∆B

k−1∑

j=0

mj−1∑

p=0

tj,p∑

"=1

δB
j,p,"

· max
τ∈IB

j,p,"

(∑
i∈(τ ;(IB

j,p,")+](i − τ)dεi

)2

(
nj,p+1 − (IB

j,p,")−
)2d+1

(47)

and

E max
{δB

j,p,"}∈∆B

k−1∑

j=0

mj−1∑

p=0

tj,p∑

"=1

δB
j,p,"

· max
τ∈IB

j,p,"

( ∑
i∈((IB

j,p,")+;nj,p+1]
(i − τ)dεi

)2

(
nj,p+1 − (IB

j,p,")−
)2d+1

. (48)

From here on, in view of Theorem 13, the proof is essentially
the same as that of Lemma 5.2 in [26] (our (47) and (48) cor-
respond to their (42) and (43)). For the sake of completeness,

we will present the proof for the bound of (47); the bound
for (48) follows from essentially the proof of (43) in [26].

Denote the variable in (47) as Z , i.e.,

Z ≡ max
{δB

j,p,"}∈∆B

k−1∑

j=0

mj−1∑

p=0

tj,p∑

"=1

δB
j,p,"

· max
τ∈IB

j,p,"

(∑
i∈(τ ;(IB

j,p,")+](i − τ)dεi

)2

(
nj,p+1 − (IB

j,p,")−
)2d+1

.

We bound the tail probability of Z as follows. For any u ≥ 0
and small enough c > 0,

P(Z > u)

≤
∑

{δB
j,p,"}∈∆B

P
[ k−1∑

j=0

mj−1∑

p=0

tj,p∑

"=1

δB
j,p,"

· max
τ∈IB

j,p,"

(∑
i∈(τ ;(IB

j,p,")+](i − τ)dεi

)2

(
nj,p+1 − (IB

j,p,")−
)2d+1

> u

]

≤
∑

{δB
j,p,"}∈∆B

e−cu
∏

j,p,"

· E exp
[
cδB

j,p," max
τ∈IB

j,p,"

( ∑
i∈(τ ;(IB

j,p,")+](i − τ)dεi

)2

(
nj,p+1 − (IB

j,p,")−
)2d+1

]

!
∑

{δB
j,p,"}∈∆B

e−cu

· exp
( k−1∑

j=0

mj−1∑

p=0

tj,p∑

"=1

CδB
j,p," log log

(
16(nj,p+1 − nj,p)

))

≤ exp
(
log|∆B |−cu + Ck log log(16n/k)

)

≤ exp(−cu + Ck log log(16n/k)
)
.

Here, the second inequality follows from the independence of
the partial sum processes over the partition {IB

j,p,"}, the third
inequality follows by choosing c to be sufficiently small and
then applying Theorem 13 with ψ(x) = exp(cx2)−1 therein,
and the fourth inequality follows from the fact that nj,p+1 −
nj,p ≤ n/k and that

∑k−1
j=0

∑mj−1
p=0

∑tj,p

"=1 δ
B
j,p," ≤ k for any

{δB
j,p,"} ∈ ∆B . The proof is now complete by integrating the

tail estimate. #

APPENDIX A
PROOF OF LOWER BOUNDS

A. Lower Bound in Section II

Proof of Proposition 2: We start with the first claim.
In view of the fact that minimax rate over Θ(d, d0, k) is non-
decreasing in k and Θ(d, d − 1, k) ⊂ Θ(d, d0, k) for any
d0 ∈ [−1; d− 1], it suffices to show that

inf
θ

sup
θ∈Θ(d,d−1,2)

Eθ‖θ̃ − θ‖2 ≥ c log log(16n).

For this, we will apply a standard reduction argument to
multiple hypothesis testing (cf. Theorem 2.5 of [44]). Define
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the following series of splines. Let M ≡ )log2(n/(d + 1))*,
and for each $ ∈ [1; M ], τ" ≡

⌊
(1 − 2−")n

⌋
and f "(x) ≡

α"(x − τ"/n)d
+ with α" ≡ c(2")(2d+1)/2

√
log log(16n)/n

for some sufficiently small c. Further define f0(x) ≡ 0 on
[0, 1], and the induced vectors θ"i ≡ f "(i/n) for i ∈ [1; n]
and $ ∈ [0; M ]. Denote the corresponding joint distribution
of {Yi}n

i=1 under the experiment (1) with truth θ" as P",
$ ∈ [0; M ]. It can be readily verified that θ" ∈ Θ(d, d − 1, 2),
and the Kullback-Leibler divergence between P0 and each P",
denoted as KL(P0, P"), satisfies

KL(P0, P") = ‖θ0 − θ"‖2/2 = ‖θ"‖2/2 ' log log(16n)

for every $ ∈ [1; M ]. Moreover, for any 1 ≤ j < k ≤ M ,
it holds by direct calculation that

d(Pj , Pk) ≡ ‖θj − θk‖2 ≥
∑

i∈(τj ,τk]

(θj
i − θk

i )2

' α2
j
(τk − τj)2d+1

n2d
' α2

j
(n − τj)2d+1

n2d

' α2
j
2−j(2d+1)

n
' log log(16n).

Theorem 2.5 in [44] therefore entails the desired lower bound.
Next, we prove the second claim. By following the same

reduction as in the previous claim, it suffices to show that for
any k ≥ k0 +1, there exists some nonzero f ∈ Fn(d, d0, k0 +
1) such that f(x) = 0 for x ∈ [0, c] ∪ [1 − c, 1] with some
universal c. Take c = 1/3. Let τ0 ≡ 0, τj ≡ 1/3 + (j −
1)/(3(k0 − 1)) for j ∈ [1; k0], and τk0+1 ≡ 1. Define

f(x)≡
( k0−1∑

j=1

d∑

"=d0+1

cj
"(x − τj)"+

)
· 1[1/3,2/3](x), x ∈ [0, 1].

By definition, f vanishes on [0, 1/3] ∪ [2/3, 1]. Moreover,
it can be readily checked that, for any real sequence
{cj
"}j∈[1;k0−1],"∈[d0+1;d], f (")((τj)−) = f (")((τj)+) for j ∈

[1; k0 − 1] and $ ∈ [0; d0]. Therefore, in order to show
that f ∈ Fn(d, d0, k0 + 1) and is non-zero, it suffices
to show that there exists a non-zero realization of the
sequence {cj

"}j∈[1;k0−1],"∈[d0+1;d] such that f (")((τk0))−) =
f (")((τk0 )+) = 0 for all $ ∈ [0; d0]. This is equivalent to
finding a non-zero solution for the homogeneous linear system
Ac = b, where c ≡ {cj

"}j∈[1;k0−1],"∈[d0+1;d] ∈ R(k0−1)(d−d0),
b ≡ 0(k0−1)(d−d0), and

A ≡
[
A1 A2 . . . Ak0−1

]

with Aj , shown at the bottom of the page, and τj1,j2 ≡ τj1 −
τj2 . Note that the coefficient matrix A has d0 + 1 rows and
(k0 − 1)(d − d0) columns, where, by definition of k0,

(k0 − 1)(d − d0) ≥ d0 + 2 ⇐⇒
⌊

d + 1
d − d0

⌋
+ 1 ≥ d + 2

d − d0
.

The above equivalence indeed holds since if (d +1)/(d− d0)
is an integer, then

⌊
d + 1
d − d0

⌋
+ 1 =

d + 1 + (d − d0)
d − d0

≥ d + 2
d − d0

,

and if not
⌊

d + 1
d − d0

⌋
+ 1 ≥

⌈
d + 1
d − d0

⌉
≥ d + 2

d − d0
.

This entails that the solution space of the linear system
Ac = b is of dimension at least one and thus the system
is guaranteed to have a non-trivial solution. The proof is thus
complete. #

B. Lower Bound in Section III

Proof of Proposition 9: We will continue to adopt the
standard reduction to multiple testing (cf. Theorem 2.5 of [44])
as in the proof of Proposition 2. We first introduce a set of
basis functions. Let k̃ ≡ k/3 which we assume without loss
of generality to be an integer, $0 ≡

⌊
log2(n/(2k̃))

⌋
, and

τ" ≡ (1 − 2−("−1))/k̃ for $ ∈ [1; $0 + 1]. Next, for x ∈
[0, 1/k̃], let f̃"(x) ≡ c(2"−1)3/2

√
log log(16n/k)/n(x− τ")+

for $ ∈ [1; $0] and fref(x) ≡ c(2"0)3/2
√

log log(16n/k)/n(x−
τ"0+1)+ (here the subscript “ref” stands for “reference” and
fref will be pieced together later to be the true signal under-
lying the distribution P0 in Theorem 2.5 of [44]). Then let
f"(x) ≡ f̃"(x) ∨ fref(x), and it can be verified that f"(x) =
f̃"(x) on [0, τ"0+1]. The above set of functions resembles those
constructed in the proof of Proposition 2, and satisfies the
similar properties

∑

i:(i/n)∈(0,1/k]

(
f"(i/n) − f"′(i/n)

)2 ≥ c log log(16n/k)

(49)

for any 1 ≤ $ 7= $′ ≤ $0, and
∑

i:(i/n)∈(0,1/k]

(
f"(i/n) − fref(i/n)

)2

≤
∑

i:(i/n)∈(0,1/k]

(
f"(i/n)

)2

≤ 2
( ∑

i:(i/n)∈(0,1/k]

(
f̃"(i/n)

)2 +
∑

i:(i/n)∈(0,1/k]

(
fref(i/n)

)2
)

≤ C log log(16n/k). (50)

We now construct the hypotheses in the multiple testing
framework. For j ∈ [1; k̃], let f j

" (·), f
j
ref(·) be a set of functions

defined on [(j − 1)/k̃, j/k̃] as follows. Let f1
" (x) ≡ f"(x)

and f1
ref(x) ≡ fref(x) as defined above. Next, for j ∈ [2; k],

we define inductively f j
ref(x) ≡ f j−1

ref (x)+fref(x− (j−1)/k̃),

Aj ≡





.(d0 + 1; 0)τd0+1
k0,j .(d0 + 2; 0)τd0+2

k0,j . . . .(d; 0)τd
k0,j

.(d0 + 1; 1)τd0
k0,j .(d0 + 2; 1)τd0+1

k0,j . . . .(d; 1)τd−1
k0,j

. . .
.(d0 + 1; d0)τk0,j .(d0 + 2; d0)τ2

k0,j . . . .(d; d0)τd−d0
k0,j




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where f j−1
ref (x) for x ∈ [(j − 1)/k̃, j/k̃] is to be understood

as the extension from [(j − 2)/k̃, (j − 1)/k̃]. Also define
f j
" (x) ≡ f j

ref(x) + f"(x − (j − 1)/k̃). Lastly, we piece them
together as

f0(x) ≡
k∑

j=1

f j
ref(x)1((j−1)/k,j/k](x)

and

f "(x) ≡
k∑

j=1

f j
"j

(x)1((j−1)/k,j/k](x),

where # = ($1, . . . , $k)" ∈ [1; $0]k. One can readily verify
that all of the f0 and f " belong to the class F∗

n(1, k). Indeed,
continuity follows directly from the construction and since
there are at most 3 pieces on each of [(j − 1)/k̃, j/k̃], there
will be at most 3k̃ = k pieces in total. Therefore, the sequence
counterparts θ0 ≡ (f0(i/n))i and θ" ≡ (f "(i/n))i belong to
Θ∗(1, k).

Let ρ(·, ·) denote the Hamming distance. Then, the Gilbert-
Varshamov bound (cf. Theorems 5.1.7 and 5.1.9 in [45])
entails that with some small c > 0, there exists a subset
S ⊂ [1; $0]k with cardinality |S| ' $ck

0 such that ρ(#, #′) ≥ ck̃
for any # 7= #′ ∈ S. Adopting those in S as the truth in
the experiment (1), we obtain a total of M ≡ 1 + |S| ' $ck

0

hypotheses, which we denote as P 0 and P ", # ∈ S.
It remains to verify: (i) ‖θ" − θ"′‖2 ≥ ck log log(16n/k)

for any # 7= #′ ∈ S; (ii) KL(P 0, P ") ≤ C log |S| for any
# ∈ S. We first verify (i). By definition of θ" and θ"′

, on each
[(j − 1)/k̃, j/k̃] such that $j 7= $′j , we have by (49),

∑

i: i
n∈( j−1

k
, j

k
]

(θ"
i − θ"′

i )2

=
∑

i: i
n∈( j−1

k
, j

k
]

[
f"j

(
i

n
− j − 1

k̃

)
− f"′j

(
i

n
− j − 1

k̃

)]2

=
∑

i: i
n∈(0, 1

k
]

[
f"j

(
i

n

)
− f"′j

(
i

n

)]2

≥ c log log(16n/k).

This entails that

‖θ" − θ"′
‖2 ≥ ρ(#, #′)c log log(16n/k) ≥ ck log log(16n/k).

Similarly, for (ii), we have by (50)

KL(P 0, P ") = ‖θ0 − θ"‖2/2

≤ Ck̃ ·
∑

i: i
n∈(0, 1

k
]

[
f"j

(
i

n

)
− fref

(
i

n

)]2

≤ Ck̃ log log(16n/k) ' log |S|.

Application of Theorem 2.5 in [44] then completes the
proof. #

Proof of Theorem 11 (Lower Bound): This is immediate
by realizing that Θ∗(d, 2) ⊂ Θ∗(d, k) for k ≥ 2 and the
lower bound construction in the first part of the proof of
Proposition 2 can be directly applied to establish a lower
bound for Θ∗(d, 2). #

APPENDIX B
PROOF OF THEOREM 13

Proof of Theorem 13: We first claim that there exists some
c = c(d) such that for any t > 0, the event

E1 ≡
{

max
1≤n1<n2≤n

(n2 − n1)−d(n2 ∧ (n − n1))−1/2

∣∣∣∣
∑

(n1;n2]

(i − n1)dεi

∣∣∣∣ ≥ t

}

is contained in the event

E2 ≡
{

max
1≤n1<n2≤n

(n2 ∧ (n − n1))−1/2

∣∣∣∣
∑

(n1;n2]

εi

∣∣∣∣ ≥ ct

}
.

On Ec
2 , for any 1 ≤ n1 < n2 ≤ n, it holds that

∣∣∑
(n1;n2]

εi

∣∣ ≤
c(n2 ∧ (n − n1))1/2t. Then,

∣∣∣∣
∑

(n1;n2]

εi(i − n1)d

∣∣∣∣

=
∣∣∣∣

∑

i∈(n1;n2]

εi

i−n1∑

j=1

(
jd − (j − 1)d

)∣∣∣∣

=
∣∣∣∣

n2−n1∑

j=1

(
jd − (j − 1)d

) ∑

i∈[n1+j;n2]

εi

∣∣∣∣

≤
d−1∑

"=0

(
d

$

) n2−n1∑

j=1

(j − 1)"
∣∣∣∣

∑

i∈[n1+j;n2]

εi

∣∣∣∣

≤ ct ·
d−1∑

"=0

(
d

$

) n2−n1∑

j=1

(j − 1)"(
√

n2 ∧
√

n − n1 − (j − 1))

≤ 2ct ·
d−1∑

"=0

(
d

$

) ∫ n2−n1

0
x"(

√
n2 ∧

√
n − n1 − x)dx (51)

≤ 4ct ·
d−1∑

"=0

(
d

$

)
(n2 − n1)"+1(n2 ∧ (n − n1))1/2 (52)

≤ c2d+2t · (n2 − n1)d(n2 ∧ (n − n1))1/2,

where the inequality (51) follows from the fact that the
map x 6→ x"(√n2 ∧

√
n − n1 − x) first increases and then

decreases on [0, n−n1], and the inequality (52) follows from
a separate discussion of n2 ≤ n−n1 and n2 > n−n1 and the
following two bounds:

∫ n2−n1

0 x" dx = ($+1)−1(n2−n1)"+1

and
∫ n2−n1

0
x"
√

n − n1 − x dx ≤ (n2 − n1)"
∫ n2

n1

√
n − x dx

= (n2 − n1)"
∫ n−n1

n−n2

√
x dx

= (n2 − n1)" ·
2
3
((n − n1)3/2 − (n − n2)3/2)

= (n2 − n1)"

· 2
3

(n2 − n1)
[
(n − n1)2 + (n − n1)(n − n2) + (n − n2)2

]

(n − n1)3/2 + (n − n2)3/2

≤ 2(n2 − n1)"+1(n − n1)1/2.
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Therefore the claim holds by choosing c = 2−(d+2). This
entails that, for any t > 0,

P(Z ≥ t)

≤ P
(

max
1≤n1<n2≤n

(n2 ∧ (n − n1))−1/2

∣∣∣∣
∑

(n1;n2]

εi

∣∣∣∣ ≥ ct

)

≤ P
(

max
n1<n2

∣∣ ∑
(n1;n2]

εi

∣∣

(n − n1)1/2
≥ ct

)
+

P
(

max
n1<n2

∣∣∑
(n1;n2] εi

∣∣

n1/2
2

≥ ct

)

≡ (I) + (II).

Due to symmetry, we only bound (I). By the triangle
inequality,

(I) ≤ P
(

sup
n1<n2

∣∣∑n
i=n1+1 εi

∣∣

(n − n1)1/2
> ct/2

)

+ P
(

sup
n1<n2

∣∣∑n
i=n2+1 εi

∣∣

(n − n1)1/2
> ct/2

)
.

By Lévy’s maximal inequality (cf. Theorem 1.1.5 of [46]), the
first probability is bounded by

-log2 n.∑

r=1

P
(

sup
2r−1≤(n−n1)<2r

2−(r−1)/2

∣∣∣∣
n∑

i=n1+1

εi

∣∣∣∣ ≥ ct/2
)

≤ 9 1log2 n2 e−c′t2 .

Similarly, the second inequality is bounded by

-log2 n.∑

r=1

P
(

sup
2r−1≤(n−n1)<2r

1≤n1<n2≤n

(n − n1)−1/2

∣∣∣∣
n∑

i=n2+1

εi

∣∣∣∣ ≥ ct/2
)

≤
-log2 n.∑

r=1

P
(

sup
n−2r<n2≤n

2−(r−1)/2

∣∣∣∣
n∑

i=n2+1

εi

∣∣∣∣ ≥ ct/2
)

≤ 9 1log2 n2 e−c′t2 .

Putting together the pieces, it holds that P(Z ≥ t) ≤
18 1log2 n2 e−c′′t2 , where we take c′′ < c0 without loss of
generality. Now, if ψ(·) is bounded on [0,∞) by some C, then
the result holds trivially. Otherwise, ψ(x) ↑ ∞ as x → ∞, and
integration by parts yields that for any x0 ≥ 0,

Eψ(Z) =
∫ ∞

0
P(ψ(Z) ≥ t) dt =

∫ ∞

0
P(Z ≥ ψ−1(t)) dt

≤
∫ ∞

0

{
1 ∧

[
C log(16n) · e−c′′(ψ−1(t))2

]}
dt

≤ x0 + C ·
∫ ∞

x0

log(16n) · e−c′′(ψ−1(t))2 dt.

By monotonicity of ψ−1, for any t ≥ x0, ψ−1(t) ≥
ψ−1(t)/2 + ψ−1(x0)/2, so the integral above can be further
bounded by

∫ ∞

x0

[
log(16n) · e−(c′′/4)(ψ−1(x0))

2]
e−(c′′/4)(ψ−1(t))2 dt

≤
∫ ∞

1
e−(c′′/4)(ψ−1(t))2 dt,

provided that x0 ≥ 1 and log(16n) · e−(c′′/4)(ψ−1(x0))
2 ≤ 1,

or equivalently, x0 ≥ 1∨ψ
(√

(4/c′′) log log(16n)
)
. The claim

now follows from the condition (22). #

APPENDIX C
PROOFS FOR TECHNICAL RESULTS IN SECTION V

A. Proof of Proposition 16

Proof of Proposition 16: The basic inequality ‖Y − θ̂‖2 ≤
‖Y − θoracle‖2 entails that

‖θ̂ − θ0‖2 ≤ ‖θoracle − θ0‖2 + 2ε ·
(
θ̂ − θoracle

)
.

Then we have, for any η > 0,

ε ·
(
θ̂ − θoracle

)

=
k−1∑

j=0

(ε[j] · (θ̂ − θoracle)[j])

=
k−1∑

j=0

(ε[j] · vj(θ̂))‖(θ̂ − θoracle)[j]‖

≤ η−1 ·
k−1∑

j=0

(
ε[j] · vj(θ̂)

)2 + η ·
k−1∑

j=0

‖(θ̂ − θoracle)[j]‖2

= η−1 ·
k−1∑

j=0

(
ε[j] · vj(θ̂)

)2 + η · ‖θ̂ − θoracle‖2.

Applying the inequality ‖θ̂ − θoracle‖2 ≤ 2
(
‖θ̂ − θ0‖2 +

‖θoracle − θ0‖2
)

then yields that

‖θ̂ − θ0‖2 ≤ 1 + 2η
1 − 2η

‖θoracle − θ0‖2

+
1

η(1 − 2η)

k−1∑

j=0

(ε[j] · vj(θ̂))2.

For any given δ > 0, choosing η = δ/(2δ+4), upper bounding
the right-hand side by the supremum over Θ(d, d0, k), and then
taking expectation on both sides yield the desired result. #

B. Proof of Lemma 18

Proof of Lemma 18: On the pieces (ni−1/n, ni/n] and
(ni/n, ni+1/n], the function f can be parametrized as

fi−1(x) ≡
d+1∑

q=1

ai−1
q

(
x − ni−1

n

)q−1

,

fi(x) ≡
d+1∑

q=1

ai
q

(
x − ni

n

)q−1

.

By the fact that 0 ≤ p− 1 ≤ d0 and thus the continuity of the
(p−1)th derivative at knot ni/n, it holds that f (p−1)

i−1 (ni/n) =
f (p−1)

i (ni/n). But

f (p−1)
i−1

(
ni

n

)
=

d+1∑

q=1

ai−1
q

dp−1

dxp−1

(
x − ni−1

n

)q−1∣∣∣∣
x=

ni
n

=
d+1∑

q=p

ai−1
q .(q − 1; p− 1)nq−p

i;i−1,
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f (p−1)
i

(
ni

n

)
=

d+1∑

q=1

ai
q

dp−1

dxp−1

(
x − ni

n

)q−1∣∣∣∣
x=

ni
n

= (p − 1)!ai
p.

This entails that

(p − 1)!ai
p =

d+1∑

q=p

.(q − 1; p − 1)ai−1
q nq−p

i;i−1

=
d+1∑

q=p

(q − 1)!
(q − p)!

ai−1
q nq−p

i;i−1.

This implies that Coef[ai
p; ai−1

q ] = (q − 1)!/((q − p)!(p −
1)!)nq−p

i;i−1 =
(q−1
p−1

)
nq−p

i;i−1 if q ≥ p; otherwise it is 0. #

C. Proof of Lemma 19

Proof of Lemma 19: The baseline case s = 0 follows
from the condition ‖θ‖ ≤ 1 and application of Lemma 27
to the piece (nk0−1; nk0 ]. The iteration from s to s + 1 then
follows from Lemma 31, which is to be stated and proved
in Appendix E with its conditions satisfied since nk0;k0−1 ≥
max{n2;1, n3;2, . . . , nk0−1;k0−2} by (33). #

D. Proof of Lemma 21

Proof of Lemma 21: Fix i ≤ k0 − 2 as in the lemma
statement. For simplicity, we again work under the condi-
tion nk0;k0−1 = max{n2;1, . . . , nk0;k0−1}. We will prove by
induction: suppose the desired estimates hold for ai

", $ ∈
[d0 + 1; $0] for some $0 ∈ [d0 + 1; d] and we will prove that
the estimate also holds for ai

"0+1. The condition of the lemma
serves as the baseline $0 = d0 + 1. For the general induction
from $0 to $0 + 1, let L ≡ 1 + (d − d0)(k0 − 1 − i). Then,
Lemma 19 entails that

1 " (n − nk0−1)2("0+1−L)+1

n2("0+1−L)
·

( "0+1∑

"="0+2−L

β
k0−1−i
"0+2−L,"−("0+2−L)a

i
"

)2

.

On the other hand, we have

1 "
"0+1∑

"="0+2−L

n2("−1)
i+1;i M2(ni+1, ni)(ai

")
2,

where the summands with $ ∈ [$0+2−L; d0+1] are from the
condition of the lemma and those with $ ∈ [d0 +2; $0 +1] are
from the induction assumption. Now, combining the above two
estimates and applying Lemma 29 iteratively to cancel every
ai
", $ ∈ [$0 + 2 − L; $0], we have

1 " (ai
"0+1)

2((I) ∧ (II)),

where

(I) ≡ (n − nk0−1)2("0+1−L)+1

n2("0+1−L)
(βk0−1−i
"0+2−L,L−1)

2,

(II) ≡
"0∧

"="0+2−L

n2("−1)
i+1;i M(ni+1, ni)

(β
k0−1−i
"0+2−L,L−1)2

(β
k0−1−i
"0+2−L,"−("0+2−L))2

.

By Lemma 33 and the condition nk0;k0−1 = max{n2;1, . . . ,
nk0;k0−1}, we obtain that (I) " n2"0

i+1;iM(ni+1, ni). Similarly,
by Lemma 33, as the factors n·;·’s in the lower bound of
(β

k0−1−i
"0+2−L,L−1)2/(β

k0−1−i
"0+2−L,"−("0+2−L))2 can all be further

bounded below by ni+1;i, we obtain by direct calculation that
(II) " n2"0

i+1;iM(ni+1, ni). Putting together the lower bounds
for (I), (II) completes the induction. #

E. General Statement of Lemma 22

We restate here Lemma 22 for the case of general d0 ∈
[−1; d− 1]. Introduce the following notation:

.n·;j(a, b, c) ≡ nc
a;j · nc

a−1;j . . . nMod(b;c)
a−/b/c0−1;j

for positive integers a, b, c. Fix i ≥ 2. Recall the definition
M(a, b) = (a ∧ (n − b))1/2 for a, b ∈ [1; n] and the
condition (33).

Lemma 25: The following estimates hold for all locations
1 ≤ j ≤ i + 1:

1 " max
1≤"≤d0+1

{
n2"∨2(d−d0)(k0−i−2)

i+2;j

×.n2
·;j

(
i + 1,

{
$− (d − d0)(k0 − i − 2) − 1

}
∧

{
(d − d0)(i + 1 − j)

}
, d − d0

)

× n2("−1−(d−d0)(k0−j−1))+
j+1;j

}
· M2(nj+1, nj).

In particular, for j = i + 1:

1 ≥ c max
1≤"≤d0+1

{
(ai+1
" )2 · n2("−1)

i+2;i+1 · M2(ni+2, ni+1)
}

.

The proof for this general case is completely analogous to the
one presented in Section V-E.

APPENDIX D
PROOFS FOR TECHNICAL RESULTS IN SECTION VI

A. Proof of Lemma 23

Proof of Lemma 23: For any f ∈ F∗
n(d, k),

let f◦ ≡ f◦(f) ∈ F∗
n(0, k) be such that f =

(Id
r0,...,rd−1;0f◦) for some real sequence {r"}d−1

"=0 , with cor-
responding knots {nj}k−1

j=1 = {nj(f◦)}k−1
j=1 and magni-

tudes {µj}k
j=1 = {µj(f◦)}k

j=1 between (nj−1/n, nj/n],
i.e., f◦(x) =

∑k
j=1 µj1(nj−1/n,nj/n](x) for x ∈ (0, 1].

Then µ1 ≤ . . . ≤ µk. Let

j∗ ≡ j∗(f◦) ≡ max{1 ≤ j ≤ k : µj ≤ 0}.

Define two sequences {ãj}j∗

j=1 and {b̃j}k−1
j=j∗ as follows: ãj∗ ≡

µj∗ ≤ 0 and ãj ≡ µj − µj+1 ≤ 0 for j ∈ [1; j∗ − 1], b̃j∗ ≡
µj∗+1 ≥ 0 and b̃j ≡ µj+1 − µj ≥ 0 for j ∈ [j∗ + 1; k − 1].
Then, letting τj ≡ nj/n, f◦ can be re-parametrized as

f◦(x) =
j∗∑

j=1

ãj1(0,τj](x) +
k−1∑

j=j∗

b̃j1(τj,1](x), x ∈ (0, 1].
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Define the function g−" (x; τ) ≡ (τ − x)"+ with any parameter
τ ∈ [0, 1]. Then, direct calculation shows that

∫ x

0
g−" (u; τ) du =

∫ x∧τ

0
(τ − u)" du =

∫ τ

τ−x∧τ
u" du

=
τ "+1

$+ 1
−

(τ − x)"+1
+

$+ 1
=
τ "+1

$+ 1
+

(−1)
$+ 1

· g−"+1(x; τ).

Similarly, with g+
" (x; τ) ≡ (x − τ)"+, it holds that∫ x

0 g+
" (u; τ) du =

∫ x∨τ
τ (u − τ)" du =

∫ x∨τ−τ
0 u" du =

g+
"+1(x; τ)/($+ 1). This entails that

(Id
r0,...,rd−1;0f◦)(x) =

j∗∑

j=1

(−1)d ãj

d!
(τj − x)d

+

+
k−1∑

j=j∗

b̃j

d!
(x − τj)d

+ + Pd−1(x),

where Pd−1(x) is some polynomial of order d− 1. The proof
is then complete by noting that {(−1)dãj/d!}j∗

j=1 has sign
(−1)d+1 and {b̃j/d!}k−1

j=j∗ is non-negative. #

B. Proof of Lemma 24

We need the following simple fact that translates the $2
constraint on θ∗ at the sequence level to an integral L2

constraint on f∗ at the underlying function level. Its proof
can be found after the proof of Lemma 24.

Lemma 26: Let f∗ ∈ F∗
n(d, k) and (θ∗)i ≡ (f∗(i/n))i.

Then, if ‖θ∗‖2 ≤ 1, there exists some c = c(d) such that
1 ≥ c · n

∫ 1
0 (f∗)2(x) dx. Actually, this inequality holds for

the larger unshaped spline space Fn(d, d0, k).
Proof of Lemma 24: Fix any θ ∈ Θ∗(d, k) and its generat-

ing spline f ∈ F∗
n(d, k). Then, under the condition ‖θ‖2 ≤ 1,

Lemma 26 entails that there exists some K = K(d) > 0 such
that

∫ 1
0 f2(x) dx ≤ K/n. Due to scale invariance, it suffices

to prove that |c"(f)| ≤ C for $ ∈ [0; d−1] for some C = C(d)
under the condition ‖f‖2

2 =
∫ 1
0 f2(x) dx ≤ 1.

For f ∈ F∗
n(d, k), let {nj = nj(f)}j∈[0;k] be its knots and

j∗ = j∗(f) be as in its canonical form in Lemma 23. Let τj ≡
τj(f) ≡ nj(f)/n for j ∈ [1; k] and τ∗ ≡ τ∗(f) ≡ τj∗(f)(f).
We will prove that for some K = K(d) > 0,
∫ 1

0
f2(x) dx ≥ K · max

0≤"≤d−1
c2
"(f), for any f ∈ F∗

n(d, k).

We focus on the case τ∗(f) ∈ [0, 1/2] and prove that
∫ 1

τ∗(f)
f2(x) dx≥ K · max

0≤"≤d−1
c2
"(f), for any f ∈ F∗

n(d, k).

We present the proof for cd−1(f) whenever cd−1(f) 7= 0; the
bounds for {c"(f)}"∈[0;d−2] follow from completely analogous
arguments. Below we omit notational dependence on f if no
confusion could arise. On [τ∗, 1], f has the canonical form

f(x) =
k−1∑

j=j∗

bj(x − τj)d
+ +

d−1∑

"=0

c"
$!

x".

This can be alternatively parametrized as f(x) =∑d−1
"=0 c"x"/$! + (Id

0,...,0;τ∗(f)f◦)(x), where f◦(x) ≡
∑k−1

j=j∗

(bj · d!)1x>τj ∈ F∗
n(0, k), and τ∗(f) = τ∗(f◦). Therefore,

we have

1 ≥
∫ 1

τ∗(f)

( d−1∑

"=0

c"x
"/$! + (Id

0,...,0;τ∗(f)f◦)(x)
)2

dx

= c2
d−1

∫ 1

τ∗(f◦)

[ d−2∑

"=0

c"
|cd−1|

x"

$!
+ sgn(cd−1)

xd−1

(d − 1)!
+

(
Id
0,...,0;τ∗(f◦)

f◦
|cd−1|

)
(x)

]2

dx

≥ c2
d−1 inf

c′0,...,c′d−2∈R,c′d−1∈{±1}
f◦∈∪nF∗

n(0,k),τ∗(f◦)≤1/2

∫ 1

τ∗(f◦)

[ d−1∑

"=0

c′"x
"

$!
+ (Id

0,...,0;τ∗(f◦)
f̃◦)(x)

]2

dx

= c2
d−1 inf

c′′0 ,...,c′′d−2∈R,c′′d−1∈{±1}
f◦∈∪nF∗

n(0,k),τ∗(f◦)≤1/2

∫ 1

τ∗(f◦)

[ d−1∑

"=0

c′′" (x − τ∗(f̃◦))"

$!
+ (Id

0,...,0;τ∗(f◦)
f̃◦)(x)

]2

dx,

where in the third line we use the fact that f̃◦ = f◦/|cd−1| ∈
F∗

n(0, k) and satisfies τ∗(f̃◦) = τ∗(f◦) ≤ 1/2. Thus, to prove
the desired result, it suffices to show that there exists some
K = K(d) > 0 such that

inf
c0,...,cd−2∈R,cd−1∈{±1}

f◦∈∪nF∗
n(0,k),τ∗(f◦)≤1/2,k∈Z+

∫ 1

τ∗(f◦)

[ d−1∑

"=0

c̃"(x − τ∗(f̃◦))"

$!

+ (Id
0,...,0;τ∗(f◦)

f̃◦)(x)
]2

dx ≥ K. (53)

Suppose this is not true, then there exist a function sequence
{f̃n,◦}n ⊂ ∪n′,k′F∗

n′(0, k′) with τ∗n ≡ τ∗n(f̃n,◦) ⊂ [0, 1/2]
and real sequences {c̃n,"}n," with c̃n,d−1 ∈ {±1}, such that

∫ 1

0
1[τ∗

n,1](x)

[ d−1∑

"=0

c̃n,"

$!
(x − τ∗n)" + (Id

0,...,0;τ∗
n
f̃n,◦)(x)

]2
dx → 0.

Since L2 convergence implies almost everywhere (a.e.) con-
vergence, it follows that

1[τ∗
n,1](x) ·

[ d−1∑

"=0

c̃n,"(x − τ∗n)"/$! + (Id
0,...,0;τ∗

n
f̃n,◦)(x)

]
→ 0,

a.e. on [0, 1].

Since the sequence {τ∗n} ⊂ [0, 1/2] is bounded, τ∗n → τ∗

along some subsequence for some τ∗ ∈ [0, 1/2], and we work
with this subsequence below. As 1[τ∗

n,1](x) → 1 for any fixed
x ∈ (τ∗, 1], the sequence of functions in the brackets in the
above display converges a.e. to 0 on (τ∗, 1]. In other words,

d−1∑

"=0

c̃n,"(x − τ∗n)"/$! + (Id
0,...,0;τ∗

n
f̃n,◦)(x) → 0,

a.e. on (τ∗, 1]. (54)
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We first prove that under (54), {c̃n,"}n is necessarily bounded
for each $ ∈ [0; d−1]. Since {c̃n,d−1}n ⊂ {−1, +1} is already
bounded, it suffices to prove the claim for $ ∈ [0; d − 2].
If this is not the case, then there exists some nonempty subset
L ⊂ [0; d− 2] such that for every $ ∈ L, {c̃n,"}n is divergent,
i.e., lim supn |c̃n,"| = +∞. As τ∗n → τ∗, we may find some
slowly decaying εn ↓ 0 such that (i) εn > (τ∗ − τ∗n)+,
(ii) {c̃n,"ε"n}n is still divergent for every $ ∈ L, and (54) holds
with xn ≡ τ∗n + εn > τ∗. Now, by definition of f̃n,◦(·), there
exist some kn, j∗n ∈ [1; kn], 0 ≡ τn,0 ≤ . . . ≤ τn,kn ≡ 1, and
non-negative sequence {µn,j}kn−1

j=j∗n
such that τ∗n ≡ τn,j∗n ≤

1/2 and for x ∈ [τ∗n , 1], f̃n,◦(x) =
∑kn−1

j=j∗n
µn,j1x>τn,j . Thus

by a direct calculation, we have for x ∈ [τ∗n , 1]

(Id
0,...,0;τ∗

n
f̃n,◦)(x) =

kn−1∑

j=j∗n

µn,j

d!
(
x − τ∗n

)d

+
.

So by (54) and definition of {xn},

d−1∑

"=0

c̃n,"

$!
ε"n +

kn−1∑

j=j∗n

µn,j

d!
εd

n → 0.

Let $0 ∈ L be the index such that {c̃n,"ε"n}n has the fastest
divergence rate, i.e., lim supn |c̃n,"0 |ε"0n /(|c̃n,"|ε"n) ≥ α for
some positive α and every $ ∈ L. Without loss of generality,
we further choose {εn} such that the maximal divergence rate
and the index that achieves this rate are unique, i.e., $0 is
unique and satisfies lim supn |c̃n,"0 |ε"0n /(|c̃n,"|ε"n) = ∞ for
every $ ∈ L \ {$0}. This then entails that

Bn ≡
kn−1∑

j=j∗n

µn,j

d!
εd

n " |c̃n,"0 |ε"0n (55)

and is positive and divergent. Next, for the chosen sequence
{εn}, choose {ηn} ⊂ [1,∞) as some slowly growing sequence
such that (54) holds with the sequence x′

n ≡ τ∗n + εnηn ≥
τ∗n + εn > τ∗, i.e.,

d−1∑

"=0

c̃n,"

$!
(ηnεn)" +

kn−1∑

j=j∗n

µn,j

d!
(ηnεn)d → 0, (56)

and that {εnηn} ↓ 0 and {c̃n,"0(ηnεn)"0} remains to be
the fastest divergent sequence among L, i.e., lim supn |c̃n,"0

|(εnηn)"0/(|c̃n,"|(εnηn)") = ∞ for every $ ∈ L\{$0}. Similar
to (55), we have

∑kn−1
j=j∗n

µn,j(ηnεn)d/d! " |c̃n,"0 |(ηnεn)"0
and is positive and divergent. But this is impossible since

kn−1∑

j=j∗n

µn,j

d!
(ηnεn)d = (ηn)dBn " (ηn)d−"0(c̃n,"0(εnηn)"0)

' (ηn)d−"0
∣∣∣∣

d−1∑

"=0

c̃n,"(ηnεn)"/$!
∣∣∣∣,

where the first inequality is by (55) and the last relation is by
the maximal divergence rate of {c̃n,"0(ηnεn)"0}, and thus

d−1∑

"=0

c̃n,"

$!
(ηnεn)" +

kn−1∑

j=j∗

µn,j

d!
(ηnεn)d

"
[
(ηn)d−"0 − 1

]∣∣∣∣
d−1∑

"=0

c̃n,"(ηnεn)"/$!
∣∣∣∣

≥
[
ηn − 1

]∣∣∣∣
d−1∑

"=0

c̃n,"(ηnεn)"/$!
∣∣∣∣ → ∞,

a contradiction to (56). This concludes that {c̃n,"}n are nec-
essarily bounded for every $ ∈ [0; d − 1]. Thus there exists a
real sequence {c∗"}

d−1
"=0 with c∗d−1 ∈ {±1} such that c̃n," → c∗"

along some subsequence for each $ ∈ [0; d− 1]. Coming back
to (54) and noting that τ∗n → τ∗ along some subsequence,
we then conclude that

hn(x) ≡ (Id
0,...,0;τ∗

n
f̃n,◦)(x) →

d−1∑

"=0

−c∗"
$!

(x − τ∗)" ≡ h∗(x)

(57)

a.e. on (τ∗, 1] as n → ∞. We will now prove that {c∗"}
d−1
"=0

are necessarily non-positive. Fix some positive integer m > d
and define a regular grid on (τ∗, 1]: ti ≡ τ∗ + i(1 − τ∗)/m
for i ∈ [0; m]. Without loss of generality, assume that {ti}m

i=1

belongs to the set with full Lebesgue measure such that (57)
holds. Define (ξn,i)m

i=1 ≡ (hn(ti))m
i=1 (resp. (ξ∗i )m

i=1 ≡
(h∗(ti))m

i=1) to be the realization of hn(·) (resp. h∗(·)) on this
grid. Define ∇ to be the finite difference operator that maps
(y1, . . . , ym)" ∈ Rm to (y2 − y1, . . . , ym − ym−1)" ∈ Rm−1.
Then, since limn min"∈[0;d] h

(")
n (x) ≥ 0 for x ∈ (τ∗, 1],

it holds that for each fixed m ≥ d + 1, ∇"ξn ∈ Rm−"
≥0 holds

for all $ ∈ [0; d] for n large enough. On the other hand, for
each $ ∈ [0; d−1] and p ∈ [$; d−1], there exists some positive
constant Lp," > 0 for such that

(
∇"ξ∗

)
1

=
(
∇"

( d−1∑

p=0

−c∗p
p!

(tj − τ∗)p

)m

j=1

)

1

=
d−1∑

p="

−c∗pLp,"((1 − τ∗)/m)p.

Since for each fixed m ≥ d + 1, ∇"ξn → ∇"ξ∗ as n → ∞
by (57) and ∇"ξn ∈ Rm−"

≥0 for n large enough, it holds that(
∇"ξ∗

)
1
≥ 0 for each fixed m ≥ d + 1. Multiplying by m"

on both sides of the above equation and letting m → ∞ we
conclude that c∗" ≤ 0 for $ ∈ [0; d − 2] and c∗d−1 = −1.

With {c∗"}
d−1
"=0 ∈ Rd

≤0, hn, h∗ have the property that
their derivatives up to order d − 1 are all convex func-
tions, so on arbitrary compact interval contained in (τ∗, 1),
D(d−1)hn converges uniformly to D(d−1)h∗ ≡ 1 (cf. Theorem
25.7 of [47] and the remark after its proof). This cannot
happen as D(d−1)hn(τ∗n) = 0, τ∗n → τ∗ and D(d−1)hn is
convex. We have therefore established the contradiction and
proved (53). #

Proof of Lemma 26: By Lemma 23, any f ∈ F∗
n(d, k) has

the canonical parametrization

f(x) =
j∗∑

j=1

aj(τj − x)d
+ +

k−1∑

j=j∗

bj(x − τj)d
+ +

d−1∑

"=0

c"x
",
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where {τj}k−1
j=1 ≡ {nj/n}k−1

j=1 ⊂ [0, 1]. Let τ∗ ≡ τj∗ . Then,
it holds that

∫ 1
0 f2(x) dx = (I) + (II), where

(I) ≡
∫ τ∗

0

( j∗∑

j=1

aj(τj − x)d
+ +

d−1∑

"=0

c"x
"
)2

dx,

(II) ≡
∫ 1

τ∗

( k−1∑

j=j∗

bj(x − τj)d
+ +

d−1∑

"=0

c"x
"
)2

dx.

We now upper bound (II) by its sequence counterpart; the
bound for (I) is similar. Since

(II) =
k−1∑

m=j∗

∫ τm+1

τm

( k−1∑

j=j∗

bj(x − τj)d
+ +

d−1∑

"=0

c"x
"
)2

dx

=
k−1∑

m=j∗

∫ τm+1

τm

( m∑

j=j∗

bj(x − τj)d +
d−1∑

"=0

c"x
"
)2

dx,

we may bound the integral piece by piece. More generally,
we show that there exists some K = K(d) > 0 such that for
any a, b ∈ [0; n] with b − a ≥ d + 1 and d-degree polynomial
P (x) ≡

∑d
"=0 c"x",

∫ b/n

a/n
P 2(x) dx ≤ K · n−1

∑

i∈(a;b]

P 2(i/n). (58)

The above display holds because
∫ b/n

a/n
P 2(x) dx =

∫ b/n

a/n

( d∑

"=0

c"x
"
)2

dx

!d

d∑

"=0

c2
" ·

∫ b/n

a/n
x2" dx ≤

d∑

"=0

c2
"

n

∑

i∈(a;b]

( i

n

)2"

=
1
n

∑

i∈(a;b]

d∑

"=0

(
c"

(
i

n

)")2

!d
1
n

∑

i∈(a;b]

( d∑

"=0

c"

(
i

n

)")2

,

where the last inequality is due to Lemma 27 and the condition
b−a ≥ (d+1). Then for every θ ∈ Θ(d, d0, k) with unit norm
constraint and the corresponding f ∈ Fn(d, d0, k), by (58) we
have

1 ≥ ‖θ‖2 ≥ ‖θ‖2
(nj∗ ;n]

=
k−1∑

m=j∗

‖θ‖2
(nm;nm+1] =

k−1∑

m=j∗

∑

i∈(nm;nm+1]

f2(i/n)

" n
k−1∑

m=j∗

∫ τm+1

τm

f2(x) dx = n

∫ 1

τ∗
f2(x) dx.

The bound for (II) is thus complete. #

APPENDIX E
AUXILIARY LEMMAS

Lemma 27: Fix any positive integer d. There exists some
c = c(d) such that for any integers n ≥ 0, m ≥ d + 1, and
real sequence {a"}d+1

"=1 ,

m∑

i=1

[
a1 + a2

(
i

n

)
+ . . . + ad+1

(
i

n

)d]2

≥ c
d+1∑

"=1

a2
"

m2"−1

n2("−1)
.

Proof of Lemma 27: As the left hand side of the above
inequality equals

n∑

i=1

( d+1∑

"=1

a"(i/n)"−1

)2

=
∑

1≤","′≤d+1

a"a"′
m∑

i=1

(i/n)"+"
′−2

=
∑

1≤","′≤d+1

a"(m/n)"−1m1/2 · a"′(m/n)"
′−1m1/2

·
[
m−("+"′−1)

m∑

i=1

i"+"
′−2

]
,

using matrix notation, it can be written as x"Ax, where
x ≡ (a"(m/n)"−1m1/2)d+1

"=1 ∈ Rd+1, and the matrix (A)ij ≡
(A(m, d))ij ≡ (m−(i+j−1)

∑m
k=1 ki+j−2)ij ∈ R(d+1)×(d+1).

We first show that A is strictly positive-definite for the
fixed d and any m ≥ d + 1. Note that A is actually a
moment matrix and can be written as Aij = E(X i−1 ·Xj−1),
where X is uniformly distributed on the set {1/m, . . . , m/m}.
Therefore, for any c ∈ Sd, writing, with a slight abuse of
notation, Z ≡

∑d+1
i=1 ciX i−1, it holds that

c"Ac =
∑

1≤i,j≤d+1

cicjAij =
∑

1≤i,j≤d+1

cicjE(X i−1 · Xj−1)

= E
( d+1∑

i=1

ciX
i−1

)2

= EZ2 = (EZ)2 + Var(Z).

If Var(Z) = 0, then Z ≡ α almost surely for some constant α,
which is equivalent to that the polynomial

T (x) ≡ (c0 − α) + c1x + . . . + cd+1x
d

having distinct roots {1/m, . . . , m/m}. If c1 = . . . =
cd+1 = 0, then c0 = ±1 since ‖c‖ = 1, which implies that
Z = ±1, and thus c"Ac ≥ (EZ)2 = 1. Otherwise, we have
ci 7= 0 for some i ∈ [1; d], and hence T (x) is not a constant
and thus has at most d roots, which contradicts the condition
that m ≥ d+1. So we conclude that c"Ac > 0 for any c ∈ Sd

and thus A is strictly positive-definite.
Next, we show that for any i ∈ [1; d + 1], the (−i,−i)-

minor of A (i.e. A minus the ith row and column) is also
strictly positive-definite. For this, define Qi as the permutation
matrix that switches row i with row i + 1, and define Pi ≡
QiQi+1 . . . Qd for i ≤ d and Pd+1 ≡ Id+1, the (d + 1)-
dimensional identity matrix. Further define B ≡ P"

i APi.
Then, the (−i,−i)-minor of A is the (−(d + 1),−(d + 1))-
minor of B. By Sylvester’s criterion, it suffices to show that
B is strictly positive-definite, but for any c ∈ Sd, it holds
that

c"Bc = c"P"
i APic ≡ c̃"Ac̃ > 0,

where in the last inequality we have used the fact that

c̃"c̃ = c"P"
i Pic = c"Qd . . . QiQi . . .Qdc = c"c = 1.

Next, we show that x"Ax ≥ ca2
dm

2d+1/n2d for some c =
c(d); bounds involving a0, . . . , ad−1 can be similarly obtained.
For this, write A in the block form [A11, A12; A21, A22],
where A12 ∈ Rd×1. Writing y as the first d components of x,
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i.e. y ≡ (a0m1/2, a1m3/2/n, . . . , ad−1m(2d−1)/2/nd−1)",
we have

x"Ax

= (y, adm
(2d+1)/2/nd)"

[
A11 A12

A21 A22

]
(y, adm

(2d+1)/2/nd)

= y"A11y + 2
y"A21adm(2d+1)/2

nd
+ A22

(adm(2d+1)/2

nd

)2
.

This is a quadratic form in y and achieves its minimum at
y∗ = −A−1

11 A12adm(2d+1)/2/nd (note that A11, the (−(d +
1),−(d + 1))-minor of A, is indeed invertible as proved
before), which implies that

x"Ax ≥ a2
d
m2d+1

n2d
(A22 − A21A

−1
11 A12).

Therefore if we can show that A22 ≥ (1 + ε)A21A
−1
11 A12 for

some positive ε = ε(d), then we have

x"Ax ≥ ε

1 + ε
a2

d
m2d+1

n2d
A22

=
ε

1 + ε
a2

d
m2d+1

n2d
m−(2d+1)

m∑

k=1

k2d

≥ ε

1 + ε
a2

d
m2d+1

n2d
m−(2d+1)

∫ m

0
x2d dx

=
ε

(2d + 1)(1 + ε)
a2

d
m2d+1

n2d
.

Using the block matrix inverse formula (A−1)d+1,d+1 =
(A22 − A21A

−1
11 A12)−1 and the fact that (A−1)d+1,d+1 ≤

‖A−1‖2 = λ−1
min(A) (λmin takes the smallest eigenvalue),

we have

A22 ≥ (1 + ε)A21A
−1
11 A12

⇐⇒ (1 + ε)(A22 − A21A
−1
11 A12) ≥ εA22

⇐⇒ (A−1)d+1,d+1 ≤ 1 + ε

ε
A−1

22

⇐ λ−1
min(A) ≤ 1 + ε

ε
min

1≤j≤d+1
A−1

jj ,

which is further implied by

λmin(A) ≥ ε

1 + ε
max

1≤j≤d+1
Ajj . (59)

For this, we have, for every j ∈ [1; d + 1],

Ajj = m−(2j−1)
m∑

k=1

k2j−2 ≤ m−(2j−1)

∫ m+1

1
x2j−2 dx

≤ 1
2j − 1

(
1 +

1
m

)2j−1

≤ 22d+1.

It remains to show that there exists some sufficiently small
c∗ = c∗(d) such that λmin(A) ≥ c∗ > 0, then we can take
ε = c∗/(22d+1 − c∗) in (59). For this, let U be a random
variable uniformly distributed on [0, 1] and define matrix Ā as
Āi,j ≡ E(U i−1 · U j−1). Then, since d is fixed, it holds by the
definition of A, Ā, and the Portmanteau theorem that A → Ā
in the matrix spectral norm as m → ∞. By Weyl’s inequality,
there exists some positive integer N = N(d) such that for
m ≥ N , λmin(A) ≥ λmin(Ā)/2. On the other hand, a similar

argument that establishes the positive definiteness of A yields
that λmin(Ā) ≥ c > 0 for some c = c(d). Therefore we can
take c∗ = c∗(d) = mind+1≤m≤N λmin(A(m, d))∧(c/2). This
completes the proof. #

Lemma 28: Let {ai}m
i=1, {bi}m

i=1 be two non-negative
sequences. Then, it holds that (

∧m
i=1 ai) · (

∨m
i=1 bi) ≥∧m

i=1 aibi.
Proof of Lemma 28: Without loss of generality, let

a1 be the smallest value among {ai}m
i=1. Then, it holds

that
( ∧m

i=1 ai

)
·
( ∨m

i=1 bi

)
= a1 ·

( ∨m
i=1 bi

)
≥ a1b1 ≥( ∧m

i=1 aibi

)
. #

Lemma 29: Let α1, α2 > 0 and β1, β2 be real numbers.
Then, for any x ∈ R, it holds that

α1(x + β1)2 + α2(x + β2)2 ≥ (α1 ∧ α2)(β1 − β2)2/2.

Proof of Lemma 29: At x∗ ≡ −(α1/(α1 + α2) · β1 +
α2/(α1 + α2) · β2), the quadratic form achieves it minimum
value α1α2

α1+α2
(β1 − β1)2, which is further lower bounded by

(α1 ∧ α2)(β1 − β2)2/2. #
Lemma 30: Let n be any positive integer. Then, for any

polynomial P (·) of degree strictly smaller than n, it holds
that

n∑

j=0

(
n

j

)
P (j)(−1)j = 0.

Proof of Lemma 30: We prove by induction. The claim
clearly holds for n = 1. Suppose the claim holds for some n,
we will prove that it also holds for n+1. Let d be the degree
of P (·). We will prove that the claim holds for all monomials
P (x) ≡ xd where 0 ≤ d ≤ n = (n + 1) − 1. The case d = 0
follows from the binomial identity:

n+1∑

j=0

(
n + 1

j

)
(−1)j = (1 + (−1))n+1 = 0.

Next, for any 1 ≤ d ≤ n, it holds that

n+1∑

j=0

(
n + 1

j

)
jd(−1)j =

n+1∑

j=1

(
n + 1

j

)
jd(−1)j

= (n + 1)
n+1∑

j=1

(
n

j − 1

)
jd−1(−1)j

= (n + 1)
n∑

j=0

(
n

j

)
(j + 1)d−1(−1)j = 0,

where the last identity follows from the claim for n and the
fact that 0 ≤ d − 1 ≤ n − 1 < n. #

For the following lemma, recall the definition of the
sequence {β·

·,·} defined before Lemma 19.
Lemma 31: Fix d, d0, k0 as defined in (11), and any s ∈

[0; )(d0 + 1)/(d − d0)* − 1]. Suppose there exists some c1 =
c1(d) such that

1 ≥ c1 ·
(s+1)d0−sd+1∑

k=1

(n − nk0−1)2k−1

n2(k−1)

(s(d−d0)∑

"=0

β
s
k,"a

k0−1−s
k+"

)2

.

(60)
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Furthermore, assume that nk0;k0−1 ≥ nk0−1−s;k0−2−s. Then,
there exists some positive constant c2 = c2(d) such that

1 ≥ c2 ·
(s+1)d0−sd+1∑

k=1

(n − nk0−1)2k−1

n2(k−1)

((s+1)(d−d0)∑

"=0

β
s+1
k,"a

k0−2−s
k+"

)2

.

Note that in the above lemma the hypothesis involves only
quadratic forms with ‘shared coefficients’ {a·

"}"∈[1;d0+1],
while the conclusion involves the ones with both ‘shared
coefficients’ {a·

"}"∈[1;d0+1] and ‘nuisance coefficients’
{a·
"}"∈[d0+2;d+1].
Before the proof of Lemma 31, we need one further result.

For this, some extra notation is needed:

vs
i,j ≡ .(i + d − d0 − j); s(d − d0))

j!.(i + d − d0; s(d − d0))
(−1)jnj

k0−s;k0−1−s

×
j∏

m=1

(
d −

(
i + (d − 1 − d0)

)
− s(d − d0) + m

)
,

Tk ≡
s(d−d0)∑

"=0

β
s
k,"a

k0−1−s
k+" .

Lemma 32: Fix d, d0, and s. It holds for i ∈ [1; (s+1)d0−
sd + 1] that

M ≡
(s+1)d0−sd+1∑

k=i

vs+1
i,k−i

· Tk =
(d−d0)(s+1)∑

k=0

β
s+1
i,k ak0−2−s

i+k .

Proof: In order to prove the desired result, we need to
show the following two claims:

• The coefficient of ak0−2−s
i+j in M equals 0 for (s + 1)

(d − d0) + 1 ≤ j ≤ d − i + 1;
• The coefficient of ak0−2−s

i+j in M equals β
s+1
i,j for 0 ≤

j ≤ (s + 1)(d − d0).
Let

i0 ≡ i0(d, d0, s, i) ≡ (s + 1)d0−sd + 1 − i,

i ≡ i(d, d0, s, i) ≡ (s + 2)d0 − (s + 1)d + 2 − i

= i0 − (d − 1 − d0),
∆n ≡ nk0−1−s;k0−2−s.

By definition of M and Lemma 18, we have

Coef[M ; ak0−2−s
i+j ] =

(s+1)d0−sd+1∑

k=i

vs+1
i,k−i

Coef[Tk; ak0−2−s
i+j ]

=
(s+1)d0−sd+1∑

k=i

.(i + d − d0 − (k − i)); (s + 1)(d − d0))(−1)k−i(∆n)k−i

(k − i)!.(i + d − d0; (s + 1)(d − d0))

×
k−i∏

m=1

(d − i0 − (s + 1)(d − d0) + m)

· Coef
[ s(d−d0)∑

"=0

β
s
k,"a

k0−1−s
k+" ; ak0−2−s

i+j

]

=
i0∑

k=0

.(i0 + 1 − k; (s + 1)(d − d0))(−1)k(∆n)k

k!.(i0 + 1; (s + 1)(d − d0))
.(i; k)

×
( s(d−d0)∑

"=0

β
s
i+k,"

(
i + j − 1

i + k + $− 1

)
(∆n)j−k−"

)

≡
s(d−d0)∑

"=0

(∆n)j−"β
s
" · A",

where

A" ≡
i0∑

k=0

(−1)k.(i0 + 1 − k; (s + 1)(d − d0))
k!.(i0 + 1; (s + 1)(d − d0))

.(i; k)

×
(

i + j − 1
i + k + $− 1

)
.(i + k; $)

.(d + 1 − i − k; $)
,

and we used β
s
i+k," = D(i + k, $)β

s
" = 3(i+k;")

3(d+1−i−k;")β
s
" ,

with β
s
" defined in (32). Let C(i, j, $) ≡

(i+j−1
i+"−1

)
· .(i; $).

Then C(i, j, $)
(j−"

k

)
= .(i; k)

( i+j−1
i+k+"−1

)
.(i+k; $)/k!. So A"

equals

C(i, j, $)
i0∑

k=0

(
j − $

k

)

.(i0 + 1 − k; (s + 1)(d − d0))
.(i0 + 1; (s + 1)(d − d0))

(−1)k 1
.(d − i − k + 1; $)

= C(i, j, $)
i0+(s+1)(d−d0)∑

k=0

(
j − $

k

)

.(i0 + 1 − k; (s + 1)(d − d0))
.(i0 + 1; (s + 1)(d − d0))

(−1)k 1
.(d − i − k + 1; $)

= C(i, j, $)
j−"∑

k=0

(
j − $

k

)

.(i0 + 1 − k; (s + 1)(d − d0))
.(i0 + 1; (s + 1)(d − d0))

(−1)k 1
.(d − i − k + 1; $)

=
C(i, j, $)

.(i0 + 1; (s + 1)(d − d0))

·
j−"∑

k=0

(
j−$
k

)
(−1)k.(d − i − k + 1−$; (s + 1)(d − d0)−$),

where the first identity follows from the fact that .(i0 +
1 − k; (s + 1)(d − d0)) = 0 for any i0 + 1 ≤ k ≤ i0 +
(s + 1)(d− d0), the second identity follows from the fact that
i0 +(s+1)(d−d0) = d− i+1 ≥ j ≥ j− $, the third identity
follows from the fact that $ ≤ s(d − d0) < (s + 1)(d − d0).

For the first claim, as .(d−i−k+1−$; (s+1)(d−d0)−$)
is a polynomial of degree at most (s+1)(d−d0)− $ < j − $,
Lemma 30 entails that A" = 0 for all 0 ≤ $ ≤ s(d− d0), thus
proving the first claim. We now prove the second claim under
the condition j ≤ (s + 1)(d− d0). By definition of the {β·

·,·}
sequence, we have

β
s+1
i,j = D(i, j)βs+1

j

= D(i, j)
{ j∑

"=0

(
(s + 1)(d − d0) − $

j − $

)
(∆n)j−"β

s
"

}
.

Therefore, to prove the claim, it suffices to match the coeffi-
cients of β

s
" for 0 ≤ $ ≤ s(d−d0), as β

s
" = 0 for $ > s(d−d0)

from the definition of β
s
· , and A" = 0 for $ ≥ j. In other
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words, we only need to show A" = D(i, j)
((s+1)(d−d0)−"

j−"
)
.

By using iteratively the identity
(
n
k

)
=

(
n

k−1

)
+

(
n−1
k−1

)
, one

has
j−"∑

k=0

(
j − $

k

)
(−1)k.(d − i − k + 1 − $; (s + 1)(d − d0) − $)

= .((s + 1)(d − d0) − $; 1)

×
j−"−1∑

k=0

(
j − $− 1

k

)
(−1)k

.(d − i − k − $; (s + 1)(d − d0) − 1 − $)
. . .

= .((s + 1)(d − d0) − $; j − $− 1)

×
1∑

k=0

(
1
k

)
(−1)k.(d−i−k + 2 − j; (s + 1)(d − d0)+1−j)

= .((s + 1)(d − d0) − $; j − $)
.(d − i + 1 − j; (s + 1)(d − d0) − j).

Lastly, by direct calculation, we have

A" =
C(i, j, $)

.(i0 + 1; (s + 1)(d − d0))
×.((s + 1)(d − d0) − $; j − $)

× .(d − i + 1 − j; (s + 1)(d − d0) − j)

= D(i, j)
(

(s + 1)(d − d0) − $

j − $

)
.

The proof is complete. #
Proof of Lemma 31: Define for i ∈ [1; (s+1)d0− sd+1]

Mi ≡
(s+1)d0−sd+1∑

k=i

(n − nk0−1)2k−1

n2(k−1)
T 2

k .

Inequality (60) entails that 1 " c
∑(s+1)d0−sd+1

i=1 Mi for some
c = c(d). We have for i ∈ [1; (s + 1)d0 − sd + 1],

Mi =
(n − nk0−1)2i−1

n2(i−1)
T 2

i +

(s+1)d0−sd+1∑

k=i+1

(n − nk0−1)2k−1

n2(k−1)

(vs+1
i,k−i

· Tk)2

(vs+1
i,k−i

)2

≥
(

(n − nk0−1)2i−1

n2(i−1)
∧

(s+1)d0−sd+1∧

k=i+1

(n − nk0−1)2k−1

n2(k−1)(vs+1
i,k−i

)2

)

(
T 2

i +
(s+1)d0−sd+1∑

k=i+1

(vs+1
i,k−i

· Tk)2
)

"
(

(n − nk0−1)2i−1

n2(i−1)
∧

(s+1)d0−sd+1∧

k=i+1

(n − nk0−1)2k−1

n2(k−1)(vs+1
i,k−i

)2

)

(
Ti +

(s+1)d0−sd+1∑

k=i+1

vs+1
i,k−i

· Tk

)2

=
(

(n − nk0−1)2i−1

n2(i−1)
∧

(s+1)d0−sd+1∧

k=i+1

(n − nk0−1)2k−1

n2(k−1)(vs+1
i,k−i

)2

)

( (d−d0)(s+1)∑

k=0

β
s+1
i,k ak0−2−s

i+k

)2

" (n − nk0−1)2i−1

n2(i−1)
·
( (d−d0)(s+1)∑

k=0

β
s+1
i,k ak0−2−s

i+k

)2

.

Here, the second identity follows from Lemma 32, and the last
inequality follows, by definition of {v··,·} and the condition
nk0;k0−1 ≥ nk0−1−s;k0−2−s, from the calculation:

(n − nk0−1)2i−1

n2(i−1)
∧

(s+1)d0−sd+1∧

k=i+1

(n − nk0−1)2k−1

n2(k−1)(vs+1
i,k−i

)2

'
(s+1)d0−sd+1∧

k=i

(n− nk0−1)2k−1(nk0−1−s−nk0−2−s)−2(k−i)

n2(k−1)

' (n − nk0−1)2i−1

n2(i−1)
.

Putting together the lower bounds for Mi, i ∈ [1; (s + 1)d0 −
sd + 1] yields the result. #

Lemma 33: Fix any 1 ≤ s ≤ )(d0 + 1)/(d − d0)* and 1 ≤
i ≤ sd0 − (s − 1)d + 1. For any 0 ≤ j1 ≤ j2 ≤ s(d − d0),
define the following two quantities:

S(j1) ≡ S(j1; d, d0, s)

≡
/j1/(d−d0)0∏

"=1

nd−d0
k0−";k0−1−s× nMod(j1;d−d0)

k0−1−/j1/(d−d0)0;k0−1−s,

S(j2) ≡ S(j2; d, d0, s)

≡
s∏

"=−/−j2/(d−d0)0+1

nd−d0
k0−";k0−1−s

× nMod(−j2;d−d0)
k0−(−/−j2/(d−d0)0);k0−1−s.

Then, there exists some positive constant c = c(d) such that

β
s
i,j2

β
s
i,j1

≥ c

∏s
"=1 nd−d0

k0−";k0−1−s

S(j1)S(j2)
.

When j1 = j2, the product on the right hand side is to be
understood as 1.

Proof: We only prove the special case d0 = d−1 (the proof
for the general case is completely analogous). Then k0 = d+2,
and

S(j1) =
j1∏

"=1

nd+2−";d+1−s, S(j2) =
s∏

"=j2+1

nd+2−";d+1−s,

so we only need to prove for s ∈ [1; d], i ∈ [1; d + 1− s], and
0 ≤ j1 ≤ j2 ≤ s,

β
s
i,j2

β
s
i,j1

≥ c
j2∏

k=j1+1

nd+2−k;d+1−s.

We prove this by induction on s.
First consider s = 1. Then β

1
j = nj

d+1;d, and β
1
i,j =

D(i, j)β1
j ' nj

d+1;d. The only non-trivial case is j1 = 0,
j2 = 1, so the claim follows.

Suppose the claim holds up to s − 1. Fix any 1 ≤ j1 ≤
j2 ≤ s. The claim clearly holds for j1 = j2 = s. If j2 = s and

Authorized licensed use limited to: Rutgers University. Downloaded on June 17,2022 at 21:29:51 UTC from IEEE Xplore.  Restrictions apply. 



4068 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 68, NO. 6, JUNE 2022

j1 ≤ s− 1, then it holds by the recursion formula of {βs
j}s

j=0

in (32) that β
s
i,s/β

s
i,j1 ' nd+2−s;d+1−sβ

s
s−1/β

s
j1 , and we can

reduce to the following case with 1 ≤ j1 ≤ j2 ≤ s − 1. For
this case, note that

j2∏

k=j1+1

nd+2−k;d+1−s =
j2∏

k=j1+1

(nd+2−k;d+2−s+nd+2−s;d+1−s)

=
j2−j1∑

k=0

nk
d+2−s;d+1−s

∑

j1+1≤m1 4=...4=mj2−j1−k≤j2

nd+2−m1;d+2−s . . . nd+2−mk;d+2−s

'
j2−j1∨

k=0

{
nk

d+2−s;d+1−s

j2−j1−k∏

m=1

nd+2−j1+m;d+2−s

}
.

Treating the above display as a polynomial of nd+2−s;d+1−s,
it suffices to match the corresponding coefficients of
nk

d+2−s;d+1−s for k ∈ [0; j2 − j1] in β
s
i,j2/β

s
i,j1 . To this end,

we have

β
s
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β
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"=0 nj1

d+2−s;d+1−sβ
s−1
"

'
j2−j1∨

k=0

∨j1
"=0 nj1+k−"
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s−1
j2−j1−k+"

∨j1
"=0 nj1−"
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s−1
"

≥
j2−j1∨

k=0

{
nk

d+2−s;d+1−s

j1∧

"=0

β
s−1
j2−j1−k+"

β
s−1
"

}

(by Lemma 28)

"
j2−j1∨

k=0

{
nk

d+2−s;d+1−s

j1∧

"=0

j2−j1−k+"∏

m="+1

nd+2−m;d+2−s

}

(by induction)

=
j2−j1∨

k=0

{
nk

d+2−s;d+1−s

j2−k∏

m=j1+1

nd+2−m;d+2−s

}

(minimum at $ = j1),

matching the calculation in the previous display, completing
the proof. #
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