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A B S T R A C T

Cooperative fault management (CFM) is designed herein to control different types of renewable energy
resources cooperatively during electrical faults. This paper studies systems with a high penetration of
photovoltaic (PV) energy and wind energy. First, CFM leverages power converters of PV farms to boost the
ride-through capability of nearby doubly-fed induction generators (DFIGs). By controlling PV farms’ output
voltages to change smoothly during both fault initiation and fault clearance, the widely used crowbar in DFIGs
is less likely to be activated. Crowbar activation adversely makes DFIGs lose controllability and absorb reactive
power. The second contribution is the development of a software-defined CFM controller and a controller-
in-the-loop demonstration of the real-time performance of this optimization-based CFM. CFM capitalizes on
distributed optimization formulation to enable flexibility, plug-and-play, and privacy-preserving. Computation
time, however, is a major concern for optimization-based dynamics control. Real-time controller-in-the-loop
simulation results show optimization-based CFM can output reference values around 60 ms and is quick enough
for dynamic control.
1. Introduction

Renewable energy resources, e.g., solar and wind, are being pro-
moted and invested aggressively by governments and corporations to
achieve less ecological footprint and to facilitate distributed genera-
tion [1]. New York State has set the target of achieving 70% renewable
energy by 2030, and for Hawaii, the target is 100% by 2045 [2].

Fault management for renewable energy resources is crucial for
its integration but remains a knotty issue. The tripping of a large
amount of wind energy after faults caused by lightning strikes led to the
large-scale blackout in London, August 2019 [3]. Electrical faults as a
result of wildfire resulted in the cessation of nearly 1,200 MW of solar
photovoltaic (PV) generation in Southern California, June 2016 [4].

A key component of fault management is the fault ride-through
capability, for which many entities have published their own standards
and recommendations [5,6]. All entities have required renewable re-
sources to keep connected to the grid for a certain period instead of
tripping off when faults persist. Some have requirements on reactive
power output during faults and active power output recovery speed
after fault clearance.

A commonly adopted fault ride-through method in doubly-fed in-
duction generator (DFIG)-based wind farms is a crowbar system, which
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mainly consists of resistors and switches [7]. A crowbar is connected
between the rotor and the rotor converter. When faults happen in the
grid, rotor currents would increase because of increased induced rotor
voltages. The crowbar will then be switched on, and large currents
from the rotor would flow into the crowbar rather than the rotor
converter, thus protecting the rotor converter from being impacted by
overcurrents [8]. Crowbar systems are simple and cheap, but DFIGs are
rendered uncontrollable and act like squirrel-cage rotors after crowbar
activation. They would absorb reactive power and suppress stator volt-
ages during faults, making the main grid less resilient [9]. In addition
to crowbars, other fault ride through methods for DFIGs include adding
other versions of crowbar, i.e., series dynamic resistor [10], installing
additional devices, e.g., dynamic voltage restorers [11] and current lim-
iters [12], implementing customized control strategies, which usually
require increasing rotor converters’ voltage ratings [13], and design-
ing new DFIG architectures, which are complex and need additional
hardware [14].

As the first contribution of this paper, cooperative fault management
(CFM) is designed to leverage power converters of nearby PV farms to
help boost ride through capability of DFIG-based wind farms. As will be
discussed in Section 2.1, the reason for large rotor currents and crowbar
vailable online 15 June 2022
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activation in DFIGs is the fast-changing rates of stator voltages, not
the low voltages themselves. Based on this observation, CFM controls
nearby PV farms to output voltages of less changing rates, as a way
to buffer fast-changing voltages at fault locations. When subject to
voltages of smaller changing rates, DFIGs are less likely to have crowbar
activated. CFM, without installing extra hardware, leverages facility of
other renewable energy to prevent crowbar switching, enables DFIGs’
controllable and better power output, and boosts voltage recovery. This
voltage buffer function works during both fault initiation and fault
clearance, since voltages change the most at those two instants.

Proper coordination between renewable resources during the time
between fault initiation and fault clearance can alleviate disturbance
from renewable resources, improve system resilience and maintain
renewable energy’s own reliable operation [15]. Distributed optimiza-
tion has been used to coordinate networked microgrids and renewable
resources during faults for being configurable, preserving privacy and
supporting plug-and-play [16,17]. Besides fault management, optimiza-
ion has also been adopted within other aspects of power system dy-
amics analysis and control, such as outage detection [18], wind farm
e-loading [19] and system stability with feedback optimization [20].
he concern over real-time requirements has yet to be addressed when
ptimization is applied in power system dynamics, because optimiza-
ion needs much more computation to get reference values than usual
eedback control. Optimization-based methods have only been demon-
trated with software-in-the-loop simulation, whose simulation time
s unrelated to real-world clock. Even though real-time simulation
as been used to verify control methods for power system dynam-
cs [21,22], those verified methods are mostly proportional–integral
(PI) control and none is the optimization-based control method.

As the second contribution, this paper uses software-defined con-
trollers and controller-in-the-loop real-time simulations to demonstrate
that optimization-based CFM is able to output reference values around
60 ms. Distributed optimization is formulated in CFM during faults
to coordinate various PV farms with different properties, e.g., with or
without storage. In our hardware setup, the physical system, including
the main grid, the wind farm and PV farms, is modeled in a RTDS
simulator, and every PV farm has one computer to run its optimization
algorithm. To shorten the time for CFM to output reference values,
reference values will be sent to the RTDS simulators immediately after
all subproblems finish at least one round of optimization, instead of
waiting for all subproblems to converge. Reference values are subopti-
mal initially but would proceed towards optimal values as computation
continues.

The remainder of this paper is organized as follows. Section 2 is
formulation and methods of CFM . Section 3 gives a hardware setup for
real-time simulation. Section 4 presents various case studies, including
three-phase to ground faults, real-time performance analysis, scalability
analysis, and three-phase to ground faults without CFM. Conclusions
and future work are in Section 5.

. Formulation and methods of CFM

CFM for PV farms and DFIG-based wind farms has three consecu-
ive stages: voltage buffer, PV farms coordination, and voltage buffer.
he first voltage buffer stage happens immediately after faults occur
nd endures about 1 cycle (16.67 or 20 ms). During this stage, PV
arms are controlled to output slowly decreasing voltages so that the
earby DFIG-based wind farm experiences voltages of low changing
ates and the possibility of crowbar activation is reduced. The second
tage, PV farms coordination stage, lasts from the end of the first
tage to faults clearance. In this stage, distributed and asynchronous
ptimization is used to coordinate PV farms to support the main grid
nd ensure PV farms’ operation. The studied system has multiple PV
arms and one wind farm. This design is motivated by some existing
enewable projects, such as Long Island community microgrid in New
2

ork State [23] and Helena energy center in Texas [24]. The wind farm
Fig. 1. Illustration of voltage buffer stage. (a) Schematic of studied system. Voltages
at the fault location, indicated by 1, and at PV farms’ terminal, indicated by 2, with
voltage buffer (b) and without voltage buffer (c).

is controlled to output a large amount of reactive power in the second
stage. The third stage, another voltage buffer stage, starts immediately
after faults clear and endures about 1 cycle. PV farms are controlled
to output slowly increasing voltages during the second voltage buffer
stage.

2.1. Stage I: Voltage buffer

This subsection first describes the meaning of voltage buffer, then
explains why voltage buffer works by analyzing DFIG fault character-
istics, and lastly illustrates how voltage buffer is implemented in a
control loop.

2.1.1. Rationale of voltage buffer
Fig. 1 illustrates of CFM’s voltage buffer stage. After fault happens,

voltages at the fault location, indicated by ‘1’ in the figure, drop
quickly. Fig. 1(b) and (c) show PV farms’ output voltages with and
without a voltage buffer, respectively. PV farms are chosen to imple-
ment voltage buffer function because they are connected to electrical
grids through power converters. PV farms’ outputs to the main grid are
directly controlled by those highly controllable and fast converters. By
contrast, a DFIG’s stator is connected to the grid directly by power lines
and its rotor is connected to the grid through a converter. The control
of DFIGs’ outputs to the grid is less direct and more complex.

With voltage buffer, PV farms are controlled to output voltages
that decrease slower than fault location voltages. Since PV farms and
the DFIG-wind farm are connected to the same Point of Connection
(POC), DFIGs would experience slowly varying voltages. Slowly varying
voltages decrease the probability of violating the rotor converter’s
capacity to maintain rotor currents below the crowbar’s activation
threshold. Large rotor currents are attributed to large changing rates
of grid voltages, rather than to low voltage amplitudes. The faster the
change of grid voltages, the larger the induced voltages on the DFIG
rotor will be. If rotor voltages exceed rotor converters’ voltage capacity,
large rotor currents will appear. Then the crowbar will be activated
and switched on, short-circuit rotor converters, direct large currents to
the crowbar, and protect converters from overcurrents. Yet, crowbar
activation renders DFIGs passive and poor power output.

Without voltage buffer, e.g., when PV farms are in power control
mode, PV farms’ output voltage would drop quickly after grid voltages
drops, as shown in Fig. 1(c). DFIGs in the wind farm would then
experience fast-changing voltages, followed by high induced voltages

on the rotor, increased rotor currents and then crowbar activation.
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Fig. 2. Induced rotor voltages 𝐔𝑟 for different remaining voltages 𝐔𝑠1 and slip 𝑠 during
aults.

.1.2. DFIG fault characteristic
The DFIG model in a synchronously rotating 𝑑 − 𝑞 reference frame

s expressed as [25],

𝑠 = 𝐿𝑠𝐈𝑠 + 𝐿𝑚𝐈𝑟, (1)

𝑟 = 𝐿𝑟𝐈𝑟 + 𝐿𝑚𝐈𝑠, (2)

𝑠 = 𝑅𝑠𝐈𝑠 +
𝑑𝜳 𝑠
𝑑𝑡

+ 𝑗𝑤𝑠𝜳 𝑠, (3)

𝑟 = 𝑅𝑟𝐈𝑟 +
𝑑𝜳 𝑟
𝑑𝑡

+ 𝑗(𝑤𝑠 −𝑤𝑟)𝜳 𝑟, (4)

where subscripts 𝑠 and 𝑟 indicate variables related to the stator and
the rotor, respectively. 𝐿𝑚 is the mutual inductance between the stator
nd rotor. 𝜳 , 𝐈,𝐔, 𝑤,𝑅, 𝐿 are flux linkage, current, voltage, electrical
ngular velocity (rad/s), resistance and inductance, respectively. The
ectors in (1)–(4), i.e., 𝜳 , 𝐈,𝐔, are expressed as, 𝐀 = 𝐴𝑑 + 𝑗𝐴𝑞 .
Eqs. (1)–(4) are used to compute the rotor voltages 𝐔𝐫 needed to
aintain rotor currents 𝐈𝑟 from increasing beyond crowbar threshold.
irst, solve for 𝐈𝑠 in (1) and substitute the expression for 𝐈𝑠 in (2). Then
ubstitute the expression for 𝛹𝑟 in (4) to get the following,

𝑟 = 𝑅𝑟𝐈𝑟 + 𝐿𝑟𝐿𝛿
𝑑𝐈𝑟
𝑑𝑡

+
𝐿𝑚
𝐿𝑠

𝑑𝜳 𝑠
𝑑𝑡

+ 𝑗𝑠𝑤𝑠(𝐿𝑟𝐿𝛿𝐈𝑟 +
𝐿𝑚
𝐿𝑠

𝜳 𝑠), (5)

where 𝐿𝛿 = 1− 𝐿2
𝑚

𝐿𝑠𝐿𝑟
, and 𝑠 = 𝑤𝑠−𝑤𝑟

𝑤𝑠
is rotor slip of DFIG and commonly

n the range of [−0.3, 0.3]. Usually, 𝑅𝑟 and 𝐿𝛿 are small and can be
considered to be 0 for simplicity. Since 𝐈𝑟 is assumed to be always below
rowbar activation threshold in this analysis, 𝑑𝐈𝑟

𝑑𝑡 is considered to be
mall and neglected. With the above assumptions, (5) can be expressed
s,

𝑟 =
𝐿𝑚
𝐿𝑠

𝑑𝜳 𝑠
𝑑𝑡

+ 𝑗𝑠𝑤𝑠
𝐿𝑚
𝐿𝑠

𝜳 𝑠. (6)

In (3), ignoring 𝑅𝑠, we can get expression for 𝜳 𝑠 for a short time
period 𝛥𝑡,

𝜳 𝑠 =
𝐔𝑠0 − 𝐔𝑠1

𝑗𝑤𝑠
𝑒−𝑗𝑤𝑠𝑡 + 1

𝑗𝑤𝑠
𝐔𝑠1, 𝑡 ∈ [0, 𝛥𝑡], (7)

where 𝐔𝑠0 and 𝐔𝑠1 are stator voltages 𝐔𝑠 at time 𝑡 = 0− and 𝑡 = 0+,
respectively.

In normal conditions, e.g., without faults occurrence or faults clear-
ance, 𝐔𝑠0 = 𝐔𝑠1, the induced rotor voltage is,

𝑟 = 𝑠
𝐿𝑚
𝐿𝑠

𝐔𝑠. (8)

uring faults occurrence or faults clearance at instant 𝑡 = 0, 𝐔𝑠0 ≠ 𝐔𝑠1,
he induced rotor voltage is,

𝑟 =
𝐿𝑚 𝑠𝐔𝑠1 +

𝐿𝑚 (𝑠 − 1)(𝐔𝑠0 − 𝐔𝑠1)𝑒−𝑗𝑤𝑒𝑡, (9)
3

𝐿𝑠 𝐿𝑠
Fig. 3. Implementation of voltage buffer stage for a PV farm. Function blocks in the
two dashed and shadowed areas are added to the traditional dq synchronous frame
controller to realize voltage buffer function.

‖𝐔𝑟‖ ≤
𝐿𝑚
𝐿𝑠

‖𝑠𝐔𝑠1‖ +
𝐿𝑚
𝐿𝑠

‖(𝑠 − 1)(𝐔𝑠0 − 𝐔𝑠1)‖. (10)

Fig. 2 shows the maximum possible ‖𝐔𝑟‖ for different remaining
voltages 𝐔𝑠1 and slip 𝑠, assuming 𝐔𝑠0 = 1 𝑝𝑢 and the rated rotor voltage
is 𝑠𝐿𝑚

𝐿𝑠
𝐔𝑠 = 0.4𝐿𝑚

𝐿𝑠
𝐔𝑠, based on (8). It can be seen that the larger state

voltages change, i.e., the smaller remaining voltages are, the larger
the induced rotor voltages are. When induced rotor voltages 𝐔𝑟 exceed
DFIG rotor converter’s capacity, around 1.5 pu, rotor currents 𝐈𝑟 would
increase and the crowbar will be activated.

2.1.3. Implementation of voltage buffer
Fig. 3 shows the implementation of voltage buffer stage. The two

dashed and shadowed areas represent added function blocks to realize
voltage buffer function. Without those blocks, the control scheme is
the widely used dq synchronous frame controller [26,27]. In Fig. 3,
the reference value for a PV farm’s output voltage, 𝐔𝑃𝑉

𝑑𝑞_𝑟𝑒𝑓 , is the
sum of 𝐔𝑔𝑟𝑖𝑑

𝑑𝑞_𝑚𝑒𝑎2 and 𝐔𝑑𝑞2. The measured grid voltage is 𝐔𝑔𝑟𝑖𝑑
𝑑𝑞_𝑚𝑒𝑎. PI

controller’s output, 𝐔𝑑𝑞 , is the additional voltage needed to get the PV
farm’s reference current, 𝐈𝑑𝑞_𝑟𝑒𝑓 . The measured current of the PV farm
is 𝐈𝑑𝑞_𝑚𝑒𝑎. Signal 𝑓𝑎𝑢𝑙𝑡_𝑏𝑢𝑓𝑓𝑒𝑟 is 1 when the PV farm is in voltage buffer
stage and is 0 otherwise.

The voltage buffer stage is aimed to buffer voltage changes when
large disturbances occur in the grid. The first added function block
is a holder for the PI controller, freezing and keeping the controller’s
outputs unchanged following faults inception. This means 𝐔𝑑𝑞2 would
not change during voltage buffer stages. The second function block is
to buffer 𝐔𝑔𝑟𝑖𝑑

𝑑𝑞_𝑚𝑒𝑎. In stable operations, 𝐔
𝑔𝑟𝑖𝑑
𝑑𝑞_𝑚𝑒𝑎 are constants. Variable

𝑎 ∈ [0, 1] decides the buffer level. When 𝑎 = 0, there is no buffer for
𝐔𝑔𝑟𝑖𝑑
𝑑𝑞_𝑚𝑒𝑎, and 𝐔𝑔𝑟𝑖𝑑

𝑑𝑞_𝑚𝑒𝑎2, equivalent to 𝐔𝑔𝑟𝑖𝑑
𝑑𝑞_𝑚𝑒𝑎, would drop quickly. When

𝑎 = 1, after fault happens, 𝐔𝑔𝑟𝑖𝑑
𝑑𝑞_𝑚𝑒𝑎 would drop quickly, but 𝐔𝑔𝑟𝑖𝑑

𝑑𝑞_𝑚𝑒𝑎2
would drop at a slower rate because of the low pass filter. A larger 𝑎
results in slower change of 𝐔𝑃𝑉

𝑑𝑞_𝑟𝑒𝑓 but larger 𝐈𝑑𝑞_𝑚𝑒𝑎. For this reason,
𝑎 should be large enough to buffer the PV farm’s output voltages but
should be small enough to maintain the PV farm’s output currents
within safety ratings.a is chosen to be about 0.5 in this paper.

The reason why a holder is used after 𝐔𝐝𝐪 while a low pass filter
is used after 𝐔𝑔𝑟𝑖𝑑

𝑑𝑞_𝑚𝑒𝑎 is that 𝐔𝐝𝐪 is the output of PI controllers and
would change more unpredictably during transient dynamics. A holder
can perform better than a low pass filter. In normal operations, 𝐔𝐝𝐪
is usually around 5% of 𝐔𝑔𝑟𝑖𝑑

𝑑𝑞_𝑚𝑒𝑎. A holder cannot be used to buffer
𝐔𝑔𝑟𝑖𝑑
𝑑𝑞_𝑚𝑒𝑎 because large currents would be induced with a holder, putting
PV farms’ converters at risk.
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2.2. Stage II: PV farms coordination

CFM’s second stage, PV farms coordination stage, is formulated
as an optimization problem. Optimization formulation takes various
variables into consideration and achieves better trade-offs between
multiple objectives and constraints. Optimization brings flexibility, as
objectives and constraints can be modified easily as needed.

The optimization of PV farms coordination stage is solved by dis-
tributed and asynchronous surrogate Lagrangian relaxation (DA-SLR), a
method with mathematically proved convergence [28,29]. Distributed
and asynchronous computation supports plug-and-play, preserves pri-
vacy and exploits local computation.

2.2.1. Optimization formulation
The objective has two parts, as shown in (11). The first part is a

fault-current contributions, the differences between fault currents from
the main grid and the total fault currents. Fault current contributions
being zero means the integration of PV farms and wind farms has
minimal effect on fault currents and thus causes little disturbance on
the hosting grid. The second part is reactive power output, a large
amount of which can boost voltages during faults and speed up system
recovery from faults.

Voltages and currents are expressed in the complex plane and
represented by complex vectors. Decision variables in this optimization
formulation are each PV farm’s currents, 𝐈𝑃𝑉𝑖 , with each PV farm having
six decision variables, each phase current represented by an imaginary
part and a real part.

min
{

𝛼0
∑

𝑓𝑝

|

|

|

|

|

[Re(𝐈𝑀𝑓𝑝+𝐈
𝐷𝐸𝑅
𝑓𝑝 )]2+[Im(𝐈𝑀𝑓𝑝+𝐈

𝐷𝐸𝑅
𝑓𝑝 )]2

[Re(𝐈𝑀𝑓𝑝)]
2+[Im(𝐈𝑀𝑓𝑝)]

2 − 1
|

|

|

|

|

−
∑

𝑖 𝛼𝑖𝑄
𝑃𝑉
𝑖

}

,

(11)

where subscripts 𝑓𝑝 and 𝑖 denote faulty phases and PV farms in-
dex, respectively. 𝑓𝑝 ∈ ({𝑎, 𝑏, 𝑐}), power set of {𝑎, 𝑏, 𝑐}. Superscripts

, 𝐷𝐸𝑅, 𝑃𝑉 indicate variables related to the main grid, distributed
nergy resource (including both PV farms and the wind farm), and
single PV farm, respectively. Superscripts 𝑤𝑖𝑛𝑑, 𝑃𝑉 𝑠, discussed in
he next paragraph, indicate variables related to the wind farm and
ummative variables of all PV farms, respectively.
Variables 𝛼0, 𝛼𝑖 are weight factors. 𝐈𝑀𝑓𝑝, 𝐈

𝐷𝐸𝑅
𝑓𝑝 are fault currents from

he main grid and from distributed energy, respectively. 𝐈𝐷𝐸𝑅
𝑓𝑝 = 𝐈𝑤𝑖𝑛𝑑

𝑓𝑝 +
𝑃𝑉 𝑠
𝑓𝑝 , and 𝐈𝑃𝑉 𝑠

𝑓𝑝 =
∑

𝑖 𝐈𝑃𝑉𝑖,𝑓𝑝. 𝑄
𝑃𝑉
𝑖 are reactive power output from PV farm

. Symbols Re and Im mean the real part and the imaginary part of
omplex numbers, respectively.
CFM’s constraints can be put into two categories: coupling con-

traints and local constraints. Coupling constraints contain decision
ariables of more than one PV farm. Local constraints only involve
ecision variables of one PV farm. In the following constraints, (12)–
15), index 𝑖 = 1...𝑁 with 𝑁 being the number of PV farms. Phase
= 𝑎, 𝑏, 𝑐 denotes power systems’ three phases.
Coupling constraint: safety ratings of the substation that connects

enewable generators to the transmission system. This means the sum
f all PV farms’ output currents, 𝐈𝑃𝑉 𝑠

𝑗 =
∑

𝑖 𝐈𝑃𝑉𝑖,𝑗 , should be less than a
afety threshold, 𝐼𝑆,𝑃𝑉 𝑠:

Re(𝐈𝑃𝑉 𝑠
𝑗 )]2 + [Im(𝐈𝑃𝑉 𝑠

𝑗 )]2 ≤ (𝐼𝑆,𝑃𝑉 𝑠)2. (12)

Local constraint 1: safety current ratings of each PV farm. Each PV
farm’s output currents should be less than its own safety threshold,
𝐼𝑆,𝑃𝑉𝑖 :

[Re(𝐈𝑃𝑉𝑖,𝑗 )]2 + [Im(𝐈𝑃𝑉𝑖,𝑗 )]2 ≤ (𝐼𝑆,𝑃𝑉𝑖 )2. (13)

Local constraint 2: sum of each PV farm’s three-phase currents being
zero. This constraint is required if a PV farm’s interface converter is
three-legged or if the transformer’ winding at the PV farm side has no
ground connection:
∑ 𝑃𝑉
4

𝑗 𝐈𝑖,𝑗 = 𝟎. (14)
Local constraint 3: power balance, which means a PV farm’s active
output power during faults should be the same as before faults. If a
PV farm has no battery installed, this constraint is required; otherwise,
this constraint is not needed. Power balance constraint is to protect PV
farms and nearby grid networks from further disturbance caused by a
large change in power flow:

𝑃 𝑃𝑉
𝑖 = 𝑃 𝑟𝑒𝑞

𝑖 . (15)

As explained, the above local constraint 2 and local constraint 3
do not necessarily apply to every PV farm. Their existence depends
on individual PV farms’ properties. This inclusion of various PV farm
properties matches reality better, since PV farms are expected to be
owned by different holders and possess distinct characteristics.

2.2.2. Distributed and asynchronous solutions
DA-SLR is used to decompose the above centralized formulation

into multiple subproblems, with each PV farm having a subproblem.
Specifically, the coupling constraint (12) is relaxed with Lagrangian
multiplier vector 𝝀 and then the formulation is decomposed into 𝑁
subproblems. Those subproblems are then computed in a distributed
and asynchronous way. DA-SLR is proved mathematically to converge.
It enables CFM’s distributed computation, plug-and-play and privacy
preservation.

Subproblem 𝑖, formulated and solved for PV farm 𝑖, is shown as
follows:

min 𝛼0
∑

𝑓𝑝

|

|

|

|

|

[Re(𝐈𝑀𝑓𝑝+𝐈
𝐷𝐸𝑅
𝑓𝑝 )]2+[Im(𝐈𝑀𝑓𝑝+𝐈

𝐷𝐸𝑅
𝑓𝑝 )]2

[Re(𝐈𝑀𝑓𝑝)]
2+[Im(𝐈𝑀𝑓𝑝)]

2 − 1
|

|

|

|

|

− 𝛼𝑖𝑄𝑃𝑉
𝑖 + 𝝀𝑇 𝒈 (16)

s.t. (13), (14), (15), (17)

here whether constraint (14) or (15) is included depending on PV
arm 𝑖’s technical specifications, 𝝀 = [𝜆𝑎, 𝜆𝑏, 𝜆𝑐], 𝒈 = [𝑔𝑎, 𝑔𝑏, 𝑔𝑐 ], with
𝑗 (𝑗 = 𝑎, 𝑏, 𝑐) given in (18) after relaxation of coupling constraint (12):

𝑗 = [Re(𝐈𝑃𝑉 𝑠
𝑗 )]2 + [Im(𝐈𝑃𝑉 𝑠

𝑗 )]2 − (𝐼𝑆,𝑃𝑉 𝑠)2. (18)

During the computation, the coordinator, which can be an indepen-
ent system operator (ISO), regional transmission organization (RTO),
tility, distribution system operator (DSO) or transmission system op-
rator (TSO) in reality, sends currents and Lagrangian multipliers to
ll PV farms. Then, each PV farm optimizes based on (16) and (17).
ny PV farm that finishes its optimization would send its result to
he coordinator. The coordinator then updates 𝝀 asynchronously and
sends the updated multiplier values back to the PV farm. After that,
PV farms would optimize based on updated values. The coordinator
updates Lagrangian multipliers asynchronously based on the following
equation:

𝝀𝑘+1 = 𝝀𝑘 + 𝑑𝑘𝒈𝑘, (19)

where 𝑘 is the iteration number on the coordinator side, i.e., the
𝑘th time the coordinator updates 𝝀. 𝑑𝑘, 𝒈𝑘 are step size and relaxed
constraints at iteration 𝑘, respectively. The above process repeats until
convergence. Convergence criteria can be the change of variables,
e.g., objective functions or decision variables, being smaller than preset
thresholds. For the case study in Section 4, reference values are sent to
PV farms after each distributed controller finishes at least one round
optimization. This is to shorten the time of outputting reference values
to meet real-time requirements.

2.3. Stage III: Voltage buffer

CFM’s third stage is another voltage buffer stage, which starts
immediately after faults clearance and endures about 1 cycle. When
faults are cleared, by relays, circuit breakers or conductors breaking
down, voltages can increase quickly [30]. When quickly decreasing or
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Fig. 4. Schematic of hardware setup for real-time simulation. RTDS: Real Time Digital
Simulator.

Fig. 5. Data transfer in real-time simulation.

ncreasing voltages are imposed on the DFIG-based wind farm, large
urrents in the rotor are induced and the crowbar is activated.
The green lines, indicated by 2, in Fig. 1(b) and Fig. 1(c) give the

chematic of PV farms’ output voltages during fault clearance with
oltage buffer and without voltage buffer, respectively. The implemen-
ation of the voltage buffer stage during fault clearance is the same as
he voltage buffer during fault inception, and is shown in Fig. 3.

. Real-time simulation setup

This section explains the simulation setup with a real-time dig-
tal simulator. As discussed in Section 2.2, distributed optimization
s used to coordinate multiple PV farms. One concern over applying
ptimization to power system dynamics is whether controllers can
utput reference values fast enough to meet real-time performance
equirements. Without real-timeliness, developed algorithms cannot be
sed in actual implementations.
Fig. 4 shows the schematic of hardware setup for real-time sim-

lation. This setup belongs to controller hardware-in-the-loop [31],
ecause physical controllers have been connected to real-time simula-
ors by I/O ports or network. The physical system, i.e., PV farms, the
ind farm and other parts of power grids, is simulated in a simulator
rom RTDS Technologies [32]. One personal computer or server exclu-
ively runs one PV farm’s control algorithm. Another computer acts as
he coordinator and is also used for monitoring and displaying real-time
alues. All the controller computers, the coordinator computer and the
eal-time simulator are connected to the network by cables and routers.
Fig. 5 shows the data transfer in real-time simulation. During faults,

he RTDS simulator sends voltage signals 𝐔 and current signals 𝐈,
5

Fig. 6. Results for three-phase to ground faults, happening at 0.4 s and clearing at 0.8
s. (a) Voltages at the fault location. (b) Voltages at PV farms’ terminal. (c) Zoomed-in
version of subfigure (a). (d) Zoomed-in version of subfigure (b).

e.g., PV farms’ terminal voltages and currents at the fault location,
to the coordinator computer. The coordinator computer sends voltage
signals, current signals, multipliers 𝝀 and sum of all PV farms’ currents
𝐈𝑃𝑉 𝑠 to all PV farms’ controllers. Then, each PV farm’s controller
optimizes distributedly, gets their reference values 𝐈𝑃𝑉𝑖 , and sends 𝐈𝑃𝑉𝑖
to the coordinator computer. The coordinator computer sends reference
values to the RTDS simulator so that PV farms output reference values.
The coordinator computer then updates multipliers asynchronously and
sends the latest parameters, i.e., 𝐔, 𝐈,𝝀, 𝐈𝑃𝑉 𝑠, to distributed controllers,
which would start next round optimization with newly received data
after finishing their ongoing optimization. This communication and
computation process repeats until fault clearance. During simulation,
variables of interest, whether they are used in the optimization, are
sent from the simulator to the coordinator computer for monitoring
and displaying. Commands are sent from the coordinator to RTDS
simulator, e.g., refreshing and transmission rate.

To meet real-time requirements, after every subproblem or con-
troller finishes at least one round optimization, new reference values
of all subproblems will be sent to the RTDS simulator. In this way,
the real-time simulator would get reference values quickly. One round
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Fig. 7. Results for three-phase to ground faults. (a) Rotor currents, (b) output power
of the DFIG-based wind farm and (c) wind farm output currents.

optimization of a subproblem starts when a distributed controller re-
ceives updated variable values and ends when the subproblem outputs
its optimization results, i.e., decision variables. Even though those
references are suboptimal initially, they would move towards optimal
as computation proceeds, because the sent references are used as initial
values for the next round optimization. It usually takes at least several
rounds per controller for distributed optimization to converge, with
the number of rounds depending on stopping criteria, initial values,
coordination methods, and so on. However, it usually takes more
than 200 ms for distributed optimization to converge this way, failing
real-time requirements for power grids’ fault management.

In Fig. 5, computations in the coordinator computer and all PV
farms’ controllers are conducted in software Matlab. TCP/IP protocol is
used for the communication between the Matlab and the RTDS simula-
tor. The RTDS simulator is designated as TCP server in its GTNET-SKT
module, and the Matlab is designated as TCP client by its command
tcpclient. User Datagram Protocol (UDP) is used for the communication
between Matlab sections in different computers, i.e., the coordination
computer and each PV farm’s controller computer, with command
udpport being used. The coordination computer needs to set multiple
UDP local ports, three in this paper, and each PV farm’s controller only
needs one UDP local port.

4. Case study

This section presents real-time simulation results with the hardware
setup shown in Fig. 4. Four computers have been used: a DELL Pow-
erEdge R740, a Dell Precision 7750, a Dell Precision 5820 and an ASUS
K501U. Three PV farms are simulated in the RTDS NOVACOR simula-
tor. Every PV farm has one computer run its optimization algorithm,
6

and the fourth computer acts as the coordinator. The adjustable RTDS
sample time is set to 20 ms in this paper. Magnitudes and angles of
voltage and current vectors are sent to controllers.

The schematic of the simulated system in the RTDS simulator is
shown in Fig. 1. One wind farm and three PV farms have been sim-
ulated. The main grid is of 110 kV and connected to the 27 kV
distribution system by a transformer. The wind farm and PV farms
are connected to the 27 kV distribution system by transformers with
voltage ratings of 27 kV/0.69 kV. The terminal voltage ratings for
both wind and PV generations are 0.69 kV. 𝑍1 = 50.83 + 𝑗384.5Ω,
𝑍2 = 25.42 + 𝑗192.26Ω and 𝑍3 = 𝑍4 = 1.53 + 𝑗5.74Ω. These impedance
values are chosen to represent about 5% voltage drop. PV farm 1, PV
farm 2 and PV farm 3 have capacities of 3.0 MW, 4.0 MW and 2.0
MW, respectively. The three PV farms output 1.2 MW, 1.8 MW and 1.0
MW before faults, respectively, all with power factor 1.0. PV farm 1
and PV farm 3 have storage, so constraint (15) does not exist in their
ormulation during the PV farms coordination stage. PV farm 2 does
ot have storage and thus constraint (15) exists in its formulation. The
wind farm is of 2.0 MW capacity and outputs 2.0 MW active power and
0.0 MW reactive power before faults. The wind farm is modeled as a
DFIG, rotating at 45 Hz before faults, i.e., slip 𝑠 = 0.25.

4.1. Three-phase to ground faults with CFM

A three-phase to ground fault happens at the 110 kV line at 0.4
s and clears at 0.8 s with the grounding resistance 𝑍𝐹 = 325.0Ω, as
shown in Fig. 1. Fig. 6 shows voltages at the fault location and PV
farms’ terminal, indicated by number 1 and 2 respectively in Fig. 1.
The first and second buffer stages span from 0.40 s to 0.42 s and
from 0.80 s to 0.82 s, respectively. Fig. 6(c) and (d) are the zoomed-
in versions of Fig. 6(a) and (b), respectively. During fault inception
and clearance, because of the voltage buffer stage in CFM, voltages at
PV farms terminal change slower than voltages at the fault location.
Specifically, from 0.400 s to 0.401 s, phase 𝑎 has the largest voltage
change, and instant phase 𝑎 voltage at the fault location drops from
94.60 kV to 25.22 kV, a 70.88% drop compared with voltage amplitude
97.88 V. By contrast, instant phase 𝑎 voltage at PV farms terminal
drops from 588.9 V to 201.1 kV, a 62.02% drop compared with voltage
amplitude 625.3 V. From 0.400 s to 0.401 s, instant phase 𝑎 voltage at
the fault location has the largest voltage drop to −7.822 kV at 0.4004
s, a 104.6% drop. Contrarily, phase 𝑎 voltage at PV farms terminal has
the largest drop of 62.02% at 0.401 s from 0.400 s to 0.401 s.

As shown in (10) and Fig. 2, for DFIG-based wind farms, larger
grid voltage difference induces large rotor voltages and thus requires
rotor converters to output larger voltages to control rotor currents.
When the required voltages exceed rotor voltage capacity, large rotor
currents would appear and activate the crowbar. Fig. 7 shows the
DFIG’s rotor currents and output power. Because of the voltage buffer
implemented with PV farms’ interface converters, the DFIG, connected
to the same collector substation with PV farms, experiences voltages
of less changing rates. During fault inception and fault clearance, the
rotor currents remain below the crowbar’s activation threshold, set as
1.3 times rated currents. With the crowbar not being activated, the
DFIG-based wind farm keeps synchronized and controllable, and it
is controlled to output a large amount of reactive power to support
voltage recovery.

From 0.42 s to 0.80 s is the PV farms coordination stage. The
objective function in (11) has two parts: fault current contributions
and reactive power output. Fig. 8(a) shows root-mean-square (RMS)
amplitude differences between total fault currents to the ground and
fault currents from the main grid. At 0.417 s, the fault current dif-
ference reaches its largest at 65.75 A, meaning that PV and wind
farms contribute to the increase of the total fault currents by 65.75
A. As PV farms coordination proceeds, current differences, i.e., fault
current contributions from renewable energy, reduce gradually to zero.
Fig. 8(b) shows output power of PV farm 1, which has batteries and thus

no requirement on active power balance constraint (15). PV farm 1 is
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managed to output reactive power as much as possible. Fig. 8(c) shows
output power of PV farm 2, which has no battery and thus is required
to satisfy active power balance constraint (15). PV farm 2 is managed
to output the same amount of active power before fault and also to
output maximum possible reactive power. At some instants, e.g., 0.482
s, 0.586 s and 0.644 s, the output power of PV farm 2 changes relatively
largely. This is because controllers send new reference values to RTDS
simulators at those instants.

4.2. Real-time performance analysis

One concern for using optimization in power system dynamic con-
trol is computation time, which should be small enough to output
reference values promptly. Fig. 9(a) is an optimization finishing se-
quence during fault management. Results in this subfigure belong to
the same simulation case in the previous Section 4.1. In the simula-
ion, every 20 ms, the RTDS simulator sends data to the coordinator
ontroller. The sent data include an incremental number, incrementing
y 1 every 20 ms, and system states, e.g., voltages and currents. After
ach PV farm’s control has finished at least one round optimization,
he coordinator computer sends reference values and the incremental
umber back to the RTDS simulator. The incremental number is not
sed in computations. It is used for calculating computation time.
When there is no fault or optimization computation, the coordinator

ontroller can send received incremental numbers back to the RTDS
imulator almost immediately. This forward and backward communi-
ation takes about 3.5 ms, which is why in Fig. 9(a), the bottom line
ags the upper line by about 3.5 ms before fault and after a fault.
uring the PV farm coordination stage, from 0.42 s to 0.80 s, controllers
ave sent to the RTDS simulator the incremental number and reference
alues five times, at 0.4816 s, 0.5860 s, 0.644 s, 0.664 s and 0.728 s,
espectively. Those five optimizations take 54.4 ms, 104.4 ms, 58.0 ms,
0.0 ms and 64.0 ms, respectively, averaging 60.16 ms. The last opti-
ization lasts 94.0 ms, from 0.728 s to 0.822 s, but its reference values
re not used, as the fault ends at 0.80 s.
Fig. 9(b) is the computation time of distributed optimization during

V farms coordination stage. The computation time includes communi-
ation time between the RTDS simulator and the coordinator controller,
he time lapse for every PV farm to finish at least one round opti-
ization, and communication time between the coordinator controller
nd PV farm controllers. The computation time in Fig. 9(b) averages
5.49 ms with a stand deviation of 37.47 ms. The results demonstrate
hat the proposed optimization-based PV farms coordination method is
ast enough to output reference values for dynamic control. Hardware-
n-the-loop simulations are closer to reality and related results are more
onvincing than software-in-the-loop.

.3. Scalability analysis

In this subsection, the physical system has one wind farm and 24
V farms, increased from 3 PV farms. Rather than using 24 computers
s distributed controllers, 24 cores within one DELL PowerEdge R740
omputer are used, with one core running one PV farm’s control al-
orithm. The distributed and asynchronous computation with multiple
ores is realized with parfeval command in Matlab’s Parallel Computing
oolbox. The wind farm is of 2.0 MW capacity and runs at the rated
apacity with a power factor of 1.0 before faults. The total capacity of
he 24 PV farms is 9.0 MW and they output 4.0 MW active power and
.0 MW reactive power before faults.
Fig. 10 shows simulation results with 24 PV farms. Subfigure (a) is

he DFIG rotor currents, which are always below the crowbar activation
hreshold, 1.3 times rated currents. Without a crowbar being activated,
he DFIG always keeps controllable. Subfigure (b) is the RMS amplitude
ifferences between total fault currents to the ground and fault currents
rom the main grid. RMS amplitude differences represent fault current
ontributions from renewable resources. Fault current contributions
7

Fig. 8. Results for three-phase to ground faults. (a) RMS amplitude differences between
total fault currents to the ground and fault currents from the main grid, expressed as
‖𝐈𝑀𝑓𝑝 + 𝐈𝐷𝐸𝑅

𝑓𝑝 ‖− ‖𝐈𝑀𝑓𝑝‖. The amplitude differences represent the fault current contribution
from distributed energy. Output power of (b) PV farm 1 and (c) PV farm 2. (d) Sum
of all PV farms currents.

are reduced to zero during faults. Subfigure (c) is output power from
renewable resources, including the wind farm and all 24 PV farms.
One objective component during faults is to maximize reactive power
output, which is why a large amount of reactive power is output by re-
newable resources. Subfigure (d) is the optimization finishing sequence
during the PV farm coordination stage. Reference values have been sent
to the RTDS simulator from the coordinator controller six times. The
mean computation time of these six optimizations is 61.83 ms, and
the standard deviation is 5.78 ms. The possible reason for a smaller
standard deviation in multi-core implementation in Fig. 10 than the
multi-PC implementation in Fig. 9 is that the communication between
cores within one computer is more stable than the communication
between multiple computers.

The results in Fig. 10 justify the potential of proposed PV farms
coordination to be used to manage large numbers of heterogeneous
PV farms during faults. One challenge for scaling up is the longer

communication time between the coordinator and subproblems during
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Fig. 9. Results for real-time performance analysis. (a) Optimization finishing sequence
during fault management. (b) Computation time of PV farms coordination stage.

Fig. 10. Results for scalability analysis. (a) Rotor currents in DFIG-based wind farm.
(b) The RMS amplitude differences between total fault currents to the ground and fault
currents from the main grid. (c) Output power from renewable resources, including the
wind farm and all PV farms. (d) Optimization finishing sequence.
8

a

distributed optimization. In our current experiment setup and imple-
mentation, when the coordinator is transferring data with one sub-
problem, it cannot have data transfer with other subproblems. For
example, the coordinator computer can only send the multipliers to
each subproblem computer one after another instead of simultaneously.
As a result, more PV farms would increase communication time. If
the coordinator computer can send multipliers simultaneously to all
subproblems and also receive new results simultaneously from multiple
subproblems, then scaling up to hundreds of PV farms with DA-SLR
should be realizable.

4.4. Three-phase to ground faults without CFM

This section presents real-time simulation results without CFM,
i.e., without voltage buffer or PV farms coordination. PV farms are in
power control mode during faults, namely, maintaining the same power
output within current ratings. A three-phase to ground fault happens
at the 110 V section at 0.40 s and clears at 0.80 s with the grounding
resistance 𝑍𝐹 = 325Ω, as shown in Fig. 1.

Fig. 11 shows simulation results without CFM. Fig. 11(a) is the
otal power of all PV farms, controlled to be the same as before faults.
ithout voltage buffer stage, immediately after fault inception and
ault clearance, voltages at PV farms’ terminals would change nearly
s much as grid voltages. Specifically, from 0.400 s to 0.401 s, phase 𝑎
as the largest voltage change and instant phase 𝑎 voltage at PV farms
erminal drops from 592.5 V to 162.7 kV, a 70.33% drop compared
ith voltage amplitude 625.3 V. The drop is similar to the voltage drop
t the fault location, 70.88%, and larger than voltages drop at PV farms
erminal with CFM, 62.02%.
Without voltage buffer, the DFIG, connected to the same collector

ubstation with PV farms, experiences voltages of larger changing rates.
s a result, rotor currents increase above the crowbar’s activation
hreshold, set as 1.3 times rated currents, during both fault inception
nd fault clearance, and the crowbar is activated twice, as shown in
ig. 11(c) and (d). With the crowbar switching on and bypassing the
otor converter, the DFIG-based wind farm loses controllability and
cts as an asynchronous motor, absorbing reactive power, as shown in
ig. 11(e). The wind farm absorbing reactive power is not desirable
or voltage recovery. Fig. 11(f) shows the RMS amplitude differences
etween total fault currents to the ground and fault currents from the
ain grid. Without PV farms coordination, the current difference levels
ut at 37.97 A, meaning PV and wind farms contribute to increasing
otal fault currents by 37.97 A.
By comparison between real-time simulation results in Section 4.1

ith CFM and the results in this subsection without CFM, it is con-
luded that with CFM’s voltage buffer stage, the crowbar in the DFIG-
ased wind farm would not be activated, enabling the wind farm to
e controllable all the time. The wind farm then can be controlled
o output reactive power to help voltage recovery. Also, with CFM’s
V farms coordination stage, PV farms can contribute to keeping the
otal fault currents and the fault currents from the main grid having
he same amplitude, meaning renewable energy penetration causes less
isturbance to the main grid.

. Conclusion

CFM is developed to enable renewable energy resources’ fault ride-
hrough capabilities and to improve power grid resilience, with dif-
erent types of renewable resources cooperating with and comple-
enting each other. Simulations demonstrate PV farms’ power con-
erters can assist nearby DFIG-based wind farms in riding through
aults and that various renewable resources can coordinate to reduce
isturbance and help boost recovery during faults. Real-time simula-
ion results with controller hardware-in-the-loop justify the distributed-
ptimization-based CFM can output reference values quick enough,
round 60 ms, for controlling power grid dynamics and be scaled up
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Fig. 11. Results without cooperative fault management. (a) Powers of all PV farms.
(b) Voltages at PV farms’ terminal. (c) Rotor currents of the DFIG-based wind farm.
(d) Crowbar activation signal. (e) Power of the wind farm. (f) The RMS amplitude
differences between total fault currents to the ground and fault currents from the main
grid.

to a large number of renewable generators. CFM belongs to primary
control and should be activated upon fault detection. The idea of
cooperative and complementary management between PV and wind
can be extended to other renewable energy. Fault management with
9

electric vehicle facilities and with large systems is in the future research
plan.
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