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When a quantum system is put into an excited state, it will decay back to the ground state through a
process termed spontaneous emission. It is generally assumed that spontaneous emissions between differ-
ent individual emitters will not be coherent with each other; to produce coherent light, one would need
population inversion and stimulated emission. In this work, we show that an optically thin ensemble of
11000 radiating atoms spontaneously organizes to produce spatially coherent light. The reason for this
coherence is collective coupling of the individual emitters via Dicke superradiance and subradiance (as
opposed to amplification through stimulated emission).
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L. INTRODUCTION AND BACKGROUND

Spontaneous emission occurs due to the coupling of
a quantum system (e.g., a neutral atom) to a continuum
(infinite number) of radiation modes. It was predicted by
Dicke 70 years ago that the usual process of spontaneous
emission could be importantly modified when there is an
ensemble of emitters [1]. Specifically, the emission (decay)
rate can be enhanced or reduced compared to the natural
rate of a single isolated atom: effects commonly referred to
as superradiance and subradiance [2—4]. This enhancement
and reduction of the decay rates can be understood classi-
cally as constructive and destructive interference between
the radiation originating from individual emitters. The
physical picture is that when the emitters radiate in phase
(constructive interference), the decay rate is enhanced
(superradiance); while out-of-phase emissions (destructive
interference) result in reduced decay rates (subradiance).
Whether there is superradiance or subradiance, spatial
coherence is established between the atoms, which is then
mapped to their emitted light (i.e., the individual emit-
ters are no longer uncorrelated but, instead, have a defined
phase relationship). This coherence is essential to collec-
tive decay: it is no coincidence that Dicke’s original paper
is titled *“Coherence in Spontaneous Radiation Processes.”
It is this spatial coherence of the light that our experiment
demonstrates.
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Superradiance is relatively easy to observe in dense
ensembles that are at the Dicke limit, where many atoms
are within a cubic wavelength of volume. In this regime,
all that is required for superradiance to occur is to excite
the atoms to a higher-energy level. For this case, due to the
symmetries in the system, the ensemble primarily decays
through in-phase superpositions. The first experimental
observations of superradiance date to the early 1970s [5,6].
In contrast, the first studies of subradiance, especially in
large ensembles, have not been performed until much more
recently [7-9]. These effects have been experimentally
observed in a large number of physical systems, includ-
ing neutral atoms, ions, molecules, nitrogen-vacancy cen-
ters in diamond, and superconducting Josephson junctions
[10-23]. These experimental studies have been comple-
mented by a large body of theoretical work [24-31]. We
also note that, over the past decade, collective decay has
found new applications in quantum computing and quan-
tum information processing. For example, subradiance can
be utilized to decrease the decoherence rate in a quan-
tum system and therefore increase the lifetimes of stored
quantum information [32]. Using collective coupling, two-
dimensional arrays can be used for highly directional
mapping of quantum information between atoms and light
[33,34].

In our experiment, we study spontaneous emission from
a laser-cooled ensemble of rubidium (*’Rb) atoms. We
observe subradiance in a regime that has not been stud-
ied before: a dilute (very small number of atoms per
cubic wavelength) optically thin cloud (with a thickness
more than 2 orders of magnitude lower than in previ-
ous experiments from other groups [7-9] and an order of
magnitude lower than our earlier work [35]), in the strong-
excitation regime. We show that in this regime, the subra-
diant time scales are not determined by the optical depth
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but, rather, by the figure of merit for coherent emission.
By coupling the radiated light to a misaligned Michelson
interferometer, we show that for a sufficient number of
atoms, the emitted light becomes transversely spatially
coherent, with a coherence length comparable to the size of
the minor axis of the cloud. This coherence is established
in an optically thin medium and is destroyed when the
number of atoms in the ensemble is reduced. Furthermore,
because the light coherence relies on appropriately phased
or antiphased superpositions in the atomic ensemble, it is
quite sensitive to motional dephasing. Even a temperature
increase of 70 pK of the radiating atoms (corresponding to
a motional dephasing of approximately A /200 within the
natural decay lifetime of 26.2 ns) is enough to destroy the
spatial coherence of the emitted light.

Our results point to a new way of generating coherent
light with characteristics distinctly different from a laser.
Spatial coherence is established due to collective coupling
of the atoms to radiated light and is produced in an opti-
cally thin medium without any feedback (i.e., there is no
external cavity). Furthermore, the light coherence in our
experiment does not rely on amplification through stimu-
lated emission in an inverted medium. The excited-state
fraction in our experiments is about 0.3 (i.e., there is no
population inversion).
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II. EXPERIMENTAL SCHEMATIC

Figure 1 shows a simplified schematic of our experi-
ment [35]. The experiment starts with a magneto-optical
trap (MOT) of laser-cooled ultracold *’Rb atoms, which
is loaded from a background vapor inside an ultrahigh-
vacuum chamber. Laser cooling is implemented on the
F =2 — F' = 3 cycling transition of the D2 line of 3"Rb,
near a wavelength of 780 nm. We overlap an intense far-off
resonant laser at a wavelength of 1.055 pm, trapping the
atoms near the focus of the laser (an optical dipole trap).
Further details of our experimental system can be found
in Appendix A. We typically trap 11 000 &+ 3000 atoms at
an atomic temperature of 40 £5 puK. Due to the profile
of the trapping beam, the trapped atomic cloud is highly
asymmetric, with radii of 6.3 x 6.3 x 360 pm in the three
spatial dimensions (all quoted numbers are the 1 /e density
radius, with an uncertainty of +10%). With the atoms con-
fined to the dipole trap and optically pumped to the F = 2
ground level, we turn off the dipole trapping laser and tum
on a single short intense laser pulse for 200 ns that cou-
ples the atoms strongly to the F' = 3 excited level. This
laser, termed the excitation laser, is spatially larger than
the size of the ensemble and has a saturation parameter of
§/8y ~ 2 (a discussion of the calibration of the saturation
parameter can be found in Appendix D). This saturation

FIG. 1. A simplified experimental
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——y wavelength of 1.055 pm, trapping
the atoms near the focus of the laser
{an optical dipole trap). With the
atoms confined to the dipole trap and
optically pumped to the F = 2 ground
level, we turn off the dipole trapping
laser and turm on a short intense
laser pulse that couples the atoms
strongly to the F' =3 excited level.
After the excitation laser is switched
off, we collect the fluorescence from
the atoms using a large lens and
perform two types of studies: (a)
we detect the emitted light with a
single-photon counter and analyze
decay as a function of time and (b)
we use a Michelson interferometer to
study the spatial-coherence properties
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parameter corresponds to an excited-state fraction of about
0.3 (i.e., each atom has a 30% probability of being in the
excited state). The excitation laser is linearly polarized in
a direction orthogonal to the laser-propagation direction as
well as to the direction of fluorescence detection. We then
abruptly turn off the excitation beam and observe the fluo-
rescence emitted from the atoms. The abrupt switching of
the excitation laser is achieved using a fast acousto-optic
modulator with a 90% to 10% tumn-off time of 8 ns and this
allows us to observe purely spontaneous emission by the
atomic ensemble.

With the excitation laser switched off, the atoms spon-
taneously decay to their ground level. The lifetime of the
excited level for an isolated atom is 1, = 26.2 ns and this
quantity sets the relevant time scale for our experiment.
We collect spontaneous emission from the ensemble with
a lens of numerical aperture NA = (.19, in a direction
orthogonal to the propagation direction of the excitation
laser. The emission in the orthogonal direction does not
carry any correlations imprinted due to the phase fronts of
the laser. This is in contrast to temporal-coherence stud-
ies that look along the forward direction, typically referred
to as free-induction decay [36]. We perform two types of
experimental studies with the collected light. (i) In the
first type, we measure the collective decay of the ensem-
ble as a function of time and study subradiance [see Fig.
I1(a)]. For this purpose, we detect the collected light with
a single-photon counting module and average over many
experimental cycles, which gives us a time-resolved trace
of the spontaneous decay. (ii) In the second type of study,
we couple the collected light to a misaligned Michelson
interferometer [see Fig. 1(b)]. Here, we split the beam into
two arms using a 50:50 beam splitter. Each arm reflects
off a mirror and then the two arms are recombined with
one slightly offset from the other and detected. This setup
enables us to measure the coherence of the emitted light
across its spatial profile, since the collection lens produces
an image of the radiated light from the ensemble near the
detector of the interferometer.

The fact that these effects can be present in a dilute,
disordered, and large sample is not obvious and here
we provide a qualitative explanation. Initially, right after
the excitation laser beam is turned off, light emitted
along the direction of the detector (orthogonal to the
laser-propagation direction) comes from random locations
(since the atomic ensemble is disordered) and does not dis-
play any phase coherence. However, some of the atoms
are near the correct positions, so that their emissions inter-
fere constructively, producing superradiance (faster than
the independent emission rate). These correlated super-
radiant modes (and uncorrelated independent emission
modes) decay relatively quickly, leaving only antiphased
superpositions in the sample, which in tum produce sub-
radiance. For this process to happen, it is critical that the
atoms are almost stationary during the emission process
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FIG. 2. A sample numerical simulation for parameters that are

similar to what we have in our experiment. Here, we use the
Dicke decay-ladder model modified by the eigenvalue distribu-
tion of each subspace, as discussed in Refs. [35,37]. The solid
blue line shows the fluorescence from the ensemble in logarith-
mic scale, while the dashed black line is the decay of an isolated
atom, exp(—f/t,). There is initial superradiance followed by
subradiant decay. While the initial superradiance is difficult to
observe in dilute samples, the subradiance is more easily observ-
able, since it produces large deviations from independent decay
at later times.

so that their phase relations are preserved: ultracold tem-
peratures are therefore essential. The result is spatially
coherent light formed purely due to spontaneous emission:
early in the decay, this manifests predominantly through
phased superpositions, while later stages are dominated by
antiphased superpositions. The amount of spatial coher-
ence is determined by the proportion of atoms emitting
through cormrelated channels compared to those emitting
through independent uncorrelated modes. Figure 2 shows a
sample numerical simulation with parameters that are sim-
ilar to what we have in our experiment. Here, we use the
Dicke decay-ladder model modified by the eigenvalue dis-
tribution of each subspace, as discussed in Refs. [35,37].
The solid blue line shows the fluorescence from the ensem-
ble on a logarithmic scale, while the dashed black line
is the decay of an isolated atom, exp (—f/t,). Two dis-
tinct regimes of the decay, superradiant and subradiant,
are clearly evident. For the conditions of our experiment
(a dilute cloud with a very low optical depth) the initial
superradiance is difficult to observe, since the superradiant
time evolution is not long enough to produce large devi-
ations from independent decay. However, the subradiance
is more easily observable, since it persists for longer time
scales.

III. EXPERIMENTAL RESULTS

We proceed with a detailed description of our experi-
mental results. For each experimental cycle, the number
of detected photons on the counter is of order unity. For
our subradiance studies, we reprepare the ensemble and
average over approximately 10° experimental cycles. Each
experimental cycle (MOT loading, dipole-trap loading,

010338-3



D. C. GOLD et al.

PRX QUANTUM 3, 010338 (2022)

iz o
LLbo
wm o O
L L L
1)

L3

I

Il

')
’
’r
Il

In(fluorescence
Jq ![-J
n o

'.L-l
=
T
v

]
i
'

La
i
[

y

d
2
5
2|
3
8

1 (ns)

FIG. 3. An example decay curve (solid blue line) of the flu-
orescence, where we observe substantial subradiance. For this
example, which is obtained for an atomic density of 10° /! cm’, the
1 /e decay constant is increased by about 20%, i.e., T = 1.2 x 1,.
The dashed black line is the expected decay of an isolated indi-
vidual atom for comparison, while the dashed red line is the
linear fit to the observed data. The inset shows a sample fluo-
rescence trace (solid blue curve) as well as the intensity of the
excitation pulse as detected on a fast photodetector (dashed pur-
ple curve) on a longer time span. All the data that we present
below, including the coherence measurements on the Michelson
interferometer, are recorded in the data-analysis region marked
in the inset; i.e., after the excitation pulse is switched off.

excitation, and fluorescence detection) takes about | s. As
a result, each fluorescence decay trace requires a data-
acquisition time of about a day. Figure 3 shows an example
decay curve of the fluorescence in which we observe sub-
stantial subradiance. For this decay curve, the |/e time
constant is increased by about 20% to T = 1.27,. As we
discuss below, this increase in the time constant cannot be
due to incoherent processes such as radiation trapping due
to the very low optical depth of the sample [8]. The inset of
Fig. 3 shows a sample fluorescence trace (solid blue curve)
as well as the intensity of the excitation pulse for reference
(dashed purple curve), both plotted on a logarithmic scale.
All of the data that we present below, including the spatial-
coherence measurements on the Michelson interferometer,
are recorded in the “data-analysis region™” marked in the
inset (i.e., after the excitation pulse is switched off and the
atoms are in free space).

Figure 4(a) shows the observed decay time as a function
of the peak density of the ensemble. We vary the den-
sity by allowing the atomic cloud to freely expand for a
given amount of time after the dipole trap is shut off and

-
|-;-1
B

R
g

Figure of merit (N/(:

3 102 10!

Radial optical depth

FIG. 4. (a) The observed subradiance as a function of the den-
sity of the sample. At low densities, the decay time approaches
the independent decay time, T — 1,. As the density is increased,
the observed subradiance increases and then reaches a plateau,
followed by a slight drop near the highest density. (c) The same
data points plotted as a function of the optical depth. The general
behavior of these data (subradiance increasing and then reaching
a plateau) is expected from the figure of merit that would describe
coherent emission from the ensemble, FOM = [N/ (Rfl)]z. This
fipure of merit is plotted in (b).

before the excitation pulse is applied. The data points are
obtained for cloud expansion times of 0.1, 0.25, 0.5, 1, 2,
3, 4, and 10 ms, respectively. Here, for each expansion
time, we fit a curve to the data (for a duration of 3.517,
after the excitation beam is turned off) and find the 1 /e
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decay time of the fit, which we refer to as 1. The vertical
error bar on each data point is a measure of the uncer-
tainty in the fit. The horizontal error bars are primarily
due to the uncertainty in the measurement of the num-
ber of atoms in the sample. At low densities, the decay
time approaches the independent decay time, T — 14, as
expected. As the density is increased, the observed subra-
diance increases and then reaches a plateau, followed by
a slight drop near the highest density. The drop is likely
due to a currently unidentified process that dephases the
superpositions across the ensemble. Figure 4(c) displays
exactly the same data points but plotted as a function of the
radial optical depth (the optical depth of the cloud along
the direction of the detector). The optical depth of the sam-
ple where we observe the largest subradiance (a depth of
approximately 10~2) is more than 2 orders of magnitude
less than in the systems where subradiance has previously
been studied [7-9].

The general behavior of the data of Fig. 4 (sub-
radiance increasing with density and then reaching a
plateau) is expected from the figure of merit that would
describe coherent emission from the ensemble, FOM =
[N/(R/»)F. Here, N is the number of atoms in the sam-
ple, R is the radial size of the cloud and A = 780 nm is
the wavelength of the emitted light. This figure of merit is
plotted in Fig. 4(b). The plateau in Fig. 4(b) is due to the
highly asymmetric initial shape of the cloud that results
from the shape of the dipole-trap beam at the focus. This
is shown in the sketch at the top of Fig. 4. Given this larpe
aspect ratio, the initial expansion of the cloud (which is
uniform in all three directions) does not change the overall
size (the length of the major axis) appreciably. A qualita-
tive derivation of the figure of merit for coherent emission,
[N/(R/A)T, is given in Appendix B. In contrast, for inco-
herent emission from the ensemble, the relevant figure of
merit is N/(R/A)* ~ noR, ie., the optical depth of the
sample (where n is the density and ¢ is the on-resonant
cross section for light absorption). In our experiment, the
portion of the data in the shaded region of Fig. 4(b) is par-
ticularly important. In this region, the atomic density varies
by more than 2 orders of magnitude and the optical depth
changes by more than an order of magnitude and yet the
observed subradiance is largely unchanged. This is a clear
indication that the process is dominated by neither the opti-
cal density nor the optical depth but, instead, by the figure
of merit due to coherent emission.

We next proceed with a discussion of our spatial-
coherence measurements. The collection lens forms an
image of the fluorescing ensemble of atoms at the Michel-
son interferometer. This image is then split into two arms
using a 50:50 beam splitter. Each arm reflects off a mir-
ror and the two arms are recombined on the same beam
splitter. We detect the recombined signal with a photon
counter. Using this setup, we essentially interfere two sep-
arate images of the ensemble at the detector. With the

mirrors, these two images can be displaced from each other
in the transverse plane, allowing a measurement of the
transverse spatial coherence. Any interference between the
images can be characterized by precisely changing one of
the arm lengths (in the longitudinal direction). We con-
trol the length of one of the arms by using a high-voltage
piezoelectric transducer attached to one of the mirrors.
As in our previous measurements, for all the interfer-
ence and spatial-coherence measurements that we discuss
below, we only collect photons after the excitation beam
is switched off (the indicated region in Fig. 3). All the
Michelson interferometer measurements that we discuss
below are obtained with the cloud freely expanding for a
duration of 0.2 ms before the excitation beam is applied.
The size of the cloud for the Michelson measurements
is 18 x 18 x 360 pm (all dimensions are the 1/e density
radius).

Figure 5 shows a typical interference pattern that we
observe for our optimal experimental conditions. Here, we
record the number of photons as a function of the change
in the length of one of the arms. Each data point is an aver-
age of 1000 experimental cycles. This particular trace is
taken when the atomic density is high with FOM =~ 550
and the interferometer is well aligned (i.e., images of the
fluorescence coming from the two arms overlap within a
few microns of each other). With a recorded interference
pattern as shown in Fig. 5, we can use the contrast of
the fringe pattern, defined by (Amax — Hmin) /(Mmax + Pmin),
as a measure of the spatial coherence between the two
images. Here, the quantities ng,, and n;, are the num-
ber of detected photons at the interference maxima and
minima, respectively.

Figure 6 shows the spatial-coherence measurement for
a low-density atomic cloud with FOM < | [Fig. 6(a)]
and a high-density cloud with FOM = 550 [Fig. 6(b)].
Here, we record the fringe contrast as a function of the
transverse displacement between the two arms of the inter-
ferometer. For the low-density case, we observe a full
width at half maximum of 11 pm. Even with completely
uncorrelated emission, one would still expect a transverse
spatial-coherence length that is determined by the point-
spread function of the imaging system. This is because
each point source (individual atom) in the ensemble pro-
duces a spread in the image plane (as determined by the
point-spread function). The width of the point-spread func-
tion is set by the wavelength of light and the numerical
aperture of the collection lens. A theoretically calculated
point-spread function for our imaging system is also plot-
ted in Fig. 6(a) for comparison (solid red line). The data
points agree with the theoretical calculation reasonably
well; the discrepancy is likely due to imaging aberrations
as well as imperfect alignment of the interferometer. For
the high-density case of Fig. 6(b), the transverse coherence
length increases to 35 pm. The observed spatial-coherence
length agrees reasonably well with the size of the atomic

010338-5



D. C. GOLD et al.

PRX QUANTUM 3, 010338 (2022)

204 ! \ L ‘{-
3 Iz ‘}‘
4 --%-’L
Ulll] D.lﬁ i,D ljﬁ 20
Path-length change A

FIG. 5. A typical interference pattern that we observe for our
optimal experimental conditions when the interferometer is well
aligned and the atomic density is high with FOM = 550. Here,
we record the number of photons detected at the output of the
Michelson interferometer as a function of the change in the
length of one of the arms. With a recorded interference pat-
tern as shown here, we can use its contrast, defined by (npay —
Amin)/ (Mmax + Pmin), as a measure of the coherence between the
two arms.

cloud, which shows that the spatial coherence of light
becomes comparable to the size of the minor axis of the
cloud.

Because there is such a large difference between the
spatial-coherence length for the high-density atomic cloud
and the size of the point-spread function, we can slightly
misalign the two images in the interferometer (by about
10 pgm) and measure the fringe contrast as we vary the
experimental parameters. Figure 7 shows the contrast of
the interference fringes as a function of the number of
atoms that are trapped in the dipole trap. Here, all the other
parameters of the radiating ensemble, including its size and
atomic temperature, remain fixed. We vary the atom num-
ber by changing the loading efficiency from the MOT to
the dipole trap. As the number of atoms is reduced, the
fringe contrast remains high down to about 1000 atoms,
below which point the contrast drops sharply. This clearly
shows the collective nature of the observed coherence: one
needs a sufficient number of atoms (and therefore suffi-
cient collective coupling) for the emission to be spatially
coherent.

In Fig. 8, we keep the number of atoms and the size
of the ensemble fixed (i.e., the figure of merit is fixed
with FOM = 550) and vary the atomic temperature. We
increase the atomic temperature by illuminating the atoms
with an on-resonant laser pulse of varying duration while
they are confined to the dipole trap. The fringe con-
trast vanishes as the atomic temperature is increased from
45 pK to 100 pK. This shows the sensitivity of the spa-
tial coherence of the emitted light to motional dephasing.
As mentioned above, the established coherence relies on
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FIG. 6. The spatial-coherence measurement (a) for the low-
density (FOM < 1) and (b) for the high-density (FOM = 550)
atomic cloud. Here, we record the fringe contrast as a function of
the transverse displacement between the two arms of the inter-
ferometer. For the low-density case, we observe a full width at
half maximum (FWHM) of 11 pm. The theoretically calculated
point-spread function for our imaging system is also plotted in
(a) for comparison (solid red line). For the high-density case of
(b), the transverse coherence length increases to 35 um, which is
comparable to the size of the minor axis of the cloud.

maintaining phased and antiphased superpositions in the
atomic cloud during the spontaneous-decay process. It is
critical that these superpositions do not decohere during
the relevant time scale of the experiment, which is the
decay time 7,. An atomic temperature of 100 uK cor-
responds to an average speed of 15 cm/s for the atoms.
This speed results in a motional dephasing of A /200 dur-
ing a decay time t,, which, remarkably, is large enough to
destroy the established coherence.

The sensitivity to motional dephasing at the level of
A /200 can be qualitatively understood through the scaling
of the collective decay rates with the number of atoms,
N, in the ensemble. The eigenvalue distributions of the
exchange Hamiltonian that describes collective decay in
the large-sample dilute limit has been derived in Ref. [37].
In a three-dimensional geometry, the width of the eigen-
value distributions, which sets the superradiant and subra-
diant decay rates, scales as N?/>. This essentially means
that the vast majority of eigenvalues (and therefore the
decay rates) are determined by the coherent interference
of N*7 atoms. [Here, the basic idea is similar to the
classical explanation of traditional Dicke superradiance.
When there are N emitters within a wavelength of light
radiating in phase, there is a factor-of-N enhancement in
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FIG. 7. The contrast of the interference fringes as a function
of the number of atoms in the ensemble. Here, all the other
parameters of the radiating ensemble, including its size (18 x
18 x 360 pm) and atomic temperature (approximately 40 uK),
remain fixed. We vary the atom number by changing the load-
ing efficiency from the MOT to the dipole trap. As the number
of atoms is reduced, the fringe contrast remains high up to about
1000 atoms, below which the contrast drops sharply.

the total radiated power compared to incoherent emis-
sion (since the waves coherently add up), which then
results in a factor-of-N increase in the decay rate.] By
analogy with a Fabry-Perot resonator, when N?/° emis-
sions from individual atoms interfere, one would expect
a sharpness in contrast versus motional dephasing of order
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FIG. 8. The contrast of the interference fringes as a function of
the atomic temperature (with he atom number fixed at 11 000 and
the size of the cloud fixed at 18 x 18 x 360 pum). We increase
the atomic temperature by illuminating the atoms with an on-
resonant laser pulse of varying duration. The fringe contrast
vanishes as the atomic temperature is increased from 45 uK to
100 pK.
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A/N?3 72 A /494, which is reasonably consistent with our
experimental observations (Fig. 8).

IV. CONCLUSIONS

In conclusion, we directly observe spatial coherence of
the emitted light from the collective decay of an atomic
ensemble. The observed coherence is over a time window
of 3.51, after the excitation beam is switched off. We note
that we currently do not have a good understanding of
the precise spatiotemporal evolution of the coupled quan-
tum states and thus of the spatial structures of superradiant
and subradiant modes that are contributing to the emis-
sion. In the regime of our experiment (a large sample with
strong excitation), the numerical calculation of even a sin-
gle superradiant or a subradiant mode (eigenvector) is an
intractable problem due to the exponentially large size of
the Hilbert space [37]. In the future, with increased signal
to noise and using a detector array, it might be possible
to image the spatial interference pattern of the Michel-
son interferometer at specific time points during the decay.
Such time-resolved measurements could give information
regarding the spatial profiles of the superradiant and sub-
radiant modes and thereby give insight into the structure
of the Hilbert space. Another future direction would be to
investigate the quantum statistical properties of the emitted
radiation [38].

Spontaneous emission is ubiquitous and fundamental
and is unavoidable when a quantum system is coupled to
an environment with infinite degrees of freedom. Within
the context of a quantum computer, spontaneous emission
between the qubit levels will produce noise on the qubits.
Our experiment shows that even in a large sample, such
noise quickly transitions to being cormrelated across the
ensemble. In current physical implementations of quantum
computing [39,40], the spontaneous emission rate between
the qubit levels can be very small (e.g., hyperfine qubits in
neutral atoms are known to be very stable [41]). However,
for scalability discussions, the small value of the decay
rate is not relevant; rather, the scaling of the correlated
noise with the number of qubits () is the important quan-
tity. Within this context, another future direction would be
to explore the implications of our results in fault-tolerant
quantum computation and the threshold theorem [42—45].

More specifically, in our recent paper, we have discussed
the effect of correlated noise due to collective spontaneous
emission on fault tolerance of quantum computing [37].
The key idea is that collective spontaneous emission pro-
duces noise on each qubit with a strength that scales with
the total number of qubits in the computer. As a result, the
threshold theorem is violated because one cannot assume
the error on each qubit during a gate time to be smaller than
a certain constant threshold (which is independent of the
total number of qubits in the computer). We believe that
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the temperature sensitivity of the observed spatial coher-
ence (Fig. 8) provides a promising line of research along
verifying the N scaling of the noise due to collective spon-
taneous emission. Specifically, the temperature scans of the
fringe contrast (similar to the measurement of Fig. 8) as the
number of the atoms in the ensemble is varied can reveal
the expected N2 dependence of the rates. With the N
scalings verified, avenues to eliminate correlated noise due
to collective emission can be explored.
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APPENDIX A: EXPERIMENTAL DETAILS

1. Magneto-optical trap (MOT)

The experiment is performed inside an ultrahigh-
vacuum chamber that is kept at a base pressure of approx-
imately 10~? torr. To form the *’Rb MOT, we use three
counterpropagating beam pairs that are locked to the F' =
2 — F' = 3 cycling transition in the D, line (with a transi-
tion wavelength of 780 nm). Two beam pairs each have an
optical power of about 40 mW and a beam radius of 3 cm.
Due to space constraints, the third beam pair is not orthog-
onal to the other two and so is smaller, with a beam radius
of 5 mm and an optical power of 5 mW. The MOT lasers
are produced by a custom-built external-cavity diode laser
(ECDL), the output of which is amplified by a semicon-
ductor tapered amplifier before being split into beam pairs.
Further details regarding our laser system can be found in
our prior publications [35]. The MOT lasers are overlapped
with a hyperfine repumping beam, which is generated by
a separate ECDL locked to the F = 2 — F' = 2 transition
with an optical power of about 1 mW.

We load the atoms to the MOT from the background
vapor in the chamber for about 400 ms. For the last 40 ms
of loading, we detune the MOT lasers by about 8I'; from
the cycling transition (I'; = 1 /1, is the decay rate of the
transition) and reduce their intensity by about an order of
magnitude to achieve efficient sub-Doppler cooling. At the
end of the MOT loading cycle, we typically trap 1.3 mil-
lion atoms, within a radius of 0.26 mm. The atomic temper-
ature is about 40 K, which is measured by monitoring the
free expansion of the cloud using an electron-multiplying
CCD camera. During the final 10 ms of the MOT load-
ing cycle, we tum off the hyperfine repumper beam. As
a result, the atoms are optically pumped into the F = 2
ground level at the end of the cycle.

2. Dipole trap

To form the dipole trap, we focus a far-off resonant laser
beam at a wavelength of 1.055 pm and overlap it with the
MOT cloud. The dipole-trapping beam comes from a sepa-
rate laser system, which relies on a fiber-amplified ECDL.
The optical power of the dipole trapping beam is 0.5 W
and it is focused to a spot size of 27 um (1/¢* intensity
radius), resulting in a trap depth of 400 xK. We typically
transfer 11000 atoms from the MOT to the dipole trap.
The size of the atomic cloud confined to the dipole trap
is 6.3 x 6.3 x 360 pm (all dimensions are the 1 /e density
radius).

After we load the dipole trap, we turn off the MOT laser
beams and keep the atoms trapped for 50 ms. At the end
of 50 ms, we abruptly tum off the dipole trapping beam,
let the atomic cloud expand for a chosen amount of time,
and then apply the 200 ns excitation pulse. The excitation
laser is obtained by picking off a portion of the main MOT
trapping laser, shifting its frequency using an AOM, and
seeding a separate tapered amplifier.

3. Michelson Interferometer

The Michelson interferometer is formed by splitting the
image of the fluorescing atomic cloud into two arms using
a 50:50 beam splitter. Each arm reflects off a mirror and
the two arms are recombined on the same beam splitter.
The recombined signal is collected using an aspheric lens
coupled to a multimode fiber and detected with a pho-
ton counter. Each arm of the Michelson interferometer is
about 5 cm long. Using this setup, we essentially inter-
fere two separate images of the ensemble, which can be
transversely displaced from one another through misalign-
ment of the mirrors. The interference of the two images
can be characterized by precisely changing one of the arm
lengths, which is achieved by using a piezoelectric trans-
ducer attached to one of the mirrors. The long-term phase
stability of the interferometer between the two arms is
quite good; the arm lengths are typically stable to A /10
over a 24-h time window.

The absolute phase of the emitted light from shot to shot
is not determined and is essentially random. We note that
the Michelson interferometer does not measure the abso-
lute phase of the light. Rather, it is a measurement of the
phase difference (relative phase) between the two arms of
the interferometer (after the light is split into two with
the beam splitter). This relative phase is adjusted using a
high-voltage piezoelectric transducer that moves one of the
MiITOorS.

In Fig. 6, we measure the contrast of the interference
fringes as a function of the displacement between the two
images. Here, we rotate one of the mirror knobs by a
known amount, which then corresponds to certain trans-
verse displacement of one of the arms right before the
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detector. The transverse displacement can be precisely cal-
culated and is also verified by imaging a coherent laser
beam with the interferometer. This transverse displace-
ment is the horizontal axis of the two plots. Given a trans-
verse displacement, we then move the piezo and measure
the contrast of the interference pattern.

In Figs. 68, recording the full interference pattern (sim-
ilar to that of Fig. 5) for each data point would require a
very long data-taking time. In order to overcome this prob-
lem, in Figs. 68, we do not record the full interference
pattern. Instead, we only measure the photon counts at the
fringe maximum and minimum, to extract quantities Zmax
and n,,;, which is sufficient to calculate the contrast.

We then move the piezo and record an interference pat-
tern similar to that shown in Fig. 5. The fringe contrast is
then calculated using this interference pattern.

APPENDIX B: COHERENT VERSUS
INCOHERENT EMISSION

In this appendix, we give a qualitative but quite funda-
mental derivation of the figure of merit for the coherent
emission rate from an ensemble and contrast this figure
of merit with that of incoherent emission. We first con-
sider an atomic cloud with N atoms and a radial size of
R= Jjo2+ qf + o2. Here, the quantities oy, oy, and o;
are the radii of the cloud in the three spatial dimensions.
The size of the cloud is much larger than the wavelength
of the emitted light: R >> A. Now consider a specific
atom in the ensemble, atom i, the far-field electric field
of which in the cloud would have the leading term E, ~
1/(kR) ~ 1/(R/L) [where the quantity k = 2 /A is the &k
vector (wave number) of the emitted radiation].

For coherent emission, to find the total radiation rate,
we would add up the electric fields due to each atom
and square the result. In contrast, for incoherent emis-
sion, we would instead find the radiated intensity from
each emitter (i.e., square their individual electric fields)
and add up the intensities. In more concrete terms, for
coherent emission, the decay quantities would scale as

2
(Z}" E,) , while for incoherent emission, they would

scale as E,H E?. Following this qualitative argument,
we would expect the coherent emission rate to scale
( N 2 N 2 v =
as (Y E,) e (z, I /m) ~ [N/(R/M)T For incoher-
ent emission, the rate would instead scale as ):}VEE ~
YV 1/(kR)* ~ N/(kR)? ~ noR (i.e., the optical depth of
the sample). All the incoherent processes, such as radia-
tion trapping, would largely be determined by the optical
depth.
The observed subradiance time scales in Fig. 4 qual-
itatively follow the figure of merit, which is plotted

in Fig. 4(b). As the density and the optical depth are
increased, the observed subradiance increases and then

plateaus, followed by a slight drop near the highest density.
The portion of the data in the shaded region of Fig. 4(b)
is especially significant. In this region, the atomic density
varies by more than 2 orders of magnitude and the opti-
cal depth changes by more than an order of magnitude and
yet the observed subradiance is largely unchanged. This
is a clear indication that the process is not dominated by
the optical density or the optical depth but, instead, by the
figure of merit due to coherent emission.

The slight drop near the high end of the data set is likely
due to a currently unknown dephasing mechanism of the
correlated states. The excited superradiant and subradi-
ant states are essentially coherent superpositions of atoms
across the ensemble and the drop in the observed subradi-
ance at such low densities may point to the fragile nature
of these states. We note that dipole-dipole line-broadening
coefficients for 87Rb are well known. At the densities of
our experiment, such broadening would be at least 2 orders
of magnitude smaller than the radiative decay rate and
would result in a negligible change of the line width. As a
result, straightforward line broadening would not be able
to explain the observed drop in subradiance. However,
when correlated states across the ensemble contribute to
the emission, even a small value of dipole-dipole broaden-
ing may be sufficient to dephase the established coherent
emission. Our current hypothesis for the observed drop in
subradiance is dephasing of the multiatom correlations due
to the density-dependent dipole-dipole interaction, similar
to van der Waals dephasing that occurs at high densities,
which is discussed in detail in Ref. [2].

APPENDIX C: EXAMPLE DECAY CURVES

Figure 9 shows four of the decay curves that are used
to obtain the data of Fig. 4. In each curve, the solid blue
line is the experimental data and the red dashed line is a
linear fit to the data to infer the 1 /e decay time T, which is
reported in Fig. 4. For comparison, the dashed black line is
decay of an independent isolated atom.

APPENDIX D: SUBRADIANCE AS A FUNCTION
OF INTENSITY OF THE EXCITATION PULSE

All of the measurements reported in the main text are
performed in the strong-excitation regime with a satura-
tion parameter of s/s, =~ 2. However, we also investigate
the observed subradiance as a function of the saturation
parameter. Figure 10 shows the measured 1 /e decay time
T as the saturation parameter of the excitation laser is var-
ied. While the early data points have large error bars due
to reduced signal to noise, we observe that subradiance
increases initially and then quickly reaches a plateau as the
intensity of the excitation laser is increased. While we do
not have a quantitative model to account for this behavior,
qualitatively it is likely because, in this dilute regime, the
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FIG. 9. The decay of the ensemble (solid blue line) for cloud
expansion times of 0.1, 1, 3, and 10 ms, respectively. In each plot,
the dashed red line is a linear fit to the data, while the dashed
black line is independent decay for reference.

initial excitation fraction (not just the number of atoms)
plays a role.

We calibrate the saturation parameter for our excitation
laser by probing the intensity of the total fluorescence as
a function of the beam power. This calibration overcomes
the experimental uncertainties, such as the slight misalign-
ment of the excitation laser beam from the atomic cloud.
With the fluorescence measured, we then fit the data points

09

- 10! 10°
Saturation parameter S/S;

FIG. 10. The observed 1/e decay time t as the saturation
parameter of the excitation laser is varied. We observe that sub-
radiance increases initially and then quickly reaches a plateau
as the intensity of the excitation laser is increased. While we
do not have a quantitative model to account for this behavior,
qualitatively it is likely because, in this dilute regime, the initial
excitation fraction (not just the number of atoms) plays a role.

using the well-known model for saturation of an atomic
transition, p. = %(s/so)/(l + 5/50). Here, the quantity p.
is the excited-state fraction.

Figure 11 shows such a calibration for the excitation
fraction of the atomic transition as a function of the opti-
cal power of the excitation laser. The solid red line is a fit
to the data using the above saturation model. For all the
experiments reported in the paper, the optical power of the
excitation laser is 2-3 mW, corresponding to an excitation
fraction of p, 7= 0.3 (i.e., only 30% of the population is in
the excited level). We note, once again, that there is never
population inversion in any of the data that are presented
in the paper.

=
Ln

Exaited-state fraction
o o o

o W s

-

=

0 1 2 3 - 5 6 T
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FIG. 11. The excitation fraction of the atomic transition as a

function of the optical power in the excitation laser. The vertical

error bars are negligible on this scale and are not shown. The

solid red line is a fit to the data using the atomic saturation model
(for more details, see the text).
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