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Abstract—Since 2019, the world has been seriously impacted
by the global pandemic, COVID-19, with millions of people
adversely affected. This is coupled with a trend in which
the intensity and frequency of natural disasters such as
hurricanes, wildfires, and earthquakes have increased over
the past decades. Larger and more diverse communities have
been negatively influenced by these disasters and they might
encounter crises socially and/or economically, further exacer-
bated when the natural disasters and pandemics co-occurred.
However, conventional disaster response and management rely
on human surveys and case studies to identify these in-crisis
communities and their problems, which might not be effective
and efficient due to the scale of the impacted population. In
this paper, we propose to utilize the data-driven techniques
and recent advances in artificial intelligence to automate the
in-crisis community identification and improve its scalability
and efficiency. Thus, immediate assistance to the in-crisis
communities can be provided by society and timely disaster
response and management can be achieved. A novel framework
of the in-crisis community identification has been presented,
which can be divided into three subtasks: (1) community
detection, (2) in-crisis status detection, and (3) community
demand and problem identification. Furthermore, the open
issues and challenges toward automated in-crisis community
identification are discussed to motivate future research and
innovations in the area.

Keywords-data analysis, multimodal data, disaster manage-
ment, in-crisis community identification

I. INTRODUCTION

COVID-19 has seriously impacted the world and led to
tremendous losses in human lives and continued economic
instability. As of November 2021, there are more than 47
million confirmed cases and 773 thousand deaths in the
United States; while 258 millions confirmed cases and 5 mil-
lion deaths have been recorded worldwide [1]. Meanwhile,
it has been witnessed in the past decades that the frequency
and severity of extreme weather and climate disasters have
increased globally [2]. For example, the Pacific Typhoon
Season and the Atlantic Hurricane Season have caused the

Figure 1. The impacts of disasters reflected in various types of data.

highest losses on record in 2019 and 2020, specifically. The
risks of co-occurring natural disasters and pandemics appear
to be trending upward, with downstream negative effects in
areas such as healthcare, finance, and economy [3], [4].

Massive population has been affected by these disaster
events socially and economically and diverse communities
have faced various challenges and crises caused or induced
by the disasters. However, the conventional disaster response
and management rely on human surveys and case studies
to identify in-crisis communities and their problems [5],
[6], [7]. It takes time to properly identify the in-crisis
communities, understand their demands, and provide appro-
priate assistance to them. When the scale of the disasters is
large and major communities and problems are prioritized,
smaller, more diverse but potentially vulnerable communities
might not obtain aid in time [8]. Therefore, it is critical to
develop efficient and effective methods for in-crisis com-
munity identification to address such emerging challenges
in disaster responses and management.

Due to the recent advances in social media and re-
mote sensing technologies, more and more disaster-related
data become available. For example, a large number of
datasets [9], [10], [11], [12] and dashboard applications [1],
[13], covering data in epidemiology, policies, mobility, so-
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Figure 2. The proposed data-driven framework for in-crisis community identification. This framework separates the problem into three subtasks: (1)
community detection, (2) in-crisis status detection, and (3) community demand and problem identification.

cial media, health, weather, etc., have been developed to
assist in the disaster responses and management for COVID-
19. Depending on the spatial resolution of the data, infor-
mation about the impacts of disasters on different people
and communities has become accessible [14]. Figure 1
depicts how the impacts of the (compound) disaster events
are reflected in the data. Furthermore, recent advances in
data science and machine learning have shown promising
performance to extract information and knowledge from the
raw unstructured data for many critical applications [15].
Therefore, due to the increased accessibility of disaster-
related data and the advanced data analysis algorithms,
data-driven approaches can now be utilized to tackle the
in-crisis community identification tasks at scale. However,
there remain many challenges and research problems in data
analysis and machine learning that need to be addressed
to develop a successful solution to in-crisis community
identification.

In this paper, we propose a novel data-driven framework
to address the in-crisis community identification problem
for effective and timely disaster responses and management.
In particular, the proposed framework that divides the in-
crisis community identification problem into three subtasks
and an overview of the related work to each subtask are
presented. Open questions and challenges for addressing in-
crisis community identification problem are also discussed.

The rest of this paper is organized as follows. The
proposed conceptual framework for in-crisis community
identification is presented in Section II, along with the ex-
isting work closely related to the problem. Then, Section III
discusses the challenges to address the in-crisis community
identification problem. In the end, Section IV concludes this
vision paper.

II. IN-CRISIS COMMUNITY IDENTIFICATION

In this section, the proposed data-driven framework for
in-crisis community identification is presented. As shown in
Figure 2, the in-crisis community identification problem is
solved by separating it into three subtasks: (1) community
detection, (2) in-crisis status detection, and (3) community
demand and problem identification.

A. Framework Design

The overall goals of the proposed framework are (1) de-
tecting the communities that encounter crises due to the dis-
asters and (2) for those detected in-crisis communities, iden-
tifying their problems and demands. Thus, three subtasks
are defined to address the in-crisis community identification
problem. Specifically, “community detection” aims to detect
the communities based on the personal data during a normal
period, “in-crisis status detection” aims to determine whether
each community detected in the first subtask is considered an
in-crisis community, and “community demand and problem
identification” aims to leverage natural language processing
(NLP) and other status change information to identify the
problems faced by the community due to the unanticipated
changes caused by the disasters as well as the demands to
bring the community back to normal.

In the following, the designed processing steps of each
subtask and the existing work closely related to the subtask
are described.

B. Community Detection

There are lots of previous work in the field of detecting
communities or user subgroups in social networks [16], [17],
[18], [19] and human mobility data [20], [21], [22], where
the main approaches are based on comparing and clustering
the properties and characteristics of the contents, the network
structure, or a mixture of both. To detect communities based
on such data, the features characterizing each individual
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need to be extracted and data clustering algorithms should
be properly designed to group these individuals to the
communities they belong to.

However, each individual in a society can possibly fill
different roles and thus in fact can belong to multiple
communities at once. During disasters, individuals may
encounter a crisis in only one of the communities they
belong to. Therefore, soft clustering approaches are consid-
ered better methods to solve the problem. Most community
detection methods are typically based on either social media
and human mobility, and some of these works are introduced
in the following.
Community Detection Based on Social Networks. Due to
the high-dimensional nature of typical social network data,
Deep Learning (DL) methods are the preferred approach
in this domain. For example, DL methods can be used to
embed the very high dimensional network data common in
social networks [23]. This low-dimensional representation
could thereafter be used with standard clustering algorithms
to detect communities. Furthermore, General Adversarial
Networks (GANs) can help generate communities with over-
lapping vertices, which is very common in a social network
where a single user may belong to multiple communities
[24]. The increasing interest in Graph Neural Networks
(GNNs) and Graph Convolutional Networks (GCNs) has
also led to the creation of novel community detection
algorithms [25], [26], leveraging their power in finding
relationships in graph data.
Community Detection Based on Mobility Data. Nowa-
days, with the rapid development of Internet of Things
(IoT) and Cyber-Physical Systems (CPS) technologies, big
mobility data is being generated from mobile phones, car
navigation systems, WLAN networks, and location-based
social networks. Such data has been widely used to ad-
dress urban challenges, including intelligent transportation
systems, event crowd management, and disaster manage-
ment/response, etc. In particular, a series of studies [20],
[21], [22], [27], [28], [29] have been proposed for commu-
nity detection by utilizing human mobility data. The first
step in each of these efforts is to build the graph from
the mobility data and then apply the community detection
algorithms to find communities. According to utilization
scenarios, it can be divided into two types: communities
in transportation networks [22], [28] and movement agents
[20], [21], [27], [29]. Our vision falls on the second one.
By treating each trajectory as a node and the pass count
as edges, Jiang et al. proposed a variant of the bottom-
up community detection mechanism [30] to detect non-
overlapping communities from football players’ trajectories
[20]. Similarly, treating each trajectory as a node, TODMIS
[29] and STCCD [21] created multiple similarity metrics
considering supplementary semantic information with raw
trajectory data to construct the graph. Besides, the simi-
lar construction process is also used to find and analyze

the mobility communities in the opportunistic network by
measuring the length and frequencies of contact for a pair
of nodes [27]. However, none of the existing methods
considered behavioral change, which is crucial under crisis.

C. In-Crisis Status Detection

Since each disaster event is unique and distinct from
the previous ones, it is very difficult to predict which
communities will be impacted by future disasters and in
what way. Therefore, the in-crisis status detection should
be conducted in an ad-hoc manner. Moreover, it is expected
that the significant and abrupt changes in the data patterns
can be observed for people in the communities, which can
be utilized to identify which communities or subgroups of
a community are in crisis. For example, for social media
data, the changes in content, posting frequency, the post
sentiment, and other language or behavioral patterns during
disasters can be observed [31], [32]. The differences in these
features can be measured at the data-level in the “data-level
change detection” step in Figure 2.

However, the social media data, mobility data, and other
data modalities are usually collected from various data
sources without personal identifiable information to link
the data together. Therefore, if it is desired to integrate
all the data from various modalities to determine whether
the communities are in crisis or not, specific data fusion
methods at community-level are needed. Specifically, since
geographic locations are embedded in some social media
data or can be inferred from the contents of such data,
an integral analysis of the identified in-crisis communities
using social media, mobility data, and other data modalities
with geographic location information can be conducted. The
patterns in geographic locations can be compared using the
same distance metrics for detection based on mobility data,
so the communities identified by social media data and by
mobility data can be matched.

While all the communities will be impacted by the disas-
ters, only a small proportion of these communities would en-
counter severe adverse effects from a disaster compared with
other communities. Therefore, once the status changes at
the community-level can be obtained by integrating changes
from all the data, the communities in crisis can be detected
by applying the local outlier factor detection algorithm [33]
to the status changes in data patterns. The outlier communi-
ties whose changes are significantly different from the others
can thus be suspected as in-crisis community.

D. Community Demand and Problem Identification

In addition to detecting the in-crisis communities, un-
derstanding the causes of the crisis and the aid necessary
to help a community suspected to be in crisis is another
important task. Solving this allows the stakeholders to
respond immediately to effectively and efficiently provide
relevant aid to the identified communities. While it is always
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important to understand a community’s needs via in-person
communication, manual communication is inefficient. In
our proposed framework, the social media data from the
members of detected in-crisis communities and their status
changes after the disasters are utilized to perform “commu-
nity demand and problem identification.” Specifically, the
social media data that are related to the disasters will be first
selected, and NLP techniques will be utilized to identify the
problems and demands represented in that data. Essentially,
this can be regarded as a “Reading Comprehension Question
Answering” task, where a set of social media data from the
communities is analyzed to answer two specific questions:
(1) What are the problems faced by the members in these
communities, and (2) What aid do they need the most
urgently. Therefore, the question answering NLP models can
be adapted to generate these answers. In addition, structural
status changes can be used to characterize the problems of
members in these communities and assist with the problem
identification.
NLP Models for Reading Comprehension Question An-
swering. Since the state-of-the-art question answering mod-
els are mostly based on deep learning techniques, the exist-
ing work on deep-learning-based question answering models
is summarized. Compared to conventional techniques such
as TF-IDF, deep-learning-based methods learn to encode
questions and documents (here, we have a set of social
media data from the identified in-crisis community) into
dense question and document representations where the
semantic information in the texts are measured [34], [35].
In particular, [36] and [37] train custom encoders to convert
each document and question into dense representations,
and compute the similarity scores between each pair of
documents using the inner product of their vectors. Once
the relevant tweets are retrieved, the final answers can be
extracted based on machine reading comprehension models.
BiDAF [38] learns a question-aware document represen-
tation from the raw text data based on the bidirectional
attention flow mechanism and various embedding layers.
QANet [39] leverages convolutional neural networks and
transformer models to learn both the short- and long-distance
interactions. In addition to two-stage approaches, end-to-
end models [34], [40], [41] have been proposed to directly
extract answers for the given question.

III. OPEN QUESTIONS AND CHALLENGES

A. Mobility-based Detection

Nowadays, researchers are performing spatio-temporal
data analysis with various human mobility data, that in-
cludes: (1) GPS trajectory data collected from smartphones
or taxis; (2) check-in data collected from apps such as
SafeGraph1, Foursquare, Gowalla or Twitter; (3) taxi/bike

1https://www.safegraph.com/

trip record data collected from car-hailing/bike-sharing sys-
tems23; and (4) call detail record (CDR) data collected from
telephone systems.

The GPS trajectory data is typically structured as (id,
timestamp, latitude, longitude), through which we can know
a person’s location according to the timestamp. When a
major disaster like a hurricane or earthquake happens, the
most straightforward method for mobility detection is to
extract the affected ids as a coarse in-crisis community,
given the specific spatial and temporal information of the
disaster (i.e., disaster location and time). Moreover, as
mentioned above, clustering-based methods that consider
spatio-temporal proximity can also be applied to discover
the communities. Apart from this, it is more significant for
us to attach the semantic information to these communities,
namely the “in-what-trouble community” because people
may need different aid (e.g., medical, emotional, financial,
or psychological [42]) after a disaster happens. Accurate
identification of such fine-grained needs will help the imple-
mentation of counterpart support. Such latent information is
possibly reflected in the transformation of human movement
patterns, like the change of periodic moving distance and
visits to Region of Interests (ROIs): near-stopped movement
may symbolize health problems; stopping visiting the pre-
vious workplace simultaneously with less and less shopping
behavior may indicate the need for some financial support.
Many techniques have been proposed to help detect these
potential changes [43], [44]. However, to the best of our
knowledge, mapping from changed movement patterns to in-
crisis communities are understudied. Detecting these com-
munities is quite challenging because many other factors also
positively impact the crisis [42], such as the rise of online
shopping and video conferencing. A promising solution is
to integrate some social media data to infer problems (e.g.,
twitter data to infer health conditions [45]) while human
mobility data mainly provides the possible location where
these problems occur. Through the integration of location
information, the two complement each other to achieve
precise identification of the location and semantics of an
in-crisis community. However, this leads to a different set
of challenges. The key reason is that GPS trajectory data
has a high sampling rate which means the time interval
between GPS records is usually several minutes or even
seconds, while check-in data has a low sampling rate.
Evidence shows that most of twitter users tweet several
times a month [46]. How to effectively fuse and align the
sparse mobility data (i.e., check-in data) and the dense
mobility data (i.e., GPS data) is a brand-new technical
challenge for us. On the other hand, human mobility data has
different levels of accessibility, sampling rate, and semantic
information [43]. Usually large-scale GPS trajectory data

2https://ride.citibikenyc.com/system-data
3https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page
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is the most difficult to obtain, while the check-in data on
Location-Based Network Service (LBSN) like Twitter and
Foursquare is relatively easy to collect. To design a model
with wide applicability, the accessibility of each type of the
data should be considered.

B. Social-Network-based Detection

The evolution and adoption of different social media
platforms with unique primary modalities and functionality
has been absolutely explosive in the past decade. Data on
people’s experiences at a given moment, especially during
a disaster, are becoming increasingly available. In theory,
such data could be used to detect in-crisis communities,
but challenges still exist towards actually using this data
effectively.

A social network is typically considered a variant of a
general network, and community detection is analogous to
clustering [47]. Many general algorithms work on arbitrary
data, such as the K-means, Spectral, and DBSCAN clus-
tering algorithms. More advanced methods such as those
described in [24], [48], [49] specifically mention applications
in community detection using social media. There has also
been research on how social networks are formed and change
throughout disaster situations, such as in [50], [51]. Some
of the primary takeaways include the exponential increase
and decrease of activity during a disaster and the very
high degree of activity concentrated in only a few social
network users during that period of activity. These core
users are typically individuals disseminating news and local
government officials and organizations.

Many of the challenges in social network-based detection
come from bridging the gap between the available data and
community detection algorithms. Different platforms (Tik-
Tok, Twitter, Facebook, Instagram) all present information
in different primary modalities. For example, Twitter and
Facebook primarily use short text-based information, while
TikTok displays all content through video and Instagram
through images. While it is already possible to do topic
detection with examples including Twitter’s trending topics
functionality as well as existing research works [52], [53],
[54], detecting in-crisis communities requires more granular
analysis. The need for such analysis provides an opportu-
nity to find novel ways to use the dynamics of different
social networks and multimodal data to help detect in-crisis
communities, even those which may be more challenging
to detect due to downstream effects of different kinds of
disasters.

C. Bridging Semantic Gap between Mobility and Social
Media

Mobility data and social media data are fundamentally
very different, but with key common links, such as the
availability of geotags and timestamps. Many studies have
tried to simply aggregate social media information using

such georeferencing information, however it is likely that
more refined methods are necessary [55]. These links can
sometimes be very noisy with many outliers, not exist, or
not useful at all in creating a consistent representation of
a disaster situation. Many edge cases come with a naive
integration of the two data types, such as social media posts
coming from entirely different locations than those of the
disaster or available mobility data not granular enough to
help understand the dynamics of smaller communities.

Bridging this semantic gap can allow relevant social media
information and mobility data to have a shared represen-
tation, providing valuable insights to disaster managers.
For example, being able to match mobility data to social
media during a disaster using a shared embedding similar to
multimodal captioning or language translation as described
in [56], [57] can help generate meaningful networks based
on both data types. Similarly, integrating web search query
and mobility data has shown to be effective to predict
the destination of users [58], [59]. To help automate the
detection of in-crisis communities, the resulting embeddings
could be fed into a more general community detection
algorithm.

Bridging this gap will require significant research in
understanding the interplay between social media posts
and movement. For example, someone consistently tweet-
ing about an incoming disaster may have several distinct
mobility outcomes, be it leaving the area entirely, staying at
home, or going to a neighboring location. A large amount
of such ambiguous information could affect the final shared
representation and make the results significantly less helpful
for identifying in-crisis communities. Other issues also in-
clude a lack of data in smaller or rural communities or even
being able to validate the trustworthiness of social media
data. Social media can sometimes propagate falsehoods or
be out of date with factual information on an event, which
could create a large gap with current mobility data.

D. Spatio-Temporal Adaptability.

Depending on the type of disaster/emergency situation,
the timescales may be significantly different. An earthquake
is seen as a short-term disaster, whereas a hurricane is a
mid-term one and a pandemic like COVID-19 is a long-
term one. Similarly, from a spatial point of view, disasters
can happen at a district, city, state, or even global level.
Accordingly, the in-crisis communities should be discovered
at different spatio-temporal resolutions and scales. For a
pandemic like COVID-19, discovering in-crisis communities
for all districts over the entire country and monitoring
how they are dynamically changing are important. For an
earthquake, we have to make a real-time response for the
affected states or cities and keep updating the list of in-
crisis communities at an hour level. These will involve vast
amounts of streaming data and heterogeneous components
for preprocessing, storing, and feature extraction [60]. De-
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veloping algorithms and systems with high spatio-temporal
adaptability (i.e., resolution, scale, and response time) is a
big challenge for us. Streaming computing engines [61] for
massive data mining could be necessary.

E. Lack of Benchmark Datasets

An essential component to testing the validity of any
framework is the application of that framework onto bench-
mark datasets. Separate datasets exist for social media or
mobility data, often focusing on specific locations or events.
For example, data was collected on the Origin-Destination
(OD) flows of mobility data in the US throughout the
COVID-19 pandemic, derived from detailed mobility data
provided by Safegraph [62]. Meanwhile, many social media
datasets exist, collecting billions of records from sites such
as Facebook, Twitter, Reddit, and Flickr. However, based
on literature review, very few, if any, such benchmarking
datasets exist which merge social network and mobility data
for a comprehensive view of the dynamics of an area over
a specified period. A free and fully prepared benchmark
properly aggregating both mobility and social network data
on crises in specific areas and periods could promote rapid
developments in research in this space. A good benchmark
dataset based on existing benchmarks avoids many data pre-
processing steps, which can create friction for researchers.
A good dataset with a possible reference model can be a
catalyst to promote disaster response research among the
greater community. It would now be possible to quickly test
out a variety of novel architectures and ideas on analysis-
ready data.

A good benchmark would also allow researchers to com-
pare their methods with those of others. A well-designed
benchmark consisting of various disaster events and types
can give researchers a quantitative goal by improving upon
previously proposed methods. A high-quality dataset can
ensure that such findings are beneficial to both the re-
search community and disaster managers, with fast and
well-performing models possibly being deployed in the
field. However, for in-crisis community detection, there is
no existing benchmark dataset that is ready for machine
learning and data analysis. More importantly, due to the
highly unstructured nature of the data collected from a
community, generating a high-quality annotated dataset for
in-crisis community identification can be extremely time-
consuming and costly.

F. Fairness and Disparity

Low-income communities might have less social network
access and fewer mobile phones that provide reliable GPS
data [63]. Compared to other communities, low-income
communities might suffer a data poverty problem in the
proposed data-driven approaches. Similarly, other minority
communities might suffer from the same problem due to
the small population, community size, limited technology

access, etc. To this end, for the community of concerns,
additional information that are able to provide insights about
their behaviors and living status might be used. Meanwhile,
this can be treated as a specific data imbalance issue, where
the data from these communities are considered a minority.
Data sampling, augmentation and other techniques [64], [65]
to improve model performance on imbalanced data can be
leveraged to mitigate the issue of fairness and disparity.

IV. CONCLUSION

In this paper, a novel data-driven framework for in-crisis
community identification is presented to improve immediate
and in-time disaster response and management. Thereafter,
we envisioned and designed three subtasks in the proposed
framework to address the in-crisis community identification
problem. For each subtask, the potential approaches and
related works are explained. In the end, we discussed the
open questions and challenges relevant to this problem.
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Divanis, J. A. F. de Macêdo, N. Pelekis, Y. Theodoridis, and
Z. Yan, “Semantic trajectories modeling and analysis,” ACM
Comput. Surv., vol. 45, pp. 42:1–42:32, 2013.

[44] R. Jiang, J. Zhao, T. Dong, Y. Ishikawa, C. Xiao, and
Y. Sasaki, “A density-based approach for mining movement
patterns from semantic trajectories,” in TENCON 2015-2015
IEEE Region 10 Conference. IEEE, 2015, pp. 1–6.

[45] V. M. Prieto, S. Matos, M. Alvarez, F. Cacheda, and J. L.
Oliveira, “Twitter: a good place to detect health conditions,”
PloS one, vol. 9, no. 1, p. e86191, 2014.

[46] S. Wojcik and A. Hughes, “Sizing up twitter users,” Pew
Research Center, vol. 24, 2019.

[47] L. Peel, D. B. Larremore, and A. Clauset, “The ground
truth about metadata and community detection in networks,”
Science advances, vol. 3, no. 5, p. e1602548, 2017.

[48] J. Majmudar and S. Vavasis, “Provable overlapping com-
munity detection in weighted graphs,” arXiv preprint
arXiv:2004.07150, 2020.

[49] B. Rozemberczki, R. Davies, R. Sarkar, and C. Sutton, “Gem-
sec: Graph embedding with self clustering,” in Proceedings
of the 2019 IEEE/ACM international conference on advances
in social networks analysis and mining, 2019, pp. 65–72.

[50] J. Kim and M. Hastak, “Social network analysis: Character-
istics of online social networks after a disaster,” International
Journal of Information Management, vol. 38, no. 1, pp. 86–
96, 2018.

[51] J. K. Kavota, J. R. K. Kamdjoug, and S. F. Wamba, “Social
media and disaster management: Case of the north and
south kivu regions in the democratic republic of the congo,”
International Journal of Information Management, vol. 52, p.
102068, 2020.

[52] C. Comito, A. Forestiero, and C. Pizzuti, “Word embedding
based clustering to detect topics in social media,” in 2019
IEEE/WIC/ACM International Conference on Web Intelli-
gence (WI), 2019, pp. 192–199.

[53] L. Chen, H. Zhang, J. M. Jose, H. Yu, Y. Moshfeghi,
and P. Triantafillou, “Topic detection and tracking on het-
erogeneous information,” Journal of Intelligent Information
Systems, vol. 51, no. 1, pp. 115–137, 2018.

[54] H.-J. Choi and C. H. Park, “Emerging topic detection in
twitter stream based on high utility pattern mining,” Expert
Systems with Applications, vol. 115, pp. 27–36, 2019.

[55] Z. Wang and X. Ye, “Social media analytics for natural
disaster management,” International Journal of Geographical
Information Science, vol. 32, no. 1, pp. 49–72, 2018.

[56] I. Laina, C. Rupprecht, and N. Navab, “Towards unsupervised
image captioning with shared multimodal embeddings,” in
Proceedings of the IEEE/CVF International Conference on
Computer Vision, 2019, pp. 7414–7424.

[57] A. Conneau, G. Lample, M. Ranzato, L. Denoyer, and
H. Jégou, “Word translation without parallel data,” arXiv
preprint arXiv:1710.04087, 2017.

[58] R. Jiang, Q. Chen, Z. Cai, Z. Fan, X. Song, K. Tsubouchi, and
R. Shibasaki, “Will you go where you search? a deep learn-
ing framework for estimating user search-and-go behavior,”
Neurocomputing, 2020.

103

Authorized licensed use limited to: UNIV OF MIAMI LIB. Downloaded on June 15,2022 at 17:16:15 UTC from IEEE Xplore.  Restrictions apply. 



[59] Q. Chen, R. Jiang, C. Yang, Z. Cai, Z. Fan, K. Tsubouchi,
R. Shibasaki, and X. Song, “Dualsin: Dual sequential inter-
action network for human intentional mobility prediction,”
in Proceedings of the 28th International Conference on Ad-
vances in Geographic Information Systems, 2020, pp. 283–
292.

[60] J. J. Lin and D. V. Ryaboy, “Scaling big data mining infras-
tructure: the twitter experience,” SIGKDD Explor., vol. 14,
pp. 6–19, 2013.

[61] S. Chintapalli, D. Dagit, B. Evans, R. Farivar, T. Graves,
M. Holderbaugh, Z. Liu, K. Nusbaum, K. Patil, B. J. Peng
et al., “Benchmarking streaming computation engines: Storm,
flink and spark streaming,” in 2016 IEEE international
parallel and distributed processing symposium workshops
(IPDPSW). IEEE, 2016, pp. 1789–1792.

[62] Y. Kang, S. Gao, Y. Liang, M. Li, J. Rao, and J. Kruse,
“Multiscale dynamic human mobility flow dataset in the us
during the covid-19 epidemic,” Scientific data, vol. 7, no. 1,
pp. 1–13, 2020.

[63] T. Schmidt, J. Kerr, Y. Kestens, and J. Schipperijn, “Chal-
lenges in using wearable gps devices in low-income older
adults: Can map-based interviews help with assessments of
mobility?” Translational behavioral medicine, vol. 9, no. 1,
pp. 99–109, 2019.

[64] J. M. Johnson and T. M. Khoshgoftaar, “Survey on deep
learning with class imbalance,” Journal of Big Data, vol. 6,
no. 1, pp. 1–54, 2019.

[65] J. L. Leevy, T. M. Khoshgoftaar, R. A. Bauder, and N. Seliya,
“A survey on addressing high-class imbalance in big data,”
Journal of Big Data, vol. 5, no. 1, pp. 1–30, 2018.

104

Authorized licensed use limited to: UNIV OF MIAMI LIB. Downloaded on June 15,2022 at 17:16:15 UTC from IEEE Xplore.  Restrictions apply. 


