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Abstract—Due to the redundant nature of DNA synthesis and
sequencing technologies, a basic model for a DNA storage system
is a multi-draw “shuffling-sampling” channel. In this model, a
random number of noisy copies of each sequence is observed
at the channel output. Recent works have characterized the
capacity of such a DNA storage channel under different noise
and sequencing models, relying on sophisticated typicality-based
approaches for the achievability. Here, we consider a multi-draw
DNA storage channel in the setting of noise corruption by a
binary erasure channel. We show that, in this setting, the capacity
is achieved by linear coding schemes. This leads to a considerably
simpler derivation of the capacity expression of a multi-draw
DNA storage channel than existing results in the literature.

Index Terms—DNA storage, channel capacity, linear codes

I. INTRODUCTION

Due to its longevity and high information density, DNA has
drawn growing interest in its potential for archival data storage.
Thanks to recent advancements in DNA sequencing (reading)
and synthesizing (writing), this idea is becoming practically
viable, and several groups have recently demonstrated working
DNA storage systems [1-7]. In these systems, data is usually
stored on short DNA molecules (a few hundred nucleotides).
The synthesis process is usually redundant and produces a
large number of copies of each molecule. At the time of
reading, state-of-the-art sequencing technologies access this
information, which corresponds to randomly sampling and
reading sequences from the (redundant) DNA pool. Addi-
tionally, sequencing and synthesis may introduce errors to
each sequence, most commonly in the form of insertions,
substitutions, and deletions.

A natural mathematical model for DNA storage that ac-
counts for these constraints is as follows: Data is stored onto
M sequences, each of length L. This can be thought of as
a single codeword of length M L, broken into M pieces of
equal length. During sequencing, N sequences are randomly
drawn from this set. Since the synthesis process is redundant
and produces many copies of each molecule, and since the
sequencing process is often preceded by Polymerase Chain
Reaction (PCR), which effectively amplifies the number of
copies of each molecule in the pool, several of the sequenced
molecules correspond to the same original input sequence.
However, because the synthesis and sequencing processes are
noisy, the observed sequences are corrupted by distinct noise
patterns. Therefore, an end-to-end model for DNA storage
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Fig. 1. The BEC multi-draw DNA Storage channel.

that captures this output sequence redundancy is the noisy
shuffling-sampling channel with multi-draws [8], shown in
Figure 1.

First, each of the M input strings are amplified a random
number of times. The resulting molecules are independently
corrupted by a noisy channel and shuffled out of order. Notice
that some molecules may be sampled zero times, correspond-
ing to the case where they are not sequenced at all. The
decoder must then, without any knowledge of which molecules
were sampled, reconstruct the original stored message using
the sampled sequences at the channel output.

In this multi-draw setting, a clustering problem arises from
the need to identify which of the output sequences correspond
to the same input sequence. If we are able to correctly cluster
the output, we can combine the sequences in each cluster
to correct errors and decode the stored message using the
(partially) error-corrected sequences.

The capacity of the multi-draw DNA storage channel with
binary symmetric noise has been established using typicality
based arguments [8, 9] and for general discrete memoryless
channels based on the method of types [10]. While these
arguments are interesting and novel, the analysis of the achiev-
able rate is sophisticated and does not provide direct intuition
for the resulting capacity expression. Moreover, the resulting
decoding algorithms are computationally intractable, raising
the question of whether simpler approaches such as linear
codes can achieve the channel capacity.

Motivated by the fact that the capacity of a binary erasure
channel (BEC) can be straightforwardly achieved using linear
codes, in this work we consider the multi-draw DNA storage
channel with binary erasure noise. More precisely, we focus on
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a multi-draw shuffling-sampling channel where each (binary)
sequence is corrupted by a binary erasure channel with erasure
probability p, and each input string is drawn a random
number of times, where () has the probability mass function
Pr(Q = n) = g,, for n = 0,1,2,.... As in previous works,
we consider the asymptotic regime where M — oo and the
read length scales as L = [log M. The simplicity of the
BEC setting allows us to show that a (random) linear coding
scheme achieves the capacity of this channel for a large set of
parameters (p, ), illustrated in Figure 2.

Based on the proposed linear coding scheme, we show that,
for the blue regime in Figure 2, the capacity is given by

C=(1-q)(ECel@=1] - 1/B), (1

where C,, is the capacity of a multi-draw shuffling-sampling
channel with exactly n draws of each input sequence. As
it turns out, the capacity expression in (1) can be verified
to be equivalent to the expression obtained in related works
[8, 10]. However, the expression in (1) is more intuitive and
directly recovers all previous DNA storage channel capacity
results, including the original results for DNA storage channels
with “one or none draws” (qo + g1 = 1) [11], in which case
E[Cg|Q > 1] = C1. Hence, we conjecture that (1) is the
general capacity formula for an arbitrary multi-draw DNA
storage channel.

A. Related literature

The information-theoretic analysis of DNA storage channels
started in [12] with a noise-free shuffling-sampling channel,
and was later extended to noisy shuffling-sampling chan-
nels [11, 13] by modeling the noise as a BSC, and considering
a single-draw setting where strings are drawn either once with
probability 1 — g or not at all with probability qg.

The single-draw DNA storage channel with BEC noise was
considered in [14]. The concept of consistency, where two
strings ¥, x% with erasures are said to be consistent if they
agree on every non-erased position, is used to establish the
capacity for a set of parameters (p, ). We will also make use
of the notion of consistency to create consistency graphs from
the output strings in Section III.

The multi-draw shuffling-sampling channel was first studied
in [8, 9]. The capacity was characterized for a regime of (p, 3)
and for the case where the output strings are independently
observed through a BSC. The achievability argument was
based on a random codebook construction. The decoder per-
forms a greedy-like clustering of the output strings, and then
uses typicality decoding based on a new notion of typicality
between a set of d output strings and an input string.

Capacity results for multi-draw DNA storage channels were
recently generalized to arbitrary discrete memoryless chan-
nels [10]. A general achievability was provided based on the
method of types and a general upper bound was developed by
refining the approach used in previous works [8, 11].

The problem of clustering output strings was studied from a
coding-theoretic standpoint in [15]. It was shown that “code-
aware” clustering, i.e., a clustering algorithm that exploits
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Fig. 2. The outer bound from (4) holds in the blue region, which corresponds
to B > 2/(1 — 2p + p?). The inner bound from Theorem 2 holds above

the green line, which corresponds to 8 > —1/log(1 — %(1 — p)?). This

characterizes the capacity of the BEC shuffling channel in the blue region as
(1 —q0)(1 — pesr — 1/8). The capacity in the red region (i.e., for 8 < 1) is
0 and it is unknown in the gray region.

knowledge of the codebook (as opposed to a code-oblivious
clustering), can reduce the number of redundancy bits needed
for correct decoding.

II. MAIN RESULT

We consider the multi-draw DNA storage channel illustrated
in Figure 1. The channel input is a length-M L binary string
XML — [X1L7X2L, e ,Xﬁ[] , or, equivalently, M strings of
length L concatenated to form a single string of length M L.
Each of the M input strings is independently sampled () times,
where Pr(Q = n) = g,, forn =0,1,..., yielding a set of N
sequences. Each of these sequences is independently passed
through an binary erasure channel with erasure probability p,
and the final NV sequences are shuffled out of order. We refer to
the resulting end-to-end channel as the BEC multi-draw DNA
storage channel.

As in previous works, we let L = Slog M, and consider
the asymptotic regime M — oo. A rate R is said to be
achievable if there exists a sequence of codes, each with
2MLE codewords, and whose error probability goes to zero
as M — oo. The channel capacity C' is the supremum over
all achievable rates.

We say that a code is a linear coding scheme if the
length-M L codewords are all in the range of a M L x B binary
generator matrix G. Notice that we differentiate this from a
linear code, in which case the set of codewords must be the
entire range of G. Our main result is the following.

2MLR

Theorem 1. For 3 > 2/(1 — 2p + p?), the capacity of the
BEC multi-draw DNA storage channel is

C=(1-q)(E[CprcelQ =1 -1/5), 2)

and it can be achieved with a linear coding scheme. Here,
Cpec,n =1 —p" is the capacity of a BEC with n draws.
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A natural approach to deal with the output of a BEC multi-
draw DNA storage channel is to first cluster output sequences
based on consistency, and then combine all of the strings
in each cluster into a ‘“consensus" sequence, where the ith
position of the length-L consensus sequence is the ¢th symbol
from any of the strings of the cluster that is not erased.

If the clustering can be done successfully, this reduces the
probability of erasure to p™ for an output cluster with n strings.
Therefore, we expect that after consensus there will be (1 —
qo)M output strings, and for n = 1,2, ..., there will be g, M
consensus strings with erasure probability p™. The resulting
effective channel after the consensus step is similar to the
single-draw BEC case as discussed in [14], but rather than a
bit erasure probability of p across all strings, here the average
effective erasure probability is given as

2z dnP"

I—qo
Note that E[CBEQQ‘Q > 1] =1- E[pQ|Q > 1] =1 — pegt.
Since the capacity of BEC single-draw DNA storage channel
[14] can be found to be

(1—q)(1-p—1/p),

it is natural to conjecture that the capacity of the BEC multi-
draw DNA storage channel is given by (2).

The converse to Theorem 1 can be found by considering a
genie-aided argument where the genie reveals the true clusters,
which can be used to find consensus sequences, and then using
the result for the single-draw setting [14]. More formally, the
converse can be obtained from the general DMC DNA storage
channel capacity given in [10, Corollary 11]. Evaluating this
result for the BEC yields

C = (1—-qo)(1—pesr —1/5) “4)

for the regime 8 > 2/(1 — 2p + p?). This is represented by
the blue area in Figure 2. Next, we show that for a larger set
of parameters (p, 3) (given by the green region), the capacity
expression in (2) can be achieved with linear coding schemes.

perr = E[p?|Q > 1] = 3)

III. ACHIEVABILITY VIA LINEAR SCHEMES

Motivated by the fact that linear codes achieve the capacity
of the BEC [16], we show that linear coding schemes achieve
the capacity of the BEC multi-draw DNA storage channel.

To construct a code of rate R, we first populate a random
binary generator matrix G of size ML x B, for some B
to be determined, with i.i.d. Bernoulli(1/2) entries. We then
generate 2L Jength- B random binary vectors t;, also with
1.1.d. Bernoulli(1/2) entries. The ith codeword of our random
code, for i = 1,...,2MLR ig constructed first by computing
the product Gt; over Fs, and then by breaking the resulting
codeword into M binary strings of length L. The channel input
of M strings thus represents a single codeword.

We will use the following lemma throughout the proofs in
this section.

Lemma 1. Let G be an ML x B matrix with
i.i.d. Bernoulli(1/2) entries. Fix any 6 € (0,1) and a

1|
H_J...

Y

B=ML(1 - p)

Fig. 3. In the setting where each sequence is observed exactly once at the
output, there are M! potential systems of equations, each with M L(1 — p)
non-erased equations. Choosing our rate to be &~ 1 — p — 1/ guarantees
that, with high probability, only one of these systems will have a solution
that corresponds to a codeword.

submatrix G’ formed by an arbitrary set of (1—3) B rows of G.
Then G’ is full rank (over the finite field Fy) with probability
tending to 1 as B — oc.

A. Single-draw case

We first illustrate the linear coding scheme by considering
the case where each string is sampled exactly once, i.e., g1 =
1. At the output of this system, N = M strings are observed,
which we wish to use to recover the stored message t;.

If the correct ordering of the M output strings were known,
we would be able to concatenate them into a length-A L vector
y and try to solve the system Gt = y for t. With erasure
probability p, in expectation there are M L(1 — p) non-erased
positions in y, so a unique solution to this system exists with
high probability as long as the number of remaining equations,
which is roughly M L(1 — p), is greater than or equal to the
number of variables B. Therefore, B can be set to M L(1 —
p — ¢€) for any € > 0 and all binary strings in {0, 1}” may be
used as message vectors.

However, the correct ordering of the output strings is not
actually known, so we consider all M! possible orderings.
With each ordering, we have a distinct concatenated vector y
with a p fraction of erasures, as well as a p fraction of useless
equations in G, as shown in Figure 3. From Lemma 1, if we
set B = ML(1 — p — ¢), then the true ordering of remaining
equations will have a unique solution.

In addition, we must have only one feasible ordering of
the output strings; that is, out of the M! possible systems of
equations Gt = y, only one of them (the true one) should
have a solution t that is one of the original message vectors
t;, for i = 1,...,2MLE Assume without loss of generality
that message 1 is sent (i.e., the codeword sent is Gt;). Since
the messages are generated i.i.d. from {0, 1}, by the union
bound, the probability that there is a collision between the
solution t of one of the M! — 1 incorrect systems and one of
the other messages t;, i = 2,...,2ML" is at most

(M! — 1)2MLRg=B _ gMlog M+MLR—B

_ oML[R—(1—p—c—1/8)]
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Fig. 4. The decoder first builds a consistency graph between all received
sequences, and considers all possible partitions of the graph into cliques,
where the total number of cliques is between pr M and py M. For each
such valid clustering, the decoder considers all possible assignments of the
indices {1, ..., M} to the clusters and uses those indices to order the consensus
sequences of each cluster to form the vector y. After removing erased entries
and the rows of G corresponding to erased/missing rows in y, the system
Gt = y can be solved.

Therefore, by choosing e arbitrarily small, we conclude that
any rate R < 1 —p — 1/f can be achieved with vanishingly
small error probability.

B. Multi-draw case

We now consider the channel in Figure 1 with a general
sampling distribution @, i.e., each input string x* is sampled
N; ~ @ times. We now expect to see E[N1]M output strings,
and we would like to cluster them into roughly (1 — qo)M
clusters. This clustering task becomes easier under the BEC
setting, as we can take advantage of the consistency of the
strings. Notice that any two output strings that originated from
the same input string are consistent. Therefore, given N output
strings ¥, ...z, one can construct an undirected graph with
the strings as vertices and edges between any two consistent
strings. We refer to this graph as a consistency graph. A
clustering of these output strings is valid if it corresponds to
a partition of {zf ... ,x]LV} such that each group corresponds
to a clique in the consistency graph.

With the probability of an input string not having an output
cluster equal to qo, in expectation there are (1 — go)M output
clusters. From Hoeffding’s inequality, the probability that there
are more than py M := (1 — gy + €)M or fewer than p, M =
(1 — go — €)M output clusters can be bounded as

Pr ([# true output clusters — (1 — go) M| > eM) < 2¢~2M<|

which tends to 0 as M — oo for any € > 0. The task of the
decoder is then to cluster the N output strings into between
prM and pyM clusters for some small fixed €; here, the
decoder will consider all valid clusterings that create between
prM and pyM clusters. For each clustering, the decoder
first performs a consensus step, effectively converting the N
clustered output strings into (1 — go)M strings with a smaller
erasure rate. From here, the decoder proceeds similarly to the
single-draw case. Each cluster is assigned a distinct label from
{1,..., M}, and the clusters are ordered by label to create a
single output vector y of length roughly (1 — go)M L. All of
the at most M possible label assignments are considered. The
system of equations corresponding to each label assignment

and vector y can be solved for a solution t, if a solution exists.
This cluster-based decoding scheme is illustrated in Figure 4.

Again, we must choose B large enough so that the true
system, obtained by clustering and ordering the output strings
correctly, has a unique solution. Additionally, we must have
R small enough so that only one of the systems (the true one)
yields a solution that corresponds with a valid message vector
t; so that the correct message can be decoded.

To guarantee a unique solution, the true system must have
enough equations after erasures have been discarded. After the
consensus step has been performed on the output clusters, we
have at least py, M output strings and an expected effective
erasure probability of peg. It can be shown using standard
concentration inequalities that the effective erasure probability
cannot deviate significantly from peg. Thus, the true system
will have at least M Lpr (1 — per — €) equations with high
probability, and if we set

B =MLpr(1— per —€)(1 —¢),

then by Lemma 1, the true system of equations will have a
unique solution with probability tending to 1 as M — oo.

To find the maximum rate R for which this scheme succeeds
with vanishing error probability, we must bound the total
number of valid clusterings of the output strings. We begin by
analyzing the total number of edges in the consistency graph.
Since each cluster of size n produces (3) < n?/2 “correct”
edges (i.e., edges between output strings that originated from
the same input string), the expected number of correct edges
is at most

> Mq, % = SEQ7) 5)

n=0

Now let Z be the total number of incorrect edges in the
consistency graph, and define

vi=—Blog (1-3(1-p)?),
which is positive for any p € (0,1).
Lemma 2. The number of incorrect edges Z satisfies
Pr(Z > M*7") =0 (6)
as M — oo, for any € > 0.

From Lemma 2, we can see that as long as v > 1, the
number of incorrect edges grows slower than M, and will
therefore be vanishingly small compared to the number of
correct edges given in (5).

We now bound the number of possible matchings given the
total number of edges and find that a loose bound is sufficient
to establish capacity.

Lemma 3. Suppose the consistency graph has a total of U
edges. Then there are at most 2V valid ways to cluster the
output sequences.

Proof. Each valid clustering corresponds to a partition of
the output sequences such that each group corresponds to a
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Fig. 5. In the multi-draw setting, there are 2™ M (1—q0)M potential systems
of equations, obtained by considering all valid ways to cluster the output
strings into (1 — go)M clusters, and then assigning each cluster to an index.
The true system (corresponding to the correct clustering and ordering) has
MUL(1 — qo)(1 — petr) non-erased equations in expectation.

clique in the consistency graph. Notice that a partition of the
consistency graph into cliques is uniquely described by the
set of edges that are part of each of the cliques. Hence, each
partition corresponds to a distinct subset of the U edges in
the graph. Since there are at most 2V such subsets, it follows
that there are at most 2V valid ways to cluster the output
sequences. O

Following (5) and Lemma 2, we know that for some v > 1,
the number of edges U in the consistency graph satisfies U <
oM with high probability, for some o > 1. Thus, Lemma 3
implies that the number of ways to cluster the output sequences
is at most 2°M,

Now, similar to the single-draw achievability proof (Sec-
tion III-A), we must guarantee that there is no collision
between the solution found t and any incorrect codeword
t;, for i = 2,...,2MER (assuming message 1 is sent). The
decoder must attempt to solve a total of at most 2¢M pypvM
systems of equations, as we need to cluster the output strings
into at most py M valid clusters and assign each cluster an
index in {1,..., M} for the ordering. The probability of a
collision is then upper-bounded by

2O¢JV[MpU I\/I2MLR273 _ 2&]VI+PUJ\/[ log M+MLR—B

_ 2ML(a/L+pU/,3+R—B/(ML))’ (7)

which goes to 0 as M — oo as long as

« Pu
R+ﬁ10gM Pr(l — perr — €)(1 €)+ﬁ <0.

Since a/(Blog M) — 0 and € can be chosen arbitrarily small,
R < (1—qo)(1—petr —1/8)
is achievable, and we have the following capacity lower bound:

Theorem 2. The capacity of the BEC multi-draw DNA storage
channel satisfies

Crec, muii-draw > (1 = qo) (1 = peg — 1/8) ®)
as long as v = —flog (1 — 1(1—p)?) > 1.

Since the parameter regime required for the upper bound in
Equation 4 is smaller than that required for the lower bound,
we have that Theorem 1 holds for the smaller regime 5 >
2/(1 — 2p + p?) (the blue region in Figure 2).

IV. DISCUSSION

A natural follow-up to this work is to investigate whether
the random linear coding scheme here presented also achieves
the capacity of the BSC multi-draw DNA storage channel.
This is reasonable, as linear codes are also known to achieve
the capacity of a BSC [16]. However, this problem is more
complicated than the case of the BEC, as the concept of
consistency does not exist with bit substitution errors.

Note that the clustering algorithm covered here is “code-
aware”; the decoder considers every feasible clustering of
the output strings and only permits a clustering whose cor-
responding linear equations have a unique, valid solution
(message index). Hence, another natural follow-up question is
whether a code-oblivious clustering algorithm is also sufficient
to achieve capacity. Code-oblivious clustering approaches are
more desirable as they provide a separation between the
clustering and decoding tasks. Notice that the greedy clustering
algorithm used in [9] for the BSC case is code-oblivious.

Finally, we remark that the capacity for a large set of
parameters (p,3) is still an open question. Weinberger and
Merhav [10] provide the capacity for a general DMC, which
in the BEC case corresponds to the blue region in Figure 2.
Characterizing the rates achieved by linear coding schemes
and code-aware clustering in the gray region in Figure 2 is
another direction for future work.

APPENDIX A
PROOF OF LEMMA 1

Lemma 1. Let G be an ML x B matrix with
i.i.d. Bernoulli(1/2) entries. Fix any § € (0,1) and a
submatrix G' formed by an arbitrary set of (1 — 6)B rows
of G. Then G’ is full rank (over the finite field Fs) with
probability tending to 1 as B — oo.

Proof. We follow the approach in the lecture notes by [17].
In order for G’ to be full rank, the (n + 1)th row must be
chosen as a vector that is not in the span of rows 1,...,n.
Note that the space spanned by n linearly independent vectors
in Fy has exactly 2" distinct elements. If we assume that the
first n rows are linearly independent, then the probability that
the (n + 1)th row (which is a B-dimensional vector) is not
in the span of the first n rows is 1 — 2"~ 5. By induction we
see that the probability that all (1 — §)B rows are linearly
independent is

(1-8)B B

I1 (1 —2*<B*J'+1)) - II -2
j=1 i=§B+1
B —i
I T
= 5B — (€))
[[i= (1 =277
As B — oo, both the product in the numerator and in the
denominator can be verified (e.g., using numerical software)
to converge to

[](—27%) =0.28879...

i=1
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which implies that (9) tends to 1 as B — oo, proving the
lemma. Notice that, if § = 0, the probability does not tend
to 1 and instead tends to 0.28879, which is in contrast to
the case of a real-valued matrix with random entries from a
continuous distribution, where all square submatrices will be
full-rank with high probability. O

APPENDIX B
PROOF OF LEMMA 2

Lemma 2. The number of incorrect edges Z satisfies

Pr(Z>M*77) =0 (10)

as M — oo, for any € > 0.

Proof. Consider two output strings y~ and y]L that are gener-
ated from distinct input strings z/ and 2%. We show that y/"
and y]L are consistent with probability M ~7.

Let zX[/] and xf[é], for £ = 1,...,L be the individual
symbols in the sequences. Notice that x7 and x]L are generated
by choosing t; and t; uniformly at random from {0,1}%,
and computing G’ t; and G” t;, where G’ and G” are each
obtained by taking the L rows from G corresponding to the
ith and jth input sequences (note that Gt; has length M L).

First we claim that the 2L random variables = [(], z}[/],
¢=1,..., L, are mutually independent Bernoulli(1/2). Treat-

ing all vectors as column vectors, we can write

$1L o G/ 0 ti
i 0 G |ty
\T/v

t

Y

The block diagonal matrix H above has dimension 2L x 2B,
where B = M L(1 — qo — €)(1 — pet — €)(1 — €). For M large
enough, we have B > L, and H is full row-rank, with a null
space of dimension 2B — 2L. Hence, for any ¢ € ]F%, the
number of solutions t to ¢ = Ht is 228-2L and, if t is drawn
uniformly at random from F25,

_ 92B—2L
Pr(Ht = C) = 2273 = 272L.
L
This implies that the column vector [?L] is chosen uniformly
J

at random from F2L. This in turn implies that the entries of
x} and z} are all mutually independent i.i.d. Bernoulli(1/2)
random variables.

Given this fact, the event that y* and y]L are consistent is
the intersection of L independent events

{xF[g = ij [0] or 2F[¢] = ¢ or :z:]L [4] =€},

for £ = 1,..., L. Each of these events happens with proba-
bility 1 — 5(1 — p)?, implying that 2} and x} are consistent

with probability

(1-30

Finally, we notice that the expected number of output se-
quences is M FE[N;], and the expected number of pairs of

_p)2)L — 27'ylogM - M.

output strings is at most M2?FE[N;]2. Hence, the expected
number of incorrect edges satisfies

E[Z]) < M*E[N{]*M ™" = E[N,]*M?7".

Finally, using Markov’s inequality, we have that

_ E[Z] E[N1)>?M?*~
2 +e€
Pr (Z > M= ) < M?2—+e — M2—+e
= E[N]°M~°,
which tends to 0 as M — oo for any € > 0. O
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