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ABSTRACT 
The rise of automated text processing systems has led to the devel-
opment of tools designed for a wide variety of application domains. 
These technologies are often developed to support non-technical 
users such as domain experts and are often developed in isolation 
of the tools primary user. While such developments are exciting, 
less attention has been paid to domain experts’ expectations about 
the values embedded in these automated systems. As a step toward 
addressing that gap, we examined values expectations of journal-
ists and legal experts. Both these domains involve extensive text 
processing and place high importance on values in professional 
practice. We engaged participants from two non-proft organiza-
tions in two separate co-speculation design workshops centered 
around several speculative automated text processing systems. This 
study makes three interrelated contributions. First, we provide a de-
tailed investigation of domain experts’ values expectations around 
future NLP systems. Second, the speculative design fction concepts, 
which we specifcally crafted for these investigative journalists and 
legal experts, illuminated a series of tensions around the technical 
implementation details of automation. Third, our fndings highlight 
the utility of design fction in eliciting not-to-design implications, 
not only about automated NLP but also about technology more 
broadly. Overall, our study fndings provide groundwork for the 
inclusion of domain experts values whose expertise lies outside of 
the feld of computing into the design of automated NLP systems. 
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1 INTRODUCTION 
In recent years, we observe an increasing growth and interest in 
the design and development of automated AI/ML [85, 135–137], 
automated data science (e.g., AutoDS [133]), and language process-
ing systems [17, 35], including large models [e.g., 30, 46]. Some 
of these language technologies are designed to be task-agnostic 
[30, 46], meaning they are suitable to perform a wide range of tasks 
in diverse application domains. Examples include natural language 
generation of news articles [46], question-answering, query un-
derstanding [1], translation and summarization [92], and others. 
Several of these tools (e.g., AutoML/AutoAI/AutoText) are often 
developed with dual objectives in mind to facilitate both technical 
experts and domain experts [35, 104, 135, 137]. For example, with 
the help of these tools, expert data scientists no longer have to 
engage in repeated low level programming tasks, while domain 
experts such as business professionals can build and run ML/NLP 
models easily [135]. In general, researchers often emphasize re-
ducing the entry barrier in ML/NLP as a rationale justifying these 
automated technology developments [35, 135]. 

However, only limited attention has been paid to the values 
that guide the design of those systems, let alone how those values 
might play out in implementation. While automated developments 
enhance human efciency, potential, and capabilities, they also raise 
an increasing concern of possible harm, misuse, and cruelty [14, 56, 
74, 88, 92, 100, 103]. Neither ML technologies nor the feld of ML 
in general are value-neutral [16, 75, 138], where domain expertise 
is often undervalued (e.g., in model building [110]). Furthermore, 
these automated tools are mostly evaluated with technical experts 
[4, 133, 134, 136, 143], with only a few recent empirical studies 
working with domain experts or identifying relevant values in 
specifc cases [16] (e.g., values in computer vision datasets [113]). 
Therefore, we should fnd ways to engage those people who will 
use the technology (or be impacted by it) in values elicitation, and 
practice designing technology informed by those values [86]. 

Indeed, values play a central role in many of the professions with 
an increasing interest in automating data work, such as journal-
ism newsrooms, legal research, and others [28, 48, 56, 69, 87, 90]. 
Similar to the expert data scientists mentioned above, domain ex-
perts can beneft from using these tools because they extensively 
rely on analyzing huge volumes of text documents [87] to improve 
production and attain high efciency. At the same time, human 
values (e.g., transparency, justice [47, 109, 117]) are central to their 
day-to-day (text) data analysis practices. Therefore, it is important 
to understand not only their values expectations, i.e., the values 
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they perceive as relevant for automated text processing systems but 
also how those values should be encoded in system design [59, 79]. 
Elucidating such connections and tensions—between participants’ 
values and NLP system design—constitutes an important area for 
research contributions. That said, the often tacit nature [cf. 55, 106] 
of these values can make simply eliciting them a non-trivial task 
[3, 139]. 

One method of eliciting values is through design fction. Design 
fction is well-known for engaging users in ethical and sensitive 
discussions about speculative technologies that do not exist yet 
[7, 89, 142]. Earlier work has applied this method for engaging a 
wide variety of potential users, such as AI engineers [72], students 
[139], and older adults [3]. The work presented in this paper was 
conducted as part of a larger project, where the research team is 
developing dedicated NLP tools for investigative data journalists 
and legal experts. Although prior work has described the general 
values to which certain professionals adhere [e.g., 42, 81], no ex-
isting work has empirically investigated domain experts’ values 
expectations for automated NLP systems. The work presented here 
engaged directly with such domain experts, who have little to no 
formal training in computing, by using design fction. Beyond pure 
novelty, this combination of methods and focus highlights the in-
terplay between values and implementation in a way not seen in 
prior work. 

The work presented in this paper mainly addresses the three 
following research questions (RQ’s): 
RQ1: What values do domain experts such as journalists and legal 
experts care about from specifc automated NLP futures designed for 
them? 
RQ2: How do those values relate specifcally with the technical im-
plementation of automation involved in such systems? 
RQ3: What are not-to-design implications, i.e., features, functionali-
ties, or systems that should not be implemented? 

In addressing these research questions with our design fction en-
gagement, this paper makes three interrelated contributions. First, 
in response to RQ1, we provide a detailed understanding of domain 
experts’ values expectations and perspectives from automated lan-
guage processing systems. Our fndings indicate that journalists and 
legal experts deeply care about values of autonomy, freedom from 
biases, privacy, trust, and human welfare. Thus, automated language 
technologies (or any technology more broadly) designed for them, 
should adhere to these values in the design process. Second, our 
design fction concepts, which were inspired and informed by initial 
exploratory interviews with journalists and legal professionals and 
relevant design futuring work [29, 65, 140, 142], provided a fctional 
world where participants could imagine that these automated NLP 
systems lived [40]. Doing so elicited reactions about the implemen-

tation of automation that, in response to RQ2 were comparable to 
yet distinct from similar prior work in diferent (e.g., profession, 
user, and proft-oriented) contexts [16, 38, 49, 72, 134, 136, 142]. 
Third, in response to RQ3, our fndings further suggest design 
fction has a unique capacity for enabling users to articulate not-to-
design implications. Such implications emerged primarily around 
values mismatches between our participants and the design con-
cepts. Although the study presented in this paper focused on au-
tomated NLP systems, this capacity of design fction may apply 
more broadly. The paper also relates these results within prior work 

in language technology design, compares technical experts’ and 
domain experts’ perspectives on language automation, and pro-
vides a comparison of prior values work engaging users in other 
domains. Doing so illustrates how this work advances the conver-
sation about methods for incorporating domain experts’ values in 
language technology design. 

2 RELATED WORK 
This paper combined techniques from prior work in design futur-
ing methods [82, 83] in participatory design workshop. We ap-
plied these techniques to engage domain experts from investigative 
journalism and legal analysis in conversation about their values 
expectations and perceptions of automated NLP futures. 

2.1 User Groups and Domains Under 
Investigation 

2.1.1 Investigative Data Journalism. Investigative journalists work 
with a wide range of datasets and data types. For instance, numeri-

cal tabular data such as Election Campaign data [69], text data from 
disparate text documents, such as thousands of pages of training 
reports, manual, court briefngs, and record requests [42]. Our ini-
tial background interviews shows that, journalists apply various 
computational tools (e.g., Python, R, SQL) and algorithms to process 
numerical data [69, 108], and they process text documents almost 
manually. This can be a daunting and time consuming endeavor. 
Similarly, several research tried to address some these specifc chal-
lenges with regards to text data processing, for example, Hassan 
et al. [71] studied presidential debates to uncover check worthy 
factual claims using ML algorithms. Jain et al. [73] applied a com-

bination of ML and NLP techniques to support the investigative 
journalist by examining Connectas dataset [101]. There is also a 
growing trend toward building automated tools to support them 
[33]. While all these developments are already in progress, jour-
nalists values expectations from these automated tools are still an 
under-explored avenue [47, 91, 117]. This work aims to identify in-
vestigative journalists values expectations from several automated 
NLP design fction concepts. 

2.1.2 Legal Analysis. Legal experts also work with a wide variety 
of text documents consisting of case laws, legal articles, news, jury 
instructions from diferent jurisdiction among others [109]. Manual 
text analysis of these documents can be overwhelming for them, 
this was also confrmed from our initial interviews. Although there 
are tools out there to assist them (e.g., [107]), these tools are inef-

cient to support their specifc needs. For instance, these tools may 
generate a large number of search results, sometimes they might 
display obsolete laws. In addition, interpreting the laws can be chal-
lenging because laws themselves are inherently ambiguous [109]. 
Recent research have addressed some of these specifc problems, for 
example, Biagioli et al. [15] studied the provision classifcation us-
ing multi-class SVM model. Mok and Mok [95] classifed sentences 
in breach of contract court decisions employing NLP techniques. 
Also, there is an emerging trend for building automated tools for 
the legal system [44]. 

Given the exponential growth in the development of automated 
language technologies both domain specifc and domain agnostic 
[30, 35, 44, 135], we do not know how diferent domain experts will 
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perceive them, most importantly – the “values” they care about or 
deem as important [59]. Therefore, as a case study, we wanted to 
bridge this gap, by engaging domain experts from the two above 
mentioned domains who extensively work with text data in auto-
mated NLP conversations. Doing so is essential because domain 
experts are often excluded from such conversations (e.g., [57, 110]), 
our research is an efort towards making that inclusion possible 
[39, 75] 

2.2 Envisioning Automated NLP Futures 
Through Design Futuring Methods 

Our design research exploration draws on various design futuring 
paradigms of critical design [8, 9], speculative design [53], and 
design fction [20, 65, 66, 72, 139, 140, 142]. 

The purpose of critical design [8, 9, 54] is to challenge existing 
assumptions [53] by allowing the user to evaluate the designs to 
examine hidden dimensions such as inherent values, ethics, morals, 
underlying assumptions, believes, disbelieves, social values [139], 
cultural norms [9], and identify weakness. “A critical design should 
be demanding, challenging, and if it is going to raise awareness, 
do so for issues that are not already well known ” [53, p.54]. The 
purpose of critical design is to engage users in the conversation or 
debate that is critical. It aims to suggest alternative design perspec-
tives [9] by examining the here-and-now to imagine a future yet to 
exist. Critical design rejects the necessity of everything being nice, 
rather it welcomes dark designs, absurdity, humor, satire, able to 
invoke conficting emotions in the viewer. One of the key feature 
of critical design is “provocativeness” [9], i.e., “A slight strangeness 
is the key – too weird and they are instantly dismissed, not strange 
enough and they’re absorbed into everyday reality”, [9, p. 294] 
[citing 54, p. 63]. 

Among other design futuring methods, Speculative design is 
about design imagination; this could be sociological, technical, dark 
and original imagination. Speculative design enables us to imag-

ine future worlds shaped by our hopes, dreams, wishes and fears. 
Speculative design can “make a whole range of viable and not so 
viable possibilities tangible and available for consideration” [53, 
p.161]. In collaborative speculation or co-speculation participants 
are considered as a signifcant part of creative endeavor to generate 
ideas, question any assumptions, and imagine possible futures by 
engaging them in co-creation [43, 111]. Participants speculations 
are informed by their domain expertise, that we as researchers could 
not speculate without [132]. Notable work applying co-speculation 
includes Wakkary et al. [132] engaging philosophers, Desjardins 
et al. [43] engagement of users to speculate about IoT in home 
spaces. 

Building of of these design approaches, we applied Design Fic-
tion to build an automated NLP world for the journalists and legal 
experts, where our design concepts lived [40, 83]. “Design fction is 
about creative provocation, raising questions, innovation, and ex-
ploration” [18]. Design fction is useful during the ideation process 
and can be an essential tool for critical design [89]. While some 
design fction is low-cost, creating quality design fction can take 
signifcant amount of time [65] and efort [123]. It is an easy way 
to receive early critique of the designs by envisioning the future 
and it’s impact [126, 139]. Several work has applied design fction 

as the primary means of inquiry; for example, Diakopoulos and 
Johnson [49] applied fctional scenarios to examined the ethical 
implications caused by deepfakes by discussing possible harms 
and threats to voters, candidates, and campaigns; Houde et al. [72] 
also applied fctional scenarios to investigate the misuse of Gener-
ative AI by engaging AI engineers, Ballard et al. [7] and Wu et al. 
[142] engaged industry participants to raise their ethical awareness 
through games and design fction respectively. As a speculative 
method, design fction has been used as a value elicitation tool 
[72, 139] by foregrounding values [126]. 

3 METHODOLOGY 
We conducted two participatory design fction workshops at two 
non-proft organizations, one in the domain of investigative jour-
nalism and one in legal research. This section provides a brief 
background about each organization, our previous research engage-
ments with these participants, the methods for creating the design 
fction materials, and our data analysis methods. 

3.1 Participant Background and Prior Research 
Engagement 

This work was conducted as part of a larger project around de-
signing text based tools to support domain experts’ text data work 
practices. Our participants were professionals from two US-based 
non-proft organizations: People’s Press (PP), an investigative jour-
nalism newsroom, and Justice Means Everyone (JME), a legal anal-
ysis group. 1. 

3.1.1 Participant Recruitment and Demographics. We recruited par-
ticipants via emailing participants from a previous interview study 
(described below). Four investigative journalists and four legal re-
searchers agreed to participate in the workshop. Journalists’ gen-
ders included three males and one female, and legal experts’s gen-
ders included three females and one male. Investigative reporters’ 
educational backgrounds were all BA or MA. Legal researchers’ 
education ranged from Juris Doctor (JD) degree to BA or MA. In-
vestigative reporter titles included Journalist Developer (P1), Al-
gorithmic Reporter (P2), Editor (P3), and Data Journalist (P4). The 
legal professionals’ titles included Head Attorney (J1), Senior At-
torney (J2), and Attorney (J3, J4). Participants’ technical experi-
ence varied widely. Most of the journalists had working experience 
(through self-taught) in programming tools such as Python/SQL 
[69], whereas the legal researchers had no programming experi-
ence, they relied on tools such as Google Docs [109] for text data 
analysis. All participants had no formal computational training. 
Participants were compensated with $30 gift card as a token of 
thanks. The study was approved by Lehigh University Institutional 
Review Board (IRB). 

3.1.2 Prior Semi-Structured Interviews and Key Findings. In prior 
work, we conducted interviews with staf members at each of these 
non-profts. Those interviews involved nine participants in total, 
fve investigative journalists and four legal researchers. Across the 
two sets of interviews, we asked similar questions and used a sim-

ilar sketching exercise (via [125]) with slight modifcations to ft 
the domain of interest. Sample questions can be found in Appendix 

1
All organizations, participant names, role titles are pseudonyms 
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A.1. All interviews were conducted between November 2019 and 
February 2020, and they generated 13 hours and 42 minutes of inter-
view data in total. We analyzed the entire dataset using Grounded 
theory method (GTM) [34, 68, 128]. The full results are presented 
elsewhere [121] and summarized here. 

The interviews showed comparable high-level data analysis prac-
tices across both domains. We also observed that both domains’ data 
work practices required a certain level of manual human interven-
tion. Regardless of the data types and computational tools applied 
across the domains, both groups of participants engaged in three 
high-level phases of data work practices: Exploration, Verifcation, 
and Publication. The Exploration phase involved collecting data, 
data transformation, and applying various tools and data analysis 
techniques to generate insights. The Verifcation phase involved 
fact-checking with internal/external sources to ensure correctness 
and accuracy. In the Publication phase, journalists publish news 
stories, and legal professionals publish legal reports. Across these 
phases, concerns and challenges included fnding insights from 
data (e.g., manual process, time consuming), as well as reliance on 
multiple sources (e.g., subject matter experts) and technical pro-
cesses (e.g., checking teammates work) to ensure accuracy. These 
data work practices and challenges inspired the automated text 
processing design fction concepts described further below. 

3.2 Participatory Design Fiction Workshop 
Our primary engagement with participants combined the collab-
orative ideation and shared goals of participatory design work-
shops [98, 99] with the speculative nature of design fction [18, 21, 
53]. This combination of methods was used to explore participant’s 
values expectations and perceptions about automated NLP systems. 
This subsection describes the processes by which the design fctions 
were created, the presentation format, and the manner in which 
they were used in our workshops. Throughout, we describe how 
our approach both draws on and extends prior work using specula-
tive design methods, both generally [20, 29, 140] and specifcally 
as a means of engaging with study participants [3, 22, 49, 139]. 

3.2.1 Construction of the Design Fiction Concepts and Visuals. One 
question we repeatedly asked during our design fction construction 
process was: “how much of these design fctions are truly fction?” 
Accordingly, the design fctions intentionally spanned from realistic 
and implementable to more speculative or fanciful. The overall sen-
sibility combined a dash of modernism with a pinch of humanism, 
using vibrant bold colors [127], textures, and varied images. Simi-

larly, typefaces were selected to balance familiarity and readability 
against speculative and unfamiliar futures. All depictions included 
details to help build a world in which these designs existed [40].For 
example, the DocSelfSorter (Figure 1, top left) was shown with a 
woman working in front of a computer and a “self-stirring” cofee 
mug on the table placed to make the concept feel simultaneously 
relatable yet foreign. 

Inspired by Wong et al. [139], we initially depicted each de-
sign using several diferent approaches, such as Instagram/TikTok 
sponsored posts, FAQ pages, testimonial pages, landing pages, and 
Amazon product pages. We also presented our designs in varied 
contexts, such as on a desktop or a laptop, on a magazine page, and 

in the airport or highway billboards as adds. After careful evalua-
tion and examination, we decided to present each design using two 
diferent formats (in two pages). The frst page was either a landing 
page or a How It Works page from a product website (e.g., Figure 1, 
top middle). And the second was more varied, either a testimonial 
page, a FAQ page, an airport add, or an Amazon product page on a 
laptop, depending on the aspects of each design that we sought to 
foreground. We spent one and a half months in the summer of 2020 
to create, curate, and refne our scrapbook of design concepts. We 
constructed these provocations using found images, collages, and 
overlays of images and text, inspired by both Blythe [19] and Gaver 
[65]. Although the design concepts varied in their degree of practi-
cality, all of them were imbued with a touch of intentional ambiguity 
[66] to allow for multiple interpretations [116] and meanings [29]. 
This ambiguity was accomplished by leaving specifc details about 
the systems’ working procedures intentionally incomplete. On the 
other hand, “slight strangeness” [52] was implemented through 
raising conficting emotions, that enable users to ask if the designs 
are real or not, serious or not, useful or harmful, and the designs 
placed participants in the position to judge for themselves [53]. 

These depictions were developed using a combination of Power-
Point, Balsamiq, and Picasa and other free online image editing tools. 
We intentionally avoided the application of powerful tools such 
as inVision/Sketch or Photoshop altogether, because we wanted 
our design fctions to be easy to make and sketch-like [31], while 
focusing on the quality of individual elements [65]. We took cau-
tion to ensure that our designs does not give the impression of a 
product specifcation or catalogue like [29]. Rather, we wanted to 
create evocative images that gestured not only at the design itself 
and its technical functioning but also at the broader future world 
in which they exists [40]. Similar to diegetic prototypes, “these 
technologies only exist in the fctional world — what flm scholars 
call the diegesis — but they exist as fully functioning objects in that 
world” [77, p. 41]. 

Informed by our initial interviews (described in 3.1.2), we de-
signed and organized our design fction concepts around the three 
phases: Exploration, Verifcation, and Publication [37, 121]. Due to 
high-level similarities across both participant domains’ data work 
practices, primary necessities, and challenges, similar designs were 
used across both groups of participants. The designs were inten-
tionally crafted to provoke critical discussion about issues of values, 
ethics, ideology, and design assumptions [8, 9, 115]. At the same 
time, the designs also draw inspiration from current NLP research 
[6, 11, 46, 129, 137]. Unlike other research using design fction’s 
[3, 22, 140], this grounding in the related technical literature pro-
vides both a sense of feasibility and gives our participants additional 
details to which to attend. We were also sensitive to our partici-
pants’ wants and needs, while making sure to limit researcher’s 
infuence in the designs when framing and shaping ideas [3, 19]. 
During this process, many of our initial design concepts, such as 
automated writing tools or conversational agents, were abandoned, 
either because something quite similar already exists, because the 
concept was too far removed from current NLP technologies [14], 
because the concept was too mundane, or because they were not 
in alignment with fndings highlighted in our initial exploratory 
interviews. 
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3.2.2 Description of Design Fiction Materials: A Computational 
Scrapbook From the Future. In addition to being aware of partic-
ipants’ wants and needs posed during initial interviews, we also 
brainstormed by reviewing related literature about the latest tools 
in investigative journalism [48] and legal research [44], as well 
as literature about current NLP capabilities for ideas and inspi-
ration [30, 46, 88]. This step resulted in many initial and some-

times irrelevant design concepts (e.g., automated elevator showing 
news). To further narrow down, and specifcally focus on partic-
ipants data work practices’ and challenges, we organized these 
design concepts around three phase of Exploration, Verifcation, 
and Publication described in section 3.1.2. This step led us to the 
following design concepts across each phase: 1) Exploration: Doc-
SelfSorter, DataWatch; 2) Verifcation: VeriFact, and Trans-
parencyMonitor/CompassionMonitor; 3) Publication: VRLegal-
Pal/VRNewsPal. Interestingly, all these designs had one thing in 
common, NLP automation [30, 35, 46]. NLP automation heavy fu-
tures were created by the challenges and the primary necessities 
described in the initial exploratory interviews. We were not inter-
ested in engaging participants in the detailed underlying workings 
of NLP, rather, we were interested to provoke a reaction by engaging 
participants in a discussion and conversation about NLP automated 
tools to learn about their values expectations and perceptions [136]. 

Our fnal scrapbook had fve design concepts, and was pre-
sented in the following sequence: DocSelfSorter, DataWatch, 
VRLegalPal/VRNewsPal, VeriFact, and CompassionMoni-

tor/TransparencyMonitor. Two designs had diferent ti-

tles to refect professional domain and organizational values, 
they are VRNewsPal/VRLegalPal and CompassionMonitor/ 
TransparencyMonitor, respectively. We decided to show the 
designs in this sequence based on participants’ original data work 
fow, as well as moving from more practical to more speculative 
and provocative [8]. A brief description for each of these design 
fction concept is provided below along with detailed data work 
challenges and needs. 

Design Fiction Concepts in the Exploration Phase: The 
DocSelfSorter shown in Figure 2 was based on the needs and 
challenges participants described for analysis of text documents. 
Such analysis include automatically sorting similar articles, dis-
covering important topics, text classifcation, framing in the input 
documents, etc. [6, 11, 94, 129]. This concept was presented as How 
It Works page, and a testimonial page from the perspective of a stu-
dent and a professional journalists/legal personnel. For this design 
concept, we added the automation aspect by stating “No manual 
human intervention required” in the How It Works page. Whether 
the concept represented a software/hardware and its algorithmic 
details was left open to participant interpretation [64]. This concept 
had little to no variation across both domains. 

The next design concept in the scrapbook was the DataWatch 
(in Figure 4) inspired by both organizations need to rely on tracking 
various sites such as Social Networking Sites (SNS) sites such as 
politicians’ twitter/Instagram, and legal sources (e.g., case laws, 
federal law updates). We also added the capability to perform sim-

ple data analysis in the watch platform. Data source tracking and 
simple visualizations capabilities were embedded in a smart watch 
interface. The concept was presented as a landing page and an 

advertisement at the airport billboard [139, 140]; we portrayed (the 
airport advertisement) the watch to analyze both numbers and text 
data to bring small “ambiguity of information” described in Gaver 
et al. [66] study. Even though the concept (landing page) showed 
text analysis using various Topic Modeling algorithms [129], how-
ever, technical details was not included to allow open interpretation 
[64] 

Design Fiction Concepts in the Verifcation Phase: The 
third concept, VeriFact, was based on both organizations need for 
validating/verifying the veracity of the data (e.g., text, numbers) 
analysis (see Figure 6). Fact checking is a common practice in both 
organizations but the meaning and how it is done varies widely. 
For instance, data journalists check facts/data in various ways, for 
example, comparing teammates data analysis output with their 
own [108] using tools like excel/python, whereas legal researchers 
check each others text (e.g., statue, case law) classifcation task man-

ually; both practices involves communication and collaboration, 
and manual human-intervention [108, 109]. The automated fact 
checking aspect was embedded in the landing page tagline “Taking 
guesswork out of fact checking”. This concept was presented as 
FAQ page including questions, as a way to invoke provocativeness 
[8]. The FAQ page emphasized algorithms, common errors, privacy 
aspects of the design. An example question was “How does VeriFact 
ensure the anonymity of my sources?” These FAQ questions were 
modifed as per domain requirement. 

Design Fiction Concepts in the Publication Phase: The VR-
LegalPal/VRNewsPal was one of the most futuristic speculative 
design concepts, inspired from the latest development and demand 
in the virtual reality [108] immersive technology (see Figure 8). The 
VR system was able to reconstruct VR scene/stories from court-
room trials or news. This design was presented as a landing page 
followed by user testimonials (e.g., journalism student, attorney). 
The landing page included the tagline “Walk in their shoes, See 
through their eyes ...” to allow the users to evaluate the design from 
diferent diferent users perspective, to induce emotional response 
among the participants [32]. The testimonial’s conveyed the idea of 
how this design have helped diferent people to understand difcult 
terms/concept, also to establish empathy towards diferent subjects 
(see Figure 10). 

The two design concepts specifcally designed using organiza-
tions core values were CompassionMonitor and Transparen-
cyMonitor, i.e., compassion for the legal researchers, and trans-
parency for the journalists. These concepts were presented as wear-
able tech jewelry (e.g., bracelet for hands or for ear jewelry) [140]. 
They utilize sensing technologies [139, 140]. These systems contain 
biometric sensors that enables the user to remain compassionate 
(e.g., transparency for People’s Press) in their data analysis ap-
proaches. The design was presented as an Amazon product page 
[139] on a laptop, the product details indicated high level technical 
details such as training period, USB cables. 

These fve designs were wrapped inside of front/back cover of a 
scrapbook (e.g., “memory scrapbook” [86]). The front cover of the 
scrapbook contained the heading “Curated Collection of Speculative 
Computational Objects”, with a sub-heading “... a future scrapbook... 
”, to clearly demonstrate the speculative aspect of the designs [53] 
Each design was followed by a prompt asking “what do you think?”, 
then “In my opinion, the design is ...” on a blank page. The scrapbook 
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Figure 1: Three speculative design fction provocations represented as cards from the future; from left DocSelfSorter (top-
left as a How it Works page, left-middle a testimonial page), DataWatch (middle as a lading page and on a billboard add on 
the airport), and Transparency Monitor (top-right as a landing page right-middle as an amazon add on a laptop). For a more 
closer look see Appendix B. 

also had an ending prompt of “What does it feel like to live in a 
world with these technologies?” Like the front cover, the back cover 
also used headings “ Legal research technology from the future”, 
subheading “A Computational World Imagined ...”, to illustrate that 
these designs are conceptual and for speculation purpose only. The 
purpose of these prompts was to provide the users the freedom to 
think, instead of guiding them to think in a predefned manner. 

3.2.3 Participatory Workshop. The frst workshop was conducted 
with legal research professionals in July 2020, and the second work-
shop was conducted with expert investigative journalists in August 
2020. Both authors actively engaged participants during the work-
shop. 

Before The Workshop: Once our workshop session was scheduled, 
we emailed them the design concepts in a single PDF fle one week 
prior to the workshop. In the email, we explicitly mentioned about 
the speculative nature of the design concepts. Although we asked 
our participants to answer (through PDF annotation) the prompts in 
the provocations, doing so was not mandatory. The online nature 
of our engagement (described more in the next paragraph) was 
more conductive to presenting our scrapbook as a PDF, which is 
also portable and allow easy annotation. 

Workshop Session: The workshops were conducted online via 
Zoom, since the COVID-19 pandemic precluded the possibility 
of conducting an in-person workshop. Each workshop was audio 
recorded, generating 3 hours and 8 minutes of data in total. The 
workshops began with a brief description of the goals of the ses-
sion, as well as a brief description of the relationships among four 
diferent types of futures: possible, plausible, probably, and prefer-
able [53, 131]. The researchers then presented the provocations in 
the form of a presentation one after another, followed each with 
questions and discussion. A sample set of questions can be found in 
the Appendix A.2. We followed a semi-structured protocol, asking 
a similar set of questions for each of the provocations, as well as 
asking follow-up questions on the fy. As noted above, we con-
ducted the frst workshop with four legal researcher’s from Justice 
Means Everyone, and we conducted the second workshop with four 
investigative journalists from People’s Press. 

3.3 Workshop Data Analysis and Coding 
The workshop session was audio recorded, anonymized, and tran-
scribed (using [45]) for data analysis. We applied Thematic Analysis 
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(TA) [5, 25, 26] to qualitatively analyze audio transcript data. Our re-
search question(s), data collection informed TA as a suitable method 
for data analysis. The codes, themes, and categories emerged in-
ductively from the data. In that way, the emergent themes speaks 
and remain close to the data. The process was also deductive, when 
we analyzed data from Value Sensitive Design (VSD) framework 
analytical lens [59] to uncover participants values (e.g., inductive 
and deductive [16]). We analyzed entire collection of data. The 
frst author performed thematic coding, and discussed the emer-

gent codes and themes with the second author, whenever there 
was a confict or a new theme emerged, the theme was reported 
only after reaching congruence. We iteratively analyzed the data 
beginning with the frst design concept (DocSelfSorter) across 
both workshops, then the second concept (DataWatch) across 
both workshops, and so on until the ffth design concept. We also 
revisited data (multiple times) for clarity, further insights and un-
derstanding whenever required. The themes obtained from the data 
were compared and validated across both groups [25, 26]; we were 
also sensitive towards surprising themes and fndings 

4 RESULTS: VALUES EXPECTATIONS, 
AUTOMATION, AND WHAT NOT TO
DESIGN 

 

Participants’ responses to the design concepts were similar and com-

parable across both organizations. These responses are organized 
here in terms of three high-level, non-exclusive themes. First, the 
design fction concepts prompted participant’s to express their Val-
ues Expectations, i.e., the values that participants perceived as most 
important or salient, es well as how those values were implemented 
(or not) in the design concepts. We analyze these values expecta-
tions from the perspective of Value Sensitive Design (VSD) [58–62]. 
Second, participants’ responses often mentioned Tensions with Au-
tomation. Such tensions emerged between their values expectations 
and the kinds of automation suggested in the speculative designs. 
Third, such tensions highlighted Not-To-Design Implications, i.e., 
the qualities that automated NLP technologies should not have. 
Although described separately here in the interest of analytic clar-
ity, discussions of these various themes and concerns were highly 
interwoven during the workshops. 

4.1 Domain Experts’ Values Expectations 
As much as our participants were excited to talk about their hopes 
and wishes about the design fctions potential to support their data-
driven work practices, they were also very much anxious about the 
power that each of those designs carries that could inadvertently 
be misused and cause harm to the humans. We categorized par-
ticipants’ responses into fve major themes, each associated with 
a value identifed in the previous work [58–62]: Autonomy and 
Subjectivity, Biases, Invasion of Privacy, Trust, and Human Welfare. 

4.1.1 Autonomy and Subjectivity. Participants frequently discussed 
the design fction concepts in terms of human-machine confgu-
rations [cf. 124]. That is, discussions focused less on the abilities 
of a given technology per se and more on confguring the relation-
ships between these technologies and humans. For instance, the 
DocSelfSorter often elicited comments about participants’ desire 

to have some kind of human control in the system, similar to the 
concept of an user autonomy [58, 62]. Autonomy is described as 
“individuals who are self-determining: who are able to decide, plan, 
and act in ways that they believe will help them to achieve their goals 
and promote their values” [62, p.2]. A legal researcher, P04, described 
the complexity associated with manual human text classifcation 
(e.g., legal terms in statutes across various US states) to illustrate 
this. 

“I think I’m just like always a little bit skeptical of 
technology. [...] But I do think that there will be like 
some human element of state-by-state interpretation, 
no matter how advanced the system is” - J4, Attorney. 

In their work, J4 and her team had to look beyond the legal statutes 
to understand the proper meaning and interpretation of each term in 
the context of diferent states; the entire process was time consum-

ing and laborious. Put diferently, even if a system could perform 
text classifcation with ease, the system may not be able to navigate 
the subtle diferences between the how the laws are written and 
real-world legal practice. In such tasks, human interpretation and 
understanding of laws are always necessary. 

Furthermore, in addition to their years of experience in the legal 
system, they sought out external legal experts [109] to confrm the 
validity of their text classifcation. J1 expressed her desire to have 
such capabilities implemented in the DocSelfSorter design itself, 
saying, “I would want to have the ability to confrm with the human 
expert [...] because then we could easily go to our people to say, this is 
why we think X in the state. Is there anything that gives you pause 
about this conclusion, then I could confrm”. Again, emphasizing 
human interpretation and human assessment for this task [136]. 

Human autonomy was also important from the perspective of 
participants’ professional practice. For instance, legal expert P03 
described that the lawyers make subjective assessments, includ-
ing using their judgment, combining evidence and intuition, and 
learning from trial and error. Since the DocSelfSorter was an 
automated system by design, it was unable to replicate these hu-
man abilities, making it less efcient and somewhat impractical for 
real-world application. Reacting to the design, J3 felt 

“In one sense comfortable because, we don’t have to 
worry about a human screwing it up. But on the other 
hand, that’s always the risk, but that human judgment, 
always sort of [...] something looks like a big risk [...] 
some level of human intuition play and the decision on 
the talents. And yet that doesn’t always work, but it’s 
better than the alternatives” - J3, Attorney. 

In this quote, we see J3 was wrestling with the fact that human sub-
jective judgment is fallible. At the same time, though, J3 embraces 
the importance of human intuition. That is, this quote exempli-

fes participants’ perception of tradeofs inherent in the tension 
between subjectivity and automation. 

Journalists also expressed a similar desire to have some human 
autonomy in the system as the way of human-enhancing systems. 
For instance, journalist P4 insisted that the DocSelfSorter should 
allow the humans to do things they are currently unable to do by 
providing some form of human control [58, 62] in the system. Par-
ticipants relate the DocSelfSorter to support them in generating 
story ideas [108], and for that they imagined whether the system 
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could provide them the ability to ask complex questions or allow 
them to add additional datasets to generate story ideas. P4 further 
emphasized that without such autonomy, a system can practically 
become not so useful. He provided the following example, 

“[...] like something that will allow a human to reason-
ably go through a task in the amount of time needed 
to produce a story [...] Like, if you just throw docu-
ments into a system and ask it to classify, you may 
fnd that like, a good example of something going awry, 
like X tried to like do a thing to forecast, Bill’s pass-
ing in Y. And it turned out that their model was just 
had taken all the documents from every bill and ev-
ery step in the process. [...] It was completely useless in 
real time. [...] we probably need to think about like sys-
tems that are not going to operate independently 
of humans, but which are going to allow humans to 
do things that they can’t do” (emphasis added) - P4, 
Data Journalist. 

These excerpts illustrate that these systems are not expected to 
work without human. Rather, they should work with the human to 
support them and enhance their current abilities, by providing the 
right amount of control at the right time. 

Although the above focuses primarily on DocSelfSorter, not 
allowing for users’ autonomy and the exercise of participants’ sub-
jective judgement proved important across reactions to multiple 
design fction concepts, essentially, for achieving goals and promot-

ing user values in their professional practice [58]. Both groups of 
participants exemplifed how their autonomy was violated, while 
also suggesting how their autonomy could have been protected by 
incorporating certain necessary capabilities into the designs. As 
noted above by P3, increasing support for autonomy and subjectiv-
ity in a system may simultaneously also increase the possibility of 
introducing bias and other potential misuse [59, 61]. 

4.1.2 Freedom from Biases. Bias as defned for computer systems 
by Friedman and Nissenbaum [61] means “systems that systemati-
cally and unfairly discriminate against certain individuals or groups 
of individuals in favor of others” [61, p.3]. Both groups of partici-
pants described the importance of avoiding diferent biases in their 
current professional practices. For example, journalists expressed 
how the current technologies allow them to navigate the issues of 
biases [59, 61], and how they are able to consider specifc context 
associated with a situation and practice awareness. However, au-
tomated tools like DocSelfSorter were perceived as prohibiting 
them from such practices. According to Developer Journalist, P1, 

“There’s this balance that exists now, between sort of 
like, human judgment and context and biases, and sort 
of habit [...] versus like the, the capabilities, the techni-
cal capabilities of computational systems. [...] But I do 
think that like an ability to sort of guide and manage, 
like building that into systems into these kind of tech-
nologies, I think like would make it at least something 
that like, [...] I’d be able to sort of come to grips with, or 
at least make a rational decision about rather than an 
irrational sort of like, no way, forget it kind of scenario. 
[...]” - P1, Developer Journalist. 

Similarly, when the system design constraints the users to use a 
system by not providing the ability of practicing human judgement, 
interpretation, decision making support will introduce technical 
biases [61]. It will also hinder human autonomy [62], illustrating 
how these values are in practice interwoven. 

As an alternative strategy, the legal professionals work around 
issues of bias by remaining neutral about revealing demograph-

ics information. This strategy, spanning both arguments made in 
the court and their published written reports, aims to avoid pre-
existing biases associated with demographics (e.g., race, gender) 
[58]. Drawing on this, J1 pointed out an important design faw in 
the VRLegalPal, noting that “when you’re having virtual reality, if 
there are then people in there, we just want to make sure we’re not 
reinforcing anything” in terms of those biases. J1 further empha-

sized researching relevant sources (e.g., social science, medicine) to 
consider issues of implicit and unconscious biases. 

Participants also envisioned ways that issues of biases could 
creep into the designs when they described using the designs from 
various stakeholder (direct/indirect/excluded user) perspectives. For 
example, legal expert, J2 described the potential for mishandling if 
VeriFact were used by a judge. 

“Like a judge saying, [...] I want to bypass what the 
attorney’s had to say, and I just want the output from 
the system. I just want to see what the system says. I 
don’t want to hear your arguments because this system 
can produce the argument, the counter argument. I can 
read it for myself. That saves me more time. So, maybe 
it becoming a tool with the unintended consequence of 
bypassing the justice component of the system” - J2, 
Senior Attorney. 

Indeed, this account refects the ways that risk assessment systems 
have been adopted in some courtrooms [27, 38, 74]. As J2 highlights, 
a mismatch between who the system is designed for, and who might 
use it, can introduce biases (e.g., emergent bias) [13]. 

These examples illustrate how participants linked aspects of tech-
nical specifcations – e.g., degrees or types of automation, presenta-
tion of demographics in virtual reality – with the value of avoiding 
bias [61]. The design fction concepts also enabled participants in 
envisioning the system being used by a diferent group of user than 
for whom it was designed, an envisioning which highlighted yet 
another potential for bias. Such shifts of context – considering a 
design from a diferent perspective or being employed by diferent 
users – also highlighted concerns about privacy. 

4.1.3 Protection of Privacy. Privacy as a value “refers to a claim, 
an entitlement, or a right of an individual to determine what infor-
mation about himself or herself can be communicated to others” [59, 
p.22]. The design fction provocations raised privacy concerns [cf. 
59, 139] most often when participants placed the designs in difer-
ent contexts or considered them using from diferent stakeholder 
perspectives. These perspectives included not only participants 
themselves but also other kinds of relationships with the fctional 
systems [10]. For example, J1 talked about how the VRLegalPal 
might expose relevant information, because it reconstructs a VR 
scene from transcripts, which might not be redacted. She said, 
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“I was at frst thinking on this, like privacy [...] without 
fully thinking through the ramifcations where now 
defendants have access to the court rooms, [...] privacy, 
even if it’s in a survivor’s home, unless they put up 
a protection order. So there was a piece of it that was 
like, this could maybe help preserve against that. But 
then I was like, wow, this could really be an invasion of 
privacy now” - J1, Attorney Head. 

J1 went on to describe how such a system might violate the 
privacy not only of the victim/survivor, but also of the defendant. 

In contrast, the journalists’ expression of privacy concern was 
more toward themselves. For example, journalists P1, P4 collabora-
tively discussed privacy issues with TransparencyMonitor, he 
provided the context of its use in their job, he said, 

“this should not be able to connect to the internet in any 
way [...] I think like, essentially it almost becomes a 
question of like, who has access to the output of it, the 
product governance, you know what it’s saying? Like, as 
an employee, does that factor into an evaluation that I 
got, [...] I mean, maybe should, but essentially like what 
portions of that, like if I took corrective action because 
of it, like, do you use that, does that factor in [...]” - P1, 
P4, Journalist team. 

These excerpts illustrate how the design fction provocations en-
couraged participants to consider multiple perspectives, not only 
that of direct users [10], and how those multiple perspectives sur-
faced privacy concerns. Furthermore, these specifc concerns about 
privacy violations also introduced a more general lack of trust in 
the systems [59, 60]. 

4.1.4 Trust. Participants repeatedly raised questions about not 
being able to trust these automated systems [59]. According to 
Friedman et al. [60], “we trust when we are vulnerable to harm from 
others yet believe these others would not harm us even though they 
could” [60, p.2]. How could they trust the CompassionMonitor or 
TransparencyMonitor that would actually monitor the attitudes 
they claimed? How could they be certain that DocSelfSorter 
would fnd the patterns or themes they wanted it to? These concerns 
were particularly salient with VeriFact’s automated verifcation of 
facts in written reports. Both group of participants already engage 
in rigorous verifcation processes in their respective professional 
domains [81, 109], and they reacted to the design through the lens 
of these existing practices. For example, news Editor P3 reacted 
to VeriFact instantly by saying she would not trust the system 
without knowing how it works. Although she might use the system 
as a back up, so long as the system is easy to run, P3 still emphasized 
the importance of her own judgement over an automated system. 
If VeriFact rejected a claim she was claiming to be true, she said 

“I wouldn’t diagnose the system. I’d just be like, okay, 
let me go back to where I got this originally. [...] unless 
I am just misinterpreting something completely wrong, 
I’m going to trust myself and my judgment over kind of 
a black box telling me that something’s incorrect. [...] 
I will fact check or check things compulsively. [...] if I 
feel satisfed by the facts that I’ve found, and I think 

that I am right, I would override, a program telling me 
that I’m incorrect” - P3, Editor. 

This example illustrates the interplay between the value of trust 
and the value of autonomy, as described above. As another jour-
nalist put it, “I think you’re gonna ask a bunch of journalists, like 
whether essentially, [...] how far we can trust automation. And I think 
most of us are going to be like, well, without me being there, not that 
much”. This reaction is in alignment with expert data scientists re-
sponse of trusting manually-crafted low-performance models over 
automated data science tools generated high-performance models 
[133]. Verifcation of facts is an essential journalistic practice, in 
part because it relates closely with the core value of conveying 
truth to the audience [81]. Trusting an automated tool for such 
an important task was thus perceived as abdicating professional 
responsibility. 

In comparison, legal experts raised more concerns about poten-
tial misuse of VeriFact. For example, legal expert P03 imagined 
the design being used in a courtroom. He feared that the presence 
of VeriFact might hinder legal professional practice by limiting 
jurors’ viewpoints and by not making “subjective credibility as-
sessments.” In J3’s own words “I think this would be an incredibly 
dangerous tool”. 

These excerpts illustrate how participants’ trust in a system was 
linked with the degree to which the design preserved their ability 
to make subjective judgments. VeriFact directly conficted this 
value of trust by simply telling users what is correct/incorrect. On 
one hand, providing more information about analytic details might 
increase participants’ willingness to trust such a system. On the 
other, adding such a feature would fail to address the fundamne-

tal values misalignment between using an automated system for 
fact-checking and trustworthy performance of one’s professional 
duties. Going further, the above comment about VeriFact being 
“an incredibly dangerous tool” goes beyond not trusting the system 
entirely to highlighting fears of possible misuse and future harm, 
described next. 

4.1.5 Human Welfare. Across multiple design fction concepts, 
both groups of participants also discussed the importance of estab-
lishing truth, as a way to establish human welfare which “refers to 
people’s physical, material, and psychological well-being” [59, p.22]. 
For example, in the DocSelfSorter design, journalist P2 talked 
about his fear that people may not consider other analytic perspec-
tives when they have specialized automated tools like the DocSelf-
Sorter. People might take this system output as standard without 
being aware of the fact that a single model is unable to capture all 
meta-data (e.g., demographics, background or past records) infor-
mation in the analysis. P2 went on saying, 

“The thing I’m more concerned about is, [...] you use 
certain methods to analyze and it’s sort of like becomes 
the truth about it, right. And even though, you know, 
there’s, there’s multiple tools and angles that have been 
used to look at it. [...] whatever model you choose to use, 
[...] like there’s a danger of it” (emphasis added) - P2, 
Algorithmic Journalist. 

Likewise, legal professionals expressed a similar concern. For ex-
ample, J1 feared that if a judge takes the automated system output 
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as “truth,” and what if they ignore other opinion or perspective. 
In worst case, they might assume that “this is based on a perfect 
algorithm”. J3 further expanded on this saying, 

“My worry for this would be potentially is sort of the 
results drawn from the [DocSelfSorter] blows people’s 
minds of to other authorities [...] other arguments, and 
be a weapon [...]” - J3, Attorney. 

To summarize, a system that automatically generates output 
without providing much details about how those results were gen-
erated and does not allow the user to have any say in the fnal 
outcome is an absolutely undesirable system, since they violate 
several values integral to both journalism and legal professional 
domain, even though these domain users may not necessarily be 
formally trained experts in computational systems. These violations 
naturally led us to users perceptions about automated NLP futures. 

4.2 Tensions with Automation 
Even though our design concepts were fctional and in some cases 
highly speculative, our participants easily envisioned themselves 
using and living with the design concepts. In doing so, a recurrent 
concern was automation, both how much and what kinds of au-
tomation were desired. Although closely related with the value of 
autonomy (Section 4.1.1), automation often raised cross-cutting 
concerns that went beyond any single value. 

As noted above, complete or full technology automation was 
highly undesirable, even to participants lacking formal training 
in algorithmic tools. Journalists and legal professionals frequently 
make subjective judgments and contextual inferences based on 
available evidence [2, 51, 81, 105, 109]. For example, as we saw ear-
lier, the journalists make subjective assessments to make informed 
decisions around issues of biases [58, 61] (among other values), 
since “journalism’s frst obligation is to the truth” [81, p.36]. Simi-

larly, for the legal practitioners, “justice sometimes requires an ability 
to bend the rules” [56, p.51], as demonstrated in J3’s sentiment about 
how his compassion is victim focused. Full technology automation, 
it was noted, would violates that autonomy [58] because it gives 
users fewer options to achieve their goals and promote their values 
in their professional work settings. 

This attitude can be seen, for instance, in responses to the Doc-
SelfSorter. This tool was not a viable option for the journalists 
and legal experts as it would get in the way of how they currently 
approach their text data work, which is thorough, rigorous, and 
involves multi-step decision-making processes. For example, legal 
professional J4 described that a large part of her document related 
work involves sorting and analysis. For her, sorting involves organiz-
ing similar documents together, while analysis involves classifying 
laws. J4 described how she and her team completed the painstaking 
task of reading statutes on a state-by-state basis to classify which 
statutes pertained to certain terms (e.g., force, consent). At the same 
time, this classifcation process involved signifcant analysis and 
interpretation. Some of these legal terms are inherently ambiguous 
[109]. Thus, J4 and her team had to consider additional sources 
(e.g., case laws) to avoid misinterpretation and fully understand the 
meaning of those terms in practice. In J4 own words, 

“ [...] what a statute may have said on its face was 
not always, what the law ended up being, because you 

have to really like analyze the statute in relation to case 
law and jury instructions and kind of put everything 
together. And it was just like this multi-step analysis” 
(emphasis added) - J4, Attorney. 

Thus, not only would fully automated systems be difcult to ft into 
their current text data work practices, such automation is also not 
what they even desire [134]. 

At the same time, neither journalist or legal experts actually de-
sired absolutely no automation. Participants voiced desires that NLP 
systems be fast, accurate, and easy to use, as long as such systems 
could explain how they work. For example, for fully automated 
tools like VeriFact, news editor P3 said, 

“I could see using a system like that as a backup, but 
I’d still do everything I do by hand anyway. [...] I just 
wouldn’t like trust, something that important to 
something that I can’t see how it works or, I would 
just end up doing everything by myself. [...] like if 
it’s easy to run and maybe it would catch something 
that I missed anyway. [...] I wouldn’t rely on something 
as important as fact checking or data checking as my 
sole thing” (emphasis added) - P3, Editor. 

This excerpt illustrates that, beyond just diferent levels of automa-

tion [cf. 134] each data analysis phase (exploration, verifcation, 
publication) might require a diferent kind of automation support, 
depending how important that step is. A similar need to describe 
how and why something works was expressed by journalist P4, not 
only for themselves, but also for the audience: 

“[...] about what it’s trained on [...]. I mean, you get 
really diferent results when you train a thing on with 
diferent questions in mind. I think they [the audience] 
would like both what it’s trained on and then confdence 
intervals [...] I think like showing that to the public is 
helpful” - P4, Data Journalist. 

These excerpts illustrate the importance of data and algorithmic 
transparency [47, 50] in journalistic practices for automated NLP 
systems [133]. 

Thus, neither full automation nor no automation were seen as 
viable options. Instead, both groups of participants recounted their 
desire to have a “Human-in-the-loop” system. Similarly, in the above 
values analysis, many values violations were related to designs that 
emphasized traditional ML values—automation, efciency, perfor-
mance, etc. [16, 133]—over human values. For example, in case of 
DocSelfSorter, a legal expert J4 shared her perspective that any 
advanced technology will still require human interpretation and 
understanding. J1 further corroborated that point by asking for 
the ability to reject/confrm the system’s prediction based on their 
own experience and subject matter expert (SME) (e.g., researcher, 
academics) suggestions. Similarly, P4 wanted human enhancing 
systems, rather than human replacing systems. While discussing 
the process of fnding interesting story ideas, he said, 

“I think like human in the loop in some ways it’s 
like is the value system in the loop. I mean, it’s 
hard to get away. All of these questions seem to touch 
ultimately on like a set of values goes into the picture 
somewhere” (emphasis added) - P4, Data Journalist. 
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This approach our participants advocated could thus be described 
as “System-suggested Human-directed” automation, similar to ex-
pert data scientists’ stance toward AutoAI/AutoML tools [134, 136]. 
Doing so was seen as a means to balance between the undesirable 
extremes of full automation and no automation. 

4.3 Not-To-Design Implications 
The above subsections discuss a variety of ways in which auto-
mated NLP technologies presented in our design fction concepts 
were seen as unable to protect, or even at times violated, the values 
important to journalists and legal experts. Rather than envisioning 
entirely dystopian or post-apocalyptic scenarios [22, 72, 126], our 
participants instead focused on scenarios that were more quotidian 
but still just as undesirable or, as participants often put it, simply 
“inappropriate.” This subsection organizes and analyzes these imag-

ined scenarios, borrowing the conceptual framework from Baumer 
and Silberman [12] to ofer implications about NLP technologies 
not to design. 

4.3.1 Low-tech, No-tech, or Something Else? As described above, 
our participants’ current text processing activities are complex, 
made up of both technical and manual human interventions. How-
ever, not only does this messy text data processing practice work 
for them, but a non-technological element is in fact necessary to 
these practices. For instance, for the legal experts, the terms in 
the documents themselves are often ambiguous [109] and require 
human interpretation. Furthermore, the correct classifcation of a 
given document depends not only on the content of that document 
but also on how other documents are interpreted and applied to 
the classifcation task. J1 provided an example, indicating the level 
of sophistication the automated tool might need to have in order 
to be able to truly support their work, 

“[...] the ability to push back on what is known based on 
other things that are known that can push us towards 
the right answer” - J1, Attorney Head. 

Thus, these legal analysts consider not only what arguments have 
been made but also potential arguments that could be made. Their 
current, mostly manual text classifcation processes, although te-
dious and time consuming, allows them to navigate such situations 
in ways they suggested as difcult, perhaps impossible, to automate. 
Rather, the design challenge becomes how to provide the kinds of 
technological interventions that participants desire while simul-

taneously retaining the valuable aspects of their current low-tech 
approaches. 

On the other hand, the journalists current data work in news 
storytelling involves a combination of computational tools (e.g., 
sql, python), human assessment, judgement and ethical decision 
making [47, 117]. Sometimes, they also engage the audience for 
data interpretation, as illustrated by journalist P1, 

“When we got like [anonymized source’s] emails and 
like what we did there was we literally just published 
them all and then invited people to tell us what was 
interesting, which is, [...] sometimes useful, but also 
weird and slow and not particularly accurate” - P1, 
Developer Journalist. 

This except illustrates how journalists combine computational tools 
and human judgement, potentially including the audience’s. These 
capacities would be difcult to replaced with automated tools. Even 
if they are sometimes “weird and slow and not particularly accurate,” 
they are also “sometimes useful”. Put diferently, even with a suite 
of automated tools available, journalists would likely still employ 
low-tech methods such as crowdsourcing. 

4.3.2 Harms Outweigh Benefits? Participants mentioned a variety 
of ways that probable harms from design fction concepts likely 
outweighed the potential benefts [59]. 

Some examples involved unintended use by those who are not 
perceived as the primary user of these automated tools. For in-
stance, with automated language technologies, it is critical to pro-
vide sufcient explanation about training data: annotator/collector 
demographics, procedures and instructors for annotators, etc. [cf. 
67]. Even if it improves efciency or provides novel insights [16], 
a system that is trained with one demographic and is tested on a 
diferent demographic can perpetuate, reproduce, or even enhance 
biased outcomes [13, 14, 120]. 

Another important consideration about unintended harm is de-
termined by who else have access to these technologies, in par-
ticular, if the designs specifcally crafted for journalist and legal 
experts are used by other unintended stakeholders. For example, 
legal experts shared their concern if the VeriFact design was used 
by judge or a defendant (e.g., similar to bad actors taking advantage 
of large language models [14]). More precisely, VeriFact can be 
misused by a judge, if they start blindly believing the system out-
come as truth, and by completely ignoring attorneys perspective, 
what if they “became slave to the task system” [56, p.41]. Another 
example of harm can occur in case of VRLegalPal, where the de-
fendants will have access to information such as victim’s home. 
These examples illustrate, how depending on who have access to 
these automated systems can have a huge impact how automated 
tools can become really dangerous. 

Participants also mentioned fears about their job security due to 
these specialized automated tools. For instance, in J1’s own words, 
“job security would be number one, [if these tools can] do it all, why 
are we here?”. The journalists were also vocal about it, however, 
their stance went from logic to philosophical musings, they further 
generalized their lack of trust in these automated systems. Tools 
like TransparencyMonitor made them really uncomfortable, al-
most pushed them to the edge, where they collectively said that, 
“this should not be able to connect to the internet in any way [...] Like 
as an employee, like, does that factor into an evaluation”. In addition 
to privacy concerns [58], these sentiments also echo several real 
life consequences for human welfare [59], such as public service 
workers who have lost their jobs [56, 103, 122], or users who went 
through inhuman experiences (e.g., complaints went to an auto-
mated chatbot, medicaid/welfare application denied unethically) 
due to automated tools. 

Most importantly, the inability to “guide and manage, like build-
ing that into systems into these kind of technologies”, made the jour-
nalists not trusting those systems. Rather, they became frustrated, 
and went on saying, 

“[..] I think it would be like deeply frightening if tomor-
row [I] woke up and these sorts of things exist. [...] I’m 
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just going to unplug all the cables in the house and, you 
know, move to the woods” - P1, Developer Journalist. 

Such statements illustrate the degree of participants’ concerns for 
human autonomy [58] and the reactions when this value was threat-
ened. 

Collectively, such examples reinforce that not-to-design impli-

cations arise in large part due to values tensions. That is, such 
instances often occur when the values embedded in a design – e.g., 
data capture, accuracy, efciency, or automation [16] – difered 
from the professional or personal values of participants – e.g., pri-
vacy [58], freedom from bias [61], human welfare [59], or human 
autonomy [16, 58, 86]. Thus, despite potential benefts, participants 
were generally reluctant to embrace fully automated systems. 

4.4 Findings Summary 
Overall, our design fction workshop brought difcult but important 
technology conversations [53]. The above fndings illustrates that 
our design fctions engaged participants in values elicitation with 
respect to automation and the various ways in which speculative 
automated NLP designs were inappropriate. These fndings were ex-
pressed when both user groups perceived, evaluated, and refected 
upon situating the design fction concepts in a wide variety of con-
texts involving both direct users (e.g., journalist, legal experts) and 
other indirect or even excluded users (e.g., defendant, employer) 
perspectives, and whenever participants values of user autonomy, 
trust, invasion of privacy, freedom from biases, human welfare 
[58–61] were in confict with the values encoded in the automated 
designs (e.g., efciency, automation, performance [16, 142]). 

Our participants did not appreciate fully or even mostly auto-
mated language systems. This reaction occurred regardless of their 
formal technical training/background, and despite the fact that the 
designs were dedicated to reduce some of the heavy burden of 
their human-labor intensive, time consuming data work practices. 
Instead of full/complete automation or no automation, participants 
desired human-in-the-loop (human guided) types of automation 
[134, 136]. Several examples revealed that journalist and legal pro-
fessionals often, perhaps always, take a subjective stance based 
on available evidence and context [2, 51, 105]. Such subjectivity 
is where humans excel but the machine cannot. These practices 
of subjective assessment, intuition [102], judgment, empathy help 
participants navigate issues around biases, discrimination and in-
justice; allowing them to practice compassion, and work towards 
establishing general welfare to the public. 

5 DISCUSSION AND REFLECTION 
As our study fnding above show, our design fctions evoked a varied 
range of reaction among both groups of participants. These reac-
tions helped elucidate both participants’ values expectations and 
their perceptions about the technical functioning of those systems, 
as well as connections across those two concerns. 

In the following, we frst discuss the inclusion of domain ex-
perts in values elicitation process for automated language tech-
nologies [59, 86, 118], thereby expanding Value Sensitive Design 
(VSD) for automated tools. Second, we provide a detailed com-

parison of our domain experts’ automated NLP perceptions with 

that of technical experts [35, 134–137]. Third, we compare and sit-
uate our empirical fndings with related prior work in diferent 
domains and contexts, including studies that applied design fc-
tion [7, 14, 38, 49, 89, 102, 142]. We conclude by providing critical 
refection on our methodological and design decisions, including 
detailing on our positionality. Throughout, we discuss and iden-
tify missed opportunities, suggesting future research and design 
avenues [115]. 

5.1 Inclusion of Domain Experts’ Values in 
Automated Language Technology Design 

While some eforts has been made to engage industry participants 
in ethical discussion [e.g., 7, 142], values elicitation around auto-
mated computational tools (e.g., ML, NLP) is still scarce. This paper 
demonstrates an example of engaging domain experts—in this case, 
journalists and legal experts—in the values elicitation process, as 
well as the resultant insights gained about specifc automated NLP 
technologies. 

Our results indicate that design fctions informed by organiza-
tions’ data work practices, including challenges and needs, presents 
an efective way of engaging domains experts in values conver-
sation and in values discovery [86]. Although we designed the 
speculative concepts around both organizations’ values (e.g., trans-
parency, compassion), we did not explicitly describe those values to 
participants so as to mitigate researcher infuence [16, 75]. The val-
ues that surfaced through the expression of users’ ethical concerns 
often involved stakeholders who will use or otherwise be indirectly 
impacted by potential technologies. Therefore, even though par-
ticipants who are going to use the system take precedence [86], 
such stakeholders also played a major role in determining values 
discovery [7]. Thus, the source of these values were not only the 
design concepts themselves but also the people who are directly and 
indirectly impacted by those designs, collectively bringing forth our 
participants’ values (e.g., assemblage [118]). Future work should 
also engage directly with such impacted participants [cf. 141], since 
“value decisions must come from domain experts and afected popula-
tions” [57, p. 139, emphasis added]. 

Our study fndings also highlight how participants’ values align 
with those proposed in prior VSD work, including autonomy, in-
vasion of privacy, trust, freedom from biases, and human welfare 
[58, 60–62]. This alignment increases confdence in the empirical 
fndings for these domains [86]. Put diferently, our design fctions 
enabled participants to bring their tacit value choices from their 
unconscious and made them available for the researchers to con-
sider them in the future tool design [115]. While some values may 
be specifc to the two non-profts or the two professional domains 
involved in this work (e.g., justice, transparency), others are likely 
to be more broadly applicable (e.g., trust). Both domain users put 
great emphasis on telling the truth to the audience and on adhering 
to justice [81, 109, 117]. Likewise, the values surfaced pertained to 
participants’ domain expertise and practices that cannot be under-
stood by studying other end user groups [57]. For example, our 
domain experts engaged in serious conversations, refecting upon 
real world consequences of NLP automation based on their years 
of practical domain knowledge, whereas engaging other end user 
groups might garner a diferent reaction, perhaps interesting and 
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useful but based on assumptions, imagination, rather than expe-
riential knowledge. With this study, we set up the stage for the 
inclusion of values that domain experts desire in future technology 
design and strengthen their voice for designing technology with 
them [24, 110]. That said, future work should attend to the interplay 
between such values and the design of automated systems (NLP or 
otherwise). For instance, the ways that concern for human auton-
omy manifests in reactions to DocSelfSorter or to VeriFact may 
difer from the the ways that same value of autonomy manifests 
for other domain experts (healthcare practitioners, public service 
caseworker, etc.) in high-stake algorithmic decision making do-
main (e.g., public, private services [41, 56, 110, 112]) where human 
discretion and intelligence is required. 

5.2 Automated Tool Perceptions: Technical 
Experts versus Domain Experts 

Despite fundamental diferences in professional practices, both 
data scientists and domain experts work with data and engage in 
data analysis, either fully manually or with the help of computa-

tional tools. Some work has emphasized the similarities between 
expert data scientists’ data work practices and those of journal-
ists [78, 108, 121]. Furthermore, Muller et al. [97] wrote that it is 
possible that diferent professionals are doing similar data work. 
The analysis in this paper reveals both overarching similarities and 
notable diference when comparing our domain experts’ desire with 
that of expert data scientists’ desire from automated NLP systems 
(e.g., AutoAI/AutoML text tools). 

First, similar to data scientists [136], journalists and legal experts 
did not want black-box automated tools. Rather, they asked for 
explainable automated NLP tools that shows how it produced a 
certain outcome, in addition to confdence levels. They also wanted 
the system to reveal training dataset information (e.g., [120]). A 
lack of such details made them distrust the system designs, similar 
to data scientists’ lack of confdence in AutoDS [133]. Interestingly, 
prior work found that domain experts working with data scientists 
tended to prefer a slightly higher level of automation, whereas 
our participants’ desire for human-guided automation was more 
comparable to that of expert data scientists [134]. 

Additionally, journalists and legal experts might also have difer-
ent automation needs (e.g., full automation in one phase, human-

in-the-loop in another) depending on the data analysis phase (e.g., 
exploration, verifcation [121]) similar to that of a data scientist 
[134]. Furthermore, the importance of understanding context associ-
ated with data [51, 143], as well as the need for input and validation 
from external domain experts (such as scientists), to understand 
the relationships in the data (and across multiple datasets) was 
important for both our participants as well as data scientists. Due 
to inherent ambiguity, unreliability, biases, and the need for human 
discretion [2, 56, 74, 75, 100, 122], such aspects likely cannot be 
replaced by automated systems. 

In terms of contrasts, journalists and legal experts perceived the 
automated NLP tools as capable of enhancing their current abilities 
[143], but they also saw the automated NLP tools as a threat to 
their job security. Data scientists, however, were somewhat less 
concerned about their jobs being fully automated [133]. Instead, 
they perceived AutoAI augmenting their work (e.g., enabling them 

to do more experiments, improve their own code and skills). At the 
same time, they were also concerned about AutoAI reducing the 
technical depth or even weakening their technical skills to carry 
out good data science [136]. 

Furthermore, data scientists saw AutoML as signifcantly reduc-
ing the amount of time it takes to go from “data to insights” [136], 
while our participants did not perceive such benefts. Perhaps this 
diference was more indicative of the fast-paced nature of data 
science or of proft-oriented [105], time pressured organization 
context compared to non-proft organizations in this study. Alter-
natively, perhaps this diference refects the importance of values 
for our participants [117, 119]. 

5.3 Situating Research Findings With Relevant 
Prior Work 

In addition to data scientists, our fndings showed important simi-

larities and diferences with related prior studies about algorithmic 
systems in various professional contexts. These fndings were com-

parable regardless of the chosen technological domain, methodol-

ogy applied, including study goal. 
Several of these works were situated in proft-oriented organiza-

tions, as opposed to our work in non-proft context where workers 
work in resource-constrained circumstances (e.g., [23, 91, 93, 130]). 
For instance, similar to Christin [38], our fndings indicates that, 
despite working under several constraints (e.g., cost, labor, time), 
our participants did not appreciate full-fedged automated systems. 
They would rather rely on themselves and adhere to their own judg-
ment instead of blindly following automated system output. They 
also openly criticized the designs (e.g., open critique [38]), went as 
far as by saying that they would ignore (e.g., foot-dragging [38]) 
the tools output in situations if it contradicts with their decisions, 
because changing their own work based on algorithm prediction 
could be problematic [56]. While participants were less concerned 
from their own mishandling of these tools, they showed ethical 
concerns about other stakeholders’ (e.g., defendant, judge) unin-
tended use of these tools (e.g., gaming or manipulation [38]). In 
contrast with Christin [38] work, she found that most journalists 
rely on web-analytics for measuring the news impact, and they 
attached an emotional connotation to it (e.g., pride, shame). Per-
haps this diference is due to the study’s focus on web analytic 
tools in proft-oriented newsrooms, rather than automated NLP 
tools in the non-proft context, where the meaning of impact can 
difer in signifcant ways (e.g., enact change, taking risks) [42, 81]. 
On the contrary, our legal experts reaction were very similar to 
the lawyers’ response in [38], probably, the focus was on risk as-
sessment tool and strong identity (difculty and formal training 
required to practice law) made them less receptive of these tools 
suggestions. 

Consistent with Bender et al. [14], who cautioned against when 
developing tools such as BERT [46], GPT [30] that uses large NLP 
models, was in alignment with our participants (ethical) concerns 
of potential risks and biases associated with NLP automation, ex-
pressed as their current practices might be able to navigate better 
[115] using intuition, judgement and subjectivity. 

The signifcance of subject matter expertise (SME) in the deci-
sion making was inline with our research fndings across diferent 
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domains [104, 136]. For example, Houde et al. [72], who created 
dystopian Generative AI futures, and Diakopoulos and Johnson [49] 
who studied ethical implications to Deepfakes emphasised the im-

portance of a human expert (e.g., moderator) to reduce (e.g., through 
regulation) the harmful impact of these advanced automated tech-
nologies. Unlike some of these study fndings, our participants did 
not recommend any technical intervention (e.g., data traceability 
and auditability, watermarking [72]; automated verifcation [49]) 
against automated technology harm, perhaps due to their back-
ground unrelated to technical domains. 

When compared to Wu et al. [142], who studied automated tools 
in the industry proft-oriented context, we faced no challenges to 
encourage participants to participate in a design fction workshop, 
they were excited to take part in the workshop. Similar to Wu et al. 
[142] and Bardzell et al. [9], we would encourage researchers to 
exhibit caution when applying confict as a provocative element, 
because this could destabilize the research agenda. For example, 
participant’s fear of harm could introduce mistrust [60] in the de-
signs. While our participants were excited to co-speculate with us, 
at the same time, they were also skeptical about the designs, which 
was refected as doubt, and being slightly defensive as both groups 
of participants practice a great deal of independence in their work, 
perhaps, due to their focus on individual strong identity and agency. 
Informed by prior work [76], we clarifed before and during the 
study about the speculative nature of the designs. However, partici-
pants’ response was to express their desires – by indicating what a 
design missed and what a design should not do. Again, this work-
shop being the second encounter with both groups made the critical 
design interaction more readily accepted than it would have been 
otherwise. Our research became more participant-centered, chang-
ing our initial research inquiry to discovering their values [86], 
similar to critical design studies where the initial research objec-
tive changes and researchers usually become less relevant like the 
“death of the author” [9]. Evidently, a large body of literature has ex-
amined users’ ethical concerns successfully [49, 72, 142] in diferent 
technology context. However, our study makes a unique contribu-
tion that builds upon and expands on prior design fction work by 
discovering domain experts’ (manageable and non-redundant list) 
values expectations in the context of automated NLP tools through 
empirical inquiry [36]. 

Several prior studies have also examined values elicitation, re-
fection, and exploration with various users in diferent technology 
settings [80, 86, 102, 118, 139]. For example, unlike our study, Wong 
et al. [139] engaged students in (privacy related) values refection 
in the context of biosensing technologies was interested in un-
derstanding the designs through values lens and not discovering 
concrete values per se. In a values exploration study, Le Dantec 
et al. [86] discovered unique values of the homeless people using 
mobile technology such as staying connected, identity control, and 
tensions with independence. Similarly, Odom [102] discovered re-
sourcefulness as values for small-scale food producers in the context 
of interactive systems for sustainable local food production. While 
most of these values are unique or informed by other frameworks 
(e.g., Meta-Inventory of Human Values (MIHV) [36, 80]), our do-
main experts’ values expectations were somewhat more aligned 
with those of values prescribed in the VSD framework [59]. We did 
not fnd any new or alternative values [63]. Similar to Odom [102], 

who showed values tensions with technology augmentation, our 
domain experts displayed values conficts with NLP automation. 
Domain experts also showed conficting values of subjectivity and 
autonomy, similar to tensions with independence in Le Dantec et al. 
[86] study. These comparisons again illustrate both similarities and 
diferences between our fndings and prior work. 

5.4 Researcher Refection 
In this section, we will present our refection on each of our design 
decisions, borrowing refective constructs from [84, 115] as a guide. 
Our refection is to suggest route that design futuring researchers 
might take, or decide to avoid in their work. 

5.4.1 Researcher Positionality: Why Automated NLP Future? Ac-
cording to Kozubaev et al. [84], design futures might ‘close down’ 
and ‘opens up’ other possible, preferable, or problematic futures. 
Specifcally, in our case, after an initial literature review for inspira-
tion and ideas both in design futuring work and current NLP tech-
nology, we envisaged our automated NLP systems futures informed 
by the challenges participants described during the interviews. The 
challenges were translated into various automated NLP tools to 
support them at various phases of their data work practices. We 
then organized our design concepts around their data work prac-
tices: exploration, verifcation, and publication. This is why the 
design fctions were not co-produced with them, because our main 
objective was to explicate their perceptions about automated text 
tools [119] before developing any technology for them. 

We designed these concepts for the future inspired by NLP tech-
nologies that are possible now. Hence, futures were informed by 
users recent-past data analysis actions and challenges. Time was 
also used as a resource; in other words, manual text processing 
took a long time, thus, our automated fctional NLP tools tried to 
minimize the overhaul by doing things for them. Automated NLP 
futures played two key purposes in our designerly quest: frst, it 
was applied to ease in participant’s manual text data processing; 
second, it acted as a provocative element. Provocativeness can be 
implemented by adding conficts in the design [9]. To balance un-
foreseen friction, we incorporated other indirect users perspective 
into the designs to indicate that the designs were not just about 
them but it might also impact (e.g., beneft or harm) other users (e.g., 
victims, perpetrator) in diferent ways. In the process, we created 
NLP futures that were free from explicit dystopian experiences, (un-
like Houde et al. [72]). We intentionally left those harmful aspects 
to invoke participant’s thought processes. The automation aspect 
of NLP was a successful confict element that evoked a range of 
reactions (both individual and collaborative [96]). In that way, we 
used design fction to co-speculate with the participants (implica-

tion, ideation), to learn about their values expectations, neither the 
underlying details of model workings [144], nor solutions [20, 21]. 

5.4.2 Why Scrapbook of Provocations? Our design falls into the 
category of critical design representation of provocations, while 
shares a lot of similarity of construction with that of designer’s 
workbook style. 

Our design fction scrapbook sits somewhere at a hybrid space 
constructed by reusing several concepts drawing from fctional liter-
ature of workbooks and provocations (see section 3.3.1 and 3.3.2 for 
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more details). For instance, provocativeness was used to introduce 
confict by removing humans [142], textual descriptions were inten-
tionally left incomplete to encourage open interpretation [116] and 
ambiguity of information [66]. The visual elements were used to pro-
vide context within which the designs lived in an imagined world 
[140] including people (various direct/indirect/excluded stakehold-
ers) and their relationships with the technology. For example, a 
participant imagined himself at the airport wearing DataWatch, 
he pushed the design by saying that lawyars don’t work that way 
(e.g., shows ambiguity of context [66]), some even described how 
annoying would that be to have watch notifcation during a per-
sonal meeting (inhibiting that world [40]). Thus, our designs along 
with these contexts took them in an imaginary world into the future, 
while staying in the present [53]. Therefore, we took previous de-
sign inspiration to build a new world, to address a diferent problem 
with a two diferent domain expert users. In that way, we expand 
on previous design futuring work and suggest that we can build of 
existing fctional work and efectively strategize them to address 
diferent issues and contexts. 

Another important diference of our proposal with existing fc-
tional designs such as cultural probe [64], workbook [139, 140], 
and designers booklets [43] was physicality in terms of whether it 
is printed or not, something that people could carry around or it 
required mandatory return or not. Compared to Harrington and 
Dillahunt [70] workbook which required mandatory flling out 
information and shared them via Google Drive, whereas our scrap-
book required no mandatory flling out of information. We suspect 
that if participants were asked to return a version of the fctional 
object (e.g., probe such as post cards, maps [64, 86]), that might 
evoke a diferent reaction. 

Rather than inviting participants to write stories or scenar-
ios [3, 49, 72], we presented participants with a series of design 
concepts and asked them to imagine inhabiting the world where 
those concepts exist. Our participants response indicate that our 
design fctions enabled them to refect on the designs as well as their 
own work practices thoroughly and thoughtfully [115], probably, 
emailing the scrapbook a week ahead before the workshop was use-
ful to aford such reaction. Another important point of contrast was 
using initial exploratory interviews to inform the design fctions 
and situate them in data work phases (see section 3.2.1), rather than 
just searching for cues in the interviews [142]. This method helped 
us to have a shared vocabulary and exchange among participants, 
researchers, and the designs. [114]. 

6 LIMITATIONS AND FUTURE WORK 
There are several ways, this study can be extended in the future. 
First, the values identifed from this study represents values that 
our participants care about aforded by our design fctions and the 
fctional world in which they were situated. It is likely that these 
values may not be representative of journalists/legal experts work-
ing in diferent organizations (e.g., across diferent race, nationality 
[39, 145]). Second, future work might further expand one/more 
designs, for example, how human-guided automation would look 
like for DocSelfSorter and conduct further studies. This might 
generate a diferent discussion, might even discover new or alter-
nate values, and other societal and ethical implications. Finally, 

domain experts from diverse backgrounds could be engaged to 
ofer value expectations in establishing a theoretical framework 
of design guidelines for automated NLP (or AI automation more 
broadly) for domain experts. 

7 CONCLUSION 
In this study, we discussed fndings from two participatory design 
fction workshops where we engaged domain experts who are not 
professionally trained in computational tools/techniques to discuss 
their values expectations from several speculative automated text 
processing systems. Overall, our study makes two contributions, 
frst, our case study shows that it is possible to create distinct fu-
tures for specifc domains by building of of the previous design 
fction work. This new world efectively engaged users in values 
conversations. Second, we also report on our empirical fndings 
about the values our domain experts care about, including their 
perception that further shed lights on tensions with automation 
and implications for how not-to-design them. Lastly, our fndings 
provides the groundwork for engaging domain experts whose ex-
pertise lies outside of the feld of computation in values elicitation 
for automated systems. Such users often excluded from important 
technology ethical conversations. With this research, we have just 
scratched the surface and suggest researchers to further examine 
this under explored avenue. 
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A RESEARCH METHODS 

A.1 Background Semi-structured Interview 
Questions 

This portion of the appendix outlines some of the questions asked 
of participants during the background interviews. Since these were 
semi-structured interviews, exact questions and follow-up probes 
were tailored based on participants’ responses. 

• Personal details: Please tell me about yourself. 
• Role: What is your current role at [organization name]? 
Please tell me about your role? 

• Specifc Project: Could you please talk about a project that 
you have completed in the past? 

• Data Source: What were the data sources you used in this 
project? How did you learn about the data sources? How did 
you get the data? What was your data selection process? 

• Data Analysis: What were the tools that you use for data 
analysis? What was your go-to process for data analysis? 

• Data Summarization: What was the process of transferring 
data to report preparation? 

• Sketching: The interviewer provided a prompt along these 
lines for the sketching activity. “We talked about various data 
sources, tasks, people, data selection, data analysis tools, data 
validation, the output, and the story. Now, please sketch how 
all these activities go together in your reporting task. Include 
all the data sources, people, and tasks that you considered for 
the project. Include all the decisions that you had to make. 
Include all the actions that you had to take.” 

A.2 Workshop Question Prompts 
This portion of the appendix outlines some of the questions asked of 
participants during the workshop. Exact questions and follow-ups 
varied, based on whether the workshop was being conducted at JME 
or PP (examples below are from JME), on the specifc design fction 
concept being discussed (examples below pertain to DataWatch), 
and on participants’ responses. 

• In just a few words, can you briefy describe your reaction 
to the DataWatch? 

• If you had access to the DataWatch, what are examples of 
laws or on-going cases would you use it to track? 

• If you were to envision yourself using DataWatch, rather 
than the systems you currently use to track these kinds of 
legal developments, how would your work be diferent? 

• In what ways does the DataWatch refect (or possibly not 
refect) JME’s core values? 

• What concerns would you have about a future world where 
a DataWatch exists? 
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Figure 2: A web page describing how DocSelfSorter works. 

Figure 3: DocSelfSorter presented via user testimonials from a law student and a legal professional perspective. 
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Figure 4: DataWatch presented as a landing page with a tagline indicating the purpose of the design. 

Figure 5: DataWatch advertised as an airport billboard add; left paragraph text describing its capabilities. 
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Figure 6: VeriFact shown as a landing page. Tagline hinting at replacing ambiguity in case law interpretation. 

Figure 7: VeriFact imagined on a webpage showing frequently asked questions (FAQs). 
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Figure 8: VRLegalPal imagined on a landing page. Tagline emphasizing to take on others’ (e.g., victim, perpetrator) perspec-
tiv 

Figure 9: VRLegalPal imagined via user testimonials showing how a variety of users such as a legal data reporter have used 
and benefted from this design. 
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Figure 10: CompassionMonitor imagined as a landing page. 

Figure 11: CompassionMonitor imagined as a product on Amazon. 
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