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Abstract. A critical challenge for Noisy Intermediate-Scale Quantum
(NISQ) devices is achieving time-efficient quantum state measurement or
readout. Generally in quantum applications, data is encoded as the am-
plitudes of a superimposed quantum state. To extract information from
the quantum state, the quantum circuit is sampled repeatedly, which
incurs significant overhead in the system execution time. In this paper,
time-efficient methods for decoding information from quantum states are
proposed and evaluated. The process of extracting classical data from the
quantum domain is termed in this work as quantum-to-classical (Q2C)
data decoding. We propose a novel Q2C approach based on time-efficient
sampling of quantum states using multi-level decomposable Quantum
Wavelet Transform (QWT). Experimental evaluations of the proposed
Q2C method are performed on a state-of-the-art quantum computing
platform from IBM Quantum. Measurements of circuit execution time
and circuit depth are obtained. Experimental results are consistent with
our theoretical expectations and we present a quantitative comparison
with existing techniques that confirm the efficiency of our proposed ap-
proach.

Keywords: Quantum Computing, Quantum Algorithms, Quantum State Prepa-
ration and Measurement

1 Introduction

Compared to classical computers, quantum computers are able to leverage unique
quantum mechanical properties, i.e., superposition and entanglement, to achieve
higher computational speedups [1]. Nevertheless, contemporary Noisy-Intermediate-
Scale-Quantum (NISQ) devices have limited practical applications [2] due to sig-
nificant challenges [3], one of which is efficiently decoding meaningful classical
data from output quantum states. For example, in applications like quantum
image processing, where information is usually encoded as the quantum state
amplitudes [4], repeated sampling of the quantum circuit is required to generate
a probability distribution from which the processed data can be recovered [5].
Such measurements often introduce a significant execution time overhead, ne-
cessitating the innovation of time-efficient methods for this process, which we
will term as quantum-to-classical (Q2C) data decoding.
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In this paper, we propose and evaluate a novel time-efficient Q2C approach
based on sampling the output state using a multi-level decomposable Quantum
Wavelet Transform (QWT) [6-8]. We also present optimized quantum circuits
and accompanying circuit depth analysis for the proposed methods. Previously,
multi-level decomposable QW has been proven to be effective for reducing di-
mensionality of high-resolution spatio-spectral data [9] while maintaining spatial
and temporal locality. When applied at the output of a quantum circuit, the re-
sulting quantum state can be represented with fewer qubits by reducing it from
a high-dimensional space to a lower dimensional space. Using empirical data, it
will be shown that sampling the lower dimensional space can be performed in
less time, thus improving the Q2C decoding process.

The proposed quantum method and circuits for Q2C are evaluated through
simulation on the ibmg_qasm_simulator [10] from IBM Quantum. By measuring
circuit depth and execution time from experiments, a quantitative comparison
of the proposed Q2C method with state-of-the-art techniques is presented. Ad-
ditionally, the proposed Q2C method is compared with a reported Q2C readout
technique based on the Quantum Fourier Transform (QFT) [11]. The experimen-
tal results show that our proposed methods are more time and space efficient,
compared to existing methods.

The rest of the paper is organized as follows. Section II discusses some back-
ground concepts and related work. Section IIT presents the proposed method
and quantum circuits. Section IV shows the experimental work and results. Fi-
nally, the conclusions of our work and a discussion of future work are included
in Section V.

2 Background and Related Work

In this section, we will discuss the fundamental concepts of quantum gates and
algorithms used in this paper and the related work on Q2C data decoding.

2.1 Quantum Gates

Hadamard Gate The Hadamard gate [11] is a single-qubit gate, described by
(1), that forms superposition states when applied to qubits.

SWAP Gate A SWAP gate is a two-qubit quantum gate that swaps two qubits
as described by (1).
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2.2 Quantum Wavelet Transform

Classical Discrete Wavelet Transform (DWT) uses non-sinusoidal functions called
mother wavelets to decompose signals/data into their spatio-temporal spectral
components [12] with high computational efficiency. The Haar is the simplest
mother wavelet, which can be constructed using a unit step function, u(t) [8].
The equivalent algorithm of the Haar Transform in the quantum domain is the
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Quantum Haar Transform (QHT) [6-8]. In QHT, input signal samples are en-
coded as the basis state coefficients of a quantum state |¢)) in superposition.
The Haar function is applied on the coefficients, and the equivalent expression
for the output of the QHT is given by (2), where ¥p is the discrete Haar mother
wavelet [8], At is the sampling period, K is the Haar window size in samples,
and N is the number of data samples. Corresponding quantum circuits for QHT
can be constructed using Hadamard and SWAP gates [8].
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2.3 Related Work

A quantum-to-classical (Q2C) data decoding approach for image processing ap-
plications was proposed in [11]. The approach was based on extracting a col-
lective property from the amplitudes of the quantum state by using Quantum
Fourier Transform (QFT) and projecting the basis states in the frequency do-
main. Measurements in the Fourier bases provide us with information about the
transformed image properties without decoding the actual output image pixels.
This technique uses relatively fewer iterations/samples than used in the general
approach. The data decoding method based on QFT is particularly interesting
for image or audio processing applications, where the properties of the data such
as spectral bandwidth are useful for analyzing the output [11]. The drawback of
this technique is that it does not decode the actual data from its quantum state
and reveals only the collective property or feature of data. Moreover, the timing
overhead is also significantly large due to the complexity of the QFT circuit.

3 Proposed Methodology and Circuits
3.1 Methodology
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Fig. 1: Methodology overview for QHT-based quantum-to-classical data decod-
ing.

One of the important features of the Quantum Haar Transform (QHT) is the
preservation of the spatial and temporal locality of data [12]. Moreover, QHT
is also decomposable for multiple levels. These features make QHT highly com-
patible for reducing data dimensionality while maintaining the spatial and/or
temporal variation. Our proposed Q2C data decoding method employs the QHT



4 Naveed Mahmud et al.

algorithm for dimension reduction. Using multi-level decomposable QHT, data
represented by n qubits can be transformed to data with the similar spatial and
temporal structures, but represented by a lower number of qubits k = (n — [.d),
where [ is the number of decomposition levels, and d is the dimensionality of the
data. Thus, our goal of performing dimension reduction is to reduce the num-
ber of qubits for data representation and therefore to reduce the measurement
and data decoding time. The proposed methodology for QHT-based Q2C data
decoding is shown in Fig. 1.

3.2 Quantum Circuits

QHT is multi-level decomposable in either packet or pyramidal forms [8] and can
be generalized for d-dimensional operations, denoted as U4~ P~@HT hereafter.
d-dimensional QHT The operation U¢~P~@HT is generalized for d-dimensional
data using d Hadamard gates and permutations using SWAP gates [8]. Two
variants of QHT, i.e., sequential and parallel QHT, were proposed in [8]. Our
proposed Q2C method will use the most optimized and depth-efficient 1-stage

parallel QHT circuit, denoted as Uga_rz;tQHT, see Fig. 2a.

Packet Decomposition In packet decomposition of QHT, the operation U4~ P—@HT
is repeatedly applied for every level on qubits, and all qubits are required through-

out the entire process. The circuit for packet decomposition is shown in Fig. 2b.

The total circuit depth, given in (3), can be determined by the total number

of SWAP operation levels and total number of Hadamard gate levels for each
Ud—P=QHT gperation, times the number of decomposition levels.

6pkt = ((nmaw - 1) + 1) = Nmazx -1 (3)

where 1,4, is the maximum number of qubits in any dimension, and [ is the
number of decomposition levels.

Pyramidal Decomposition The circuit for pyramidal decomposition, denoted
by U;&fgggqﬂ, is shown in Fig. 2c. In pyramidal decomposition, U?~P~@HT ig
applied on fewer data qubits for every level of decomposition. Specifically, d
qubits (1 qubit per each dimension) are discarded after every decomposition
level. The maximum number of possible pyramidal decomposition levels, l::z;x,

is given by (4), where n is the total number of qubits, ng is the number of qubits
representing data in the first dimension, and d is the dimensionality of the data.

pyr

l = Lmin(ﬁ,lJr

max d

n—"no
d—1

)] (4)

The advantage of using pyramidal over packet decomposition is that the size and
depth of the QHT circuit are reduced after every decomposition level. However,
one drawback is that additional inter-level permutations are required, see Fig.
2d. The total circuit depth, d,y., for the multi-level pyramidal decomposition
QHT circuit was calculated from Figs. 2b, 2¢ and 2d and is given in (5).

(-1
(Spyr = Opkt + 5pyrfperm - D) ) (5)
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where 0pit = Nmaz -1 is the depth of packet decomposition, dpy,—perm is the total
depth of overlapped inter-level permutations given by the expression in (6), and
Numae 1s the maximum number of qubits in any dimension.

Spur—perm — (n o= (d—1) (;)) (-1 (6)

For pyramidal decomposition to be faster than packet decomposition, i.e.

Opyr < Opkt, the term Opyr—perm — l(lgl) must be less than/equal to 0, see (5).

Based on this condition, we determined the minimum number of decomposition

py/r‘ . .
levels, I1Y7 shown in (7), for pyramidal to be faster than packet.
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Fig. 2: Quantum circuits for multi-dimensional, multi-level decomposable Quan-
tum Haar Transform [8].

4 Experimental Results

4.1 Setup
We conducted our experiments on IBM Quantum Lab [13] and used the built-in

Qiskit [14] framework for implementing the proposed quantum circuits. Simu-
lations of the developed circuits were performed using IBM’s 32-qubit QASM
simulator, ibm_qasm_simulator [13]. The number of circuit samples or shots for
the experiments ranged from 1,024 to 16,384.
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4.2 Quantum-to-Classical Experiments
Experimental evaluations of the proposed QHT-based Q2C method and the
QFT-based approach reported in [11] were performed. The methods were eval-
uated in terms of overhead incurred and time efficiency.

Table 1: Measurement timing data on IBM QASM simulator.

Execution Time (ms)

Number Number of shots

of qubits 1024 2048 4096 8192 16384
2 2.72 4.69 9.11 17.74 35.14
4 3.35 6.64 12.86 27.32 51.76
6 4.62 8.79 18.04 33.92 69.37
8 6.11 10.86 20.71 40.83 84.29
10 6.42 13.03 25.34 49.22 101.50
12 7.61 14.75 20.55 58.37 117.58
14 8.73 19.19 33.64 69.03 132.93
16 9.78 19.05 38.17 77.40 155.60
18 11.85 22.25 43.35 87.40 180.94
20 12.42 24.16 49.62 96.05 191.52
22 13.94 27.01 53.84 106.88 214.16
24 15.06 29.65 61.77 119.33 239.15
26 17.79 33.46 66.14 130.73 259.08
28 19.05 35.30 71.14 141.06 281.05
30 24.89 42.36 84.88 157.09 283.11
32 28.40 46.53 90.30 167.50 327.12

Measurement timing profile on IBM QASM simulator
350.00

200,00 ——1020 —e—2048

4096 8192
250.00

e 16384

200.00

No. of shots

Measurement time (ms)

0.00 = $

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
Number of qubits

Fig. 3: Measurement time as a function of number of qubits and number of shots
on IBM QASM Simulator.

Characterizing measurement (circuit sampling) time on IBM QASM
We characterized the circuit sampling time on the IBM QASM simulator as
a function of number of qubits and number of shots. Measurement gates were
applied across ground state qubits and the number of qubits and shots were
varied. The obtained execution times of the measurement gates (circuit sampling
times) from the simulator are shown in Table 1 and Fig. 3. The measurement
time increases linearly with the number of qubits for varying number of shots,
as observed in Fig. 3. Based on the linear behavior, the measurement times for
odd numbers of qubits in Table 1 were linearly interpolated from the graphs in
Fig. 3 and used in the overhead analysis of the proposed Q2C method.

Simulation of Quantum Fourier Transform The QFT-based method for
Q2C was evaluated by simulating n-qubit QFT circuits. The number of qubits,
n, was varied from 2 to 28 and the number of shots was varied from 1,024 to
16,384, see Table 2. Larger circuit simulations could not be performed due to



Quantum-to-Classical Data Decoding 7

simulator memory limitations. The obtained results were consistent with our
theoretical expectations. The execution time increases exponentially with the
number of qubits and this behavior is consistent for higher number of shots. The
experimental data for QF'T will be used for quantitative comparison with our
proposed Q2C method.

Table 2: Quantum Fourier Transform execution times on IBM QASM simulator.

Execution Time (ms)
Number of shots

Number | Circuit

of qubits | depth 1024 2048 4096 8192 16384
2 5 6.75 9.51 17.42 24.56 39.15
4 12 7.93 12.91 16.87 29.45 49.66
6 23 11.15 15.27 25.79 32.85 64.02
8 38 12.03 21.33 27.28 42.04 70.25
10 57 15.95 19.64 25.97 47.02 93.53
12 80 8.04 20.73 27.91 58.09 106.68
14 107 20.71 35.04 41.41 61.37 126.11
16 138 372.02 392.40 410.51 458.01 558.54
18 173 446.00 521.30 533.46 479.67 577.21
20 212 710.94 819.74 827.47 764.68 839.81
22 255 1434.82 | 1495.12 | 1550.84 | 1482.87 | 1694.57
24 302 4069.67 | 4234.29 | 4263.60 | 4218.60 | 4265.49
26 353 15794.70 | 15683.52 | 15647.70 | 14368.76 | 14675.60
28 408 49883.76 | 64556.78 | 65938.46 | 65019.31 | 70521.61
:: No data collected due to simulator limitations

Simulation of Quantum Haar Transform We evaluated our proposed QHT-
based method of Q2C by simulating multi-level pyramidal decomposable 3D-
QHT circuits varying the number of qubits, n from 4 to 32. For each n-qubit
circuit, the number of pyramidal decomposition levels was varied from 1 to l,,4,
see (4), and we obtained circuit depth measurements and circuit execution times.
All data was collected for 16,384 shot simulations. The multi-level QHT circuits
were highly optimized, resulting in significantly lower circuit depths compared to
QFT which is consistent with our theoretical expectations, see Table 3. Moreover,
the simplistic nature of quantum gates in the QHT circuit such as SWAP gates,
as compared to controlled phase shift gates in the QFT [15], should theoretically
incur lower execution time. Table 4 presents the execution timing data obtained

Table 3: Multi-level 3D Quantum Haar Transform circuit depths compared to
QFT circuit depths.

Circuit depth
Number
of qubits QT 3D-QHT
1-level | 2-level | 3-level | 4-level | 5-level | 6-level | 7-level | 8-level | 9-level | 10-level

2 B
a 12 3
6 23 7 12
8 38 11 20
10 57 15 28 37
12 80 19 36 49 59
14 107 2 2 58 71
16 138 24 46 64 79 o1
18 173 2 50 70 87 101 | 112
20 212 28 54 76 95 11 | 124
22 255 30 58 82 103 | 121 | 136 | 148
24 302 31 59 85 | 107 | 126 | 142 | 155 | 165
26 353 31 59 84 | 106 | 126 | 142 | 155 | 165
28 408 31 59 84 | 106 | 125 | 141 | 155 | 165 | 172
S| Mo cx'= collect=d | R 59 84 106 125 141 154 | 164 172 176
32 \miestions 31 59 84 106 | 125 | 141 [ 154 | 164 | 171 [ 175

from multi-level 3D-QHT simulations on IBM Quantum. For comparison, also
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Table 4: Multi-level 3D-QHT execution times compared to QFT simulation times
on IBM QASM simulator.

s
16,380 QFT 3D-QHT
n-qubit
Number| “1 1-level 2-level 3-level A-level S-level
of | fmeee k-qubit k-quble k-qublt k-qubit Kk-qubit
qubits, | ()| toec )| o | e[t | o e | o spomdup| k| (| by | £ | Spodup] K | 75 | by | (% |Spasdupl K || | | (| Spesd
s e ) | S| o ) | S| o ) | S| ) | S|
2 | s | s
4 51.76 49.66 0.34 17.57 17.91 2.89
6 69.37 64.02 029 43.45 43.74 159
8 0.41 35.14 35.55 237

10 | 10150 | 9353 063 | 1757 |1820| 558

1
3

8429 | 7025 | 5| 028 | 6057 | e0.85 | 139
7
9

12 | 11758 | 10668 | 9 [ 032 | 9290 | 9322 | 1.26 047 | 6937 |69.84| 168 074 | 4345 |4429| 266

2
030 | 7683 | 7713 | 132 |4 | 046 | 5176 | 5220 194
6
s

14 | 13293 | 12611 |11] 033 | 10954 | 10987 | 121 065 | 3514 |3579| 371

16 | 15560 | 55854 |13| 043 | 12526 | 12568 | 124 |10| 073 | 10150 |10223| 152

1
3

057 | 8020 |sass| 157 |5 | 058 | 6057 |6114] 217
7 [ 085 | 1757 |1843| sas
5

18 | 18004 | 57721 |15| 049 | 14427 | 14475 | 125 |12| 068 | 11758 |11826 153 084 | 9290 |90373| 103 073 | 6937 |7010| 258 092 | 4345 |4437| a08

2
078 | 7683 |7761| 200 | 4| 068 | 5176 |5244| 207
6
8

19152 | 83981 |17] 048 | 16827 | 16875 | 113 |14| 083 | 13293 |13376| 143 |11| 091 | 10954 |11045| 173

21416 | 1694.57 (19| 059 | 18623 | 18682 | 115 [16| 093 | 15560 15653 137 [13| 091 | 12526 12617 170 [10] 092 | 10150 [102.42| 209 119 | 7683 |7802| 274

1
3

081 | 8229 [8510| 225 | 5[ 109 | 6057 |6165| 311
7
9

119 | 9290 |94.09| 254

259.08 [14675.60[23 | 079 | 22666 | 227.44 | 114 |20 086 | 19152 [19238| 135 [17| 192 | 16827 [16939| 153 [14| 126 | 13293 [13419| 193 [11] 129 | 10954 [11083 234

2
2
24 | 23915 | 426549 | 21| 083 | 20284 | 203.67 | 1.17 |18| 097 | 18094 [181.91] 131 |15| 110 | 14427 [14536| 165 |12| 095 | 117.58 [118.53| 2.02
2
2

281.05 [70521.61( 25| 074 | 24912 | 24985 | 112 |22 089 | 21416 [215.05| 131 [19] 113 | 18623 [18736] 150 |16| .07 | 15560 |156.67| 179 [13| 130 | 12526 [12656] 222

30 | 28311 |cotename| 27| 089 | 27007 | 27095 | 1.04 |2a| 096 | 2395 |24011| 118 [21] 2.05 | 20284 |20389| 139 [18] 103 | 180.94 |181.97] 156 |15] 2144 | 14427 [145.70] 104

32 | 327.12 | vmeeters | 50| 0.94 | 282.08 | 283.02 | 116 |26| 118 | 25008 [260.26| 1.6 |23| 1.04 | 22666 [227.70| 144 |20| 148 | 19152 [193.00| 169 |17| 145 | 16827 [169.72| 103

shots = aFt 3D-QHT

| 16384 1 qubit

Number| Glevel Toevel level level 101eve
& || === k-qubit k-qubit k-qubit k-qubit k-qubit.

aubits, | ) {taelmed |t | K|S e | o speedup| k| % | b | 5 [speedup| K | % | e | 500 [specdup| Kk | 5 |ty | 5 |Specdup)
o ma) | o ma) | s | () me) | o | o) me) | e | () ma) | S | ()

20 | 19152 | 839.81 110 | 3514 | 3624 | 528

138 | 17.57 | 1895 | 1130

20 | 23915 | 4265.49 142 | 6937 | 7079 | 338 135 | 4345 | 4480 | 534

2
22 | 21416 | 169457 | 4 [ 127 | 5176 | 53.03 | 404
6
8

26 | 25008 [1467500| 8 | 150 | 8429 | 8579 | 302 057 |6192| a1 |2 | 209 3514 |37.03| 696
28 | 2105 [70s2161[10] 11 | 10150 | 10291 | 273 171 | 7683 | 7850 358 |4 |20 | su76 | sa77| 523 || aer| 1757|1904 ] aen
30 | 28311 |ecicamuue| 12| 130 | 117.58 | 11802 | 238 153 | 9290 [oaa3| 300 | 6| 167 | 937 7100 399 |3 | 170 a3a5 |asas| 627
2 | 14209 ] 13203 | 1300 | 243 [11] 26| 10954 |11120] 200 | 8| 296 | sa20 |s62s| 270 |5 | a66| 6057 |e222| 526 | 2] 208 | 3534 |307] g0

presented in Table 4 are the n-qubit measurement timing data, which is the
execution time of only measurement gates (without QFT or QHT) obtained
from Table 1, and n-qubit QFT circuit execution timing data from Table 2.

For every [*"-level 3D-QHT decomposition, [ = 1,2, ..., lhas, the QHT circuit
execution times, the reduced number of qubits k, and the corresponding k-qubit
measurement times are also shown in Table 4. From this data we calculate the
total time for [*"-level QHT as the sum of the QHT circuit execution time and
the corresponding k-qubit measurement time. In Table 4 we also present the
speedup of QHT-based total time relative to general n-qubit measurement time
(without QFT or QHT), see (8).

t (n) tmeasure (TL)
Speedup — measure _ (8)

tmeasure(k) + t(?ﬁ[gcT (n, l) t?oﬁz? ('fL, l)
where teasure() and toeqsure (k) are the measurement times without QFT or
QHT for n-qubits and k-qubits, respectively, t22 T (n, 1) is the execution time for

n-qubit l-level QHT, and tgfllT(n, 1) is the total time.

4.3 Analysis of Results

The QFT or the multi-level QHT-based methods incur overhead in the over-
all measurement time due to the additional QFT or QHT circuits, respectively.
Using the data obtained from our experiments, we characterized the timing over-
heads of both methods. We also determined the speedup gained by use of the
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Speedup vs Number of qubits

1400 | —e=Tevel —e—2level F-level d-level
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V
/
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Number of qubits

Fig. 4: Speedup of the proposed multi-level QHT based Q2C method as a function
of number of qubits.

proposed QHT-based method relative to the general measurement method with-
out QFT or QHT. For example, considering the data in Table 4, the measurement
time for a 28-qubit circuit sampled for 16,384 shots is 281.05ms. If QFT-based
sampling is applied, the equivalent 28-qubit QFT circuit adds a large overhead of
70s. Assuming that the number of shots required is now 1024 as a result of QFT
sampling, the reduction in measurement time from 16,384 shots to 1,024 shots,
see Table 1, is much less compared to the increased overhead due to the added
28-qubit QFT circuit, see Table 2. Therefore, the overall effect is an increase
in total execution time. Using our proposed multi-level QHT-based sampling
for the case when n = 28 and [ = 4, the number of qubits is reduced from
n = 28 to k = 16, see Table 4. The reduced time taken for measurement is now
155.60ms, while the additional overhead of 4-level 3D-QHT is 1.07ms. Therefore
the total time is 156.67ms, which is a 44.4% reduction relative to the time taken
(281.05ms) for measuring all 28 qubits, and equivalent to a speedup of x1.79.
For n = 32, the maximum number of decomposition levels [2¥" is 10, and ap-
plying 10-level 3D-QHT results in a x8.80 speedup in measurement time. The
speedup gained by our proposed QHT-based Q2C method relative to the general
measurement is presented as a function of number of qubits in Fig. 4 for different
levels of 3D-QHT decomposition. It is worth mentioning that for a fixed level of
decomposition, the speedup decreases with increase in the number of qubits, see
Fig. 4. This is because for large number of qubits n, the measurement times of
k qubits become very close to the n-qubit measurement times, and the overhead
due to QHT becomes relatively negligible such that the speedup asymptotically
approaches unity, see (8). However, for a fixed number of qubits the speedup
increases, as expected, with increase in the number of decomposition levels, see
Fig. 4.

5 Conclusions and Future Work

Existing quantum-to-classical (Q2C) data decoding methods incur significant
overhead in circuit execution times and makes the practical implementation of
time-efficient quantum algorithms challenging. In this work, we proposed time-
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efficient methods for Q2C data decoding. Depth-optimized, multi-level decom-
posable Quantum Haar Transform (QHT) circuits were also proposed for Q2C
data decoding. The quantum circuits were evaluated experimentally on the IBM
Quantum platform. Implementation of related methods were also performed for
quantitative analysis. The experimental evaluations showed that the proposed
methods were consistent with theoretical expectations and improved the time
efficiency of the Q2C processes. Future work will include investigating further
optimizations for the proposed Q2C methods, and integrating quantum error
correction methods for improving fidelity.
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