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Algorithms such as quantum wavelet transform (QWT) can be utilized on quantum
processors to gain significant speedup compared to their classical counterparts.
Domains such as high-energy-physics and remote-sensing hyperspectral imagery
require high compute capabilities and can benefit from applying QWT for dimension
reduction of multidimensional data. However, quantum circuits for QWT include
permutations that contribute to large overall circuit depth. Deep circuits pose a
critical challenge for state-of-the-art quantum computers because of quantum
decoherence. In this work, we propose QWT circuits, which are optimized in terms of
circuit depth, to account for the effects of decoherence, and resulting in high fidelity
and efficient implementation on quantum processors. We present the circuits in
generalized forms and show that they can be used for multilevel decomposable,
multidimensional wavelet operations. Experimental evaluation of the proposed
circuits is performed through simulation using MATLAB and IBM-Q qasm, and
implemented on a real 15-qubit quantum processor from IBM.

Quantum computing is establishing itself as a
promising technology of the future. The cur-
rent class of quantum hardware are termed

as noisy-intermediate-scale-quantum (NISQ) devices1

because of their sensitivity to external noise, and limited
processing power (number of quantum bits). NISQ and
other quantum computing devices rely on the coher-
ence of quantumstates to perform information process-
ing operations. However, coherence is lost over time, a
process called quantum decoherence, due to environ-
mental influences that affect the fragile superposition
states of quantum bits (qubits).1 Quantum decoherence
occurs within the range of microseconds on many
state-of-the-art quantum devices.1 Maintaining the run-
time of nontrivial algorithms shorter than the decoher-
ence time is critical for the correct operation of quan-
tum computers. Consequently, optimizing the depth of

quantum circuits minimizes decoherence effects and
has lately become a common focus of research.

In this article, we focus our work on the optimization
of quantum-wavelet-transform (QWT) circuits to mini-
mize the effects of quantum decoherence. Classical
wavelet-based techniques are popular for dimension
reduction of multidimensional data and are effective in
data preprocessing, reducing computation overhead,
and improving classification accuracy.2 QWT has been
shown to be a more effective tool than the classical dis-
crete wavelet transform (DWT) in performing the same
tasks, and is particularly useful for reducing the
dimensionality of multispectral data.3–6 However, the
circuits for QWT presented in previous and related
works have high circuit depth, resulting in execution
times that exceed the decoherence time of many mod-
ern quantum processors. Practical implementations of
these circuits on real quantum computers require
improvements in either qubit stability or the execution
speed of the circuits. In this work, we present decoher-
ence-optimized circuits for QWT, namely the quantum
Haar transform (QHT).5,6 The proposed QHT circuits

1089-7801 � 2021 IEEE
Digital Object Identifier 10.1109/MIC.2021.3133845
Date of publication 9 December 2021; date of current version
28 January 2022.

January/February 2022 Published by the IEEE Computer Society IEEE Internet Computing 15
Authorized licensed use limited to: University of Kansas Libraries. Downloaded on June 20,2022 at 21:29:46 UTC from IEEE Xplore.  Restrictions apply.



have been optimized for minimal depth to mitigate
decoherence effects and facilitate efficient implemen-
tations on quantumprocessors. Generalized circuits are
proposed for multidimensional, multilevel decompos-
able QHT in two variants: 1) sequential (d-stages) QHT,
where one-dimensional QHT (1D-QHT) is applied
sequentially to achieve d-dimensional QHT and 2) paral-
lel (one-stage) QHT, where a d-dimensional QHT opera-
tion is applied in one parallel stage. For each variant, we
propose optimized circuits, derive expressions for circuit
depths, and use the three-dimensional QHT (3D-QHT) as
an example. We also show that the proposed circuits are
multilevel decomposable (packet-based and pyramidal)
and can be used for multidimensional Haar operations.
For experimental evaluation, we employ MATLAB for
obtaining data visualization, and IBM quantum experi-
ence (IBM-Q)7 framework for obtaining realistic run-
times and fidelity of the proposed circuits. RGB-colored
andmultispectral images are used as test-data andmul-
tilevel 3D-QHT is performed.

The rest of this article is structured as follows. The
“Background and Related Work” section presents the
background and relatedworks. The “ProposedQuantum
Circuits for Multilevel Multidimensional Quantum-Haar-
Transform (QHT)” section contains the proposed cir-
cuits for QHT. The “Experimental Work” section contains
the experimental work and results. Finally, the “Conclu-
sion and FutureWork” section concludes this article.

BACKGROUND AND RELATED
WORK
Qubit Superposition
The qubit is the smallest unit of information in quan-
tum computers.8 A single qubit exists in superposition
of two basis states, j0i and j1i. The pure state jci of
the qubit is satisfied by the linear superposition (1),
where a and b are complex numbers. Measurement of
a qubit collapses its state to a basis state such that
jaj2 and jbj2 are the probabilities of finding the qubit in
the basis states j0i and j1i, respectively

jci ¼ aj0i þ bj1i � a

b

� �
: (1)

Decoherence
Decoherence is the process by which the environment
affects the state of qubits.1 Interactions with the envi-
ronment cause information to be lost and the qubit’s
state to become increasingly mixed.1,8 The mixed state
r can be written as a density matrix where off-diagonal
elements decay over time8

rðtÞ ¼ jaj2 e�t=tab�

e�t=ta�b jbj2
� �

(2)

where � indicates the complex conjugate, t denotes
the time, and t denotes the decoherence time (con-
stant). As time progresses, quantum interference is
suppressed and the ability to perform additional oper-
ations is lost.1,8

The decoherence time of a quantum system is a
real-time constraint for quantum circuits/algorithms.
The desired output cannot be captured if the opera-
tions cannot be completed within decoherence time.
Therefore, circuits must be optimized to meet the time
constraint of their target quantum device/technology.

QuantumGates
In a circuit model of quantum computing,8 computa-
tion begins with the system in an unentangled quan-
tum state jci; which can be expressed as a
superposition of N ¼ 2n basis states, where n is the
number of qubits. Depending on the quantum algo-
rithm, different unitary transformations or quantum
gates can be applied to reach a final quantum state. In
this work, we utilize the Hadamard H and SWAP
gates8 [see Figure 1(a)]. We also model the time delays
of the H and the SWAP gates as tH and tSWAP,
respectively.

QuantumWavelet Transform (QWT)
The classical wavelet transform can be implemented
as QWT4,5 in the quantum-information-processing
(QIP) domain. The general QWT can be expressed6 by

ci ¼
XN�1

q¼0

fðq � DtÞjqi; where
XN�1

q¼0

jfðq � DtÞj2 ¼ 1 (3)

jciQWT ¼ 1ffiffiffiffiffi
N

p
XN�1

j¼0

XN�1

q¼0

fðq � DtÞC q � j

K

� �
jji (4)

where C is the mother wavelet function in complex
conjugate form, Dt is the sampling period, K is the
wavelet window size in samples, N ¼ 2n is the number
of data samples represented as the total number of
quantum basis states, n is the number of qubits, jci is
the input state, and jciQWT is the output state.

Quantum Permutations
Permutations and perfect-shuffle permutations (PSP)
are fundamental operations that are used in QWT and
in many classical computations involving signal and
image processing.9 Quantum permutations can be
described directly in terms of their effect on the order-
ing of qubits.3–5 We, here, focus on two PSP operations
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that will be used in building our proposed quantum cir-
cuits, i.e., rotate left (RoL) and rotate right (RoR). RoL
(n� 1; 0) (5) and RoR(n� 1; 0) (6) operations are
essentially circular (left/right) shifts of qubits. RoL/
RoR can be implemented with networks of SWAP
gates [see Figure 1(b)]. The number of levels of SWAP
gates required for RoL(n� 1; 0)/RoR(n� 1; 0) is simply
n� 1. The gate symbols we have used for RoL/RoR in
our proposed circuits are shown in Figure 1(b)

RoL(n� 1; 0) : jqn�1qn�2. . .q1q0i 7! jqn�2. . .q1q0qn�1i
(5)

RoR(n� 1; 0) : jqn�1qn�2. . .q1q0i 7! jq0qn�1qn�2. . .q1i:
(6)

RelatedWork
Early work on QWT appeared in Fijany and Williams’s
work,4 where they presented circuits for quantum
Haar and Daubechies wavelets. They proposed techni-
ques for implementation of permutation matrices for
factoring the unitary operations of QWT. Ohnishi et al.
10 demonstrated quantum circuits for QWT based on
the well-known packet and pyramidal algorithms of
classical DWT. Sheng et al.5 provided partial quantum
circuit derivations for the Haar and Daubechies WT.
The authors also proposed implementation circuits of
multilevel and multidimensional packet QWT. Most of
the previously reported works lacked detailed discus-
sions, complete circuits, circuit depth optimizations,
or actual hardware implementations.

The authors in a more recent work6 proposed the
application of QWT for reducing the dimensionality of
high spatial-resolution data with improved processing
time. They also implementedmultipatternGrover’s search
for pattern recognition. Their proposed circuits were eval-
uated using an FPGA-based emulation architecture.

We focus our work on the optimization of QWT cir-
cuits to achieveminimal circuit depth, in addition to pro-
viding complete circuits with realistic experimental
results and analyses. We present the circuits in a gener-
alized, decomposable form, and use them for multilevel
multidimensional Haar operations. To the best of our
knowledge, our work is the first to perform the following:

1) propose QHT circuits optimized in terms of cir-
cuit depth, in order to mitigate decoherence
effects;

2) provide circuits for both packet and pyramidal
decompositions of QHT;

3) evaluate the proposed QHT circuits on a state-of-
the-art quantum computing platform, providing
theoretical estimations of run-times combined

with realistic and high-fidelity simulation and
hardware implementation results and analysis.

PROPOSED QUANTUM CIRCUITS
FORMULTILEVEL
MULTIDIMENSIONAL QHT

We denote a general d-dimensional QHT operation as
Ud-D-QHT. The Ud-D-QHT operation consists of three
parts: 1) input permutations applied to the input state
vector, 2) Haar-transform operations, and 3) output
permutations applied to produce the output state

FIGURE 1. Quantum gates and operations used. (a) H, CNOT,

and SWAP quantum-gates. (b) RoL and RoR operations.
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vector. The permutations are performed using RoL/
RoR gates, while the Haar-transform operations are
performed using Hadamard H gates (see Figure 1).
Detailed examples of 2D-QHT (U2-D-QHT) and 3D-
QHT (U3-D-QHT) can be found in Mahmud et al.’s
paper.6

We present two circuit variants that perform
the operation Ud-D-QHT: sequential (d-stage)
d-dimensional QHT, and parallel (one-stage)

d-dimensional QHT. The Ud-D-QHT operation can
be performed by any of the unoptimized and opti-
mized circuits presented in Figures 2 and 3 for
which expressions for circuit depth and time delay
are derived. We also show how the sequential and
parallel circuit variants use packet and pyramidal
decomposition to perform multilevel-decomposable
multidimensional QHT (see Figure 4). Terminology
and notation used in the next sections are defined

FIGURE 2. Pyramid-decomposable sequential (d-stage) d-dimensional QHT.

FIGURE 3. Pyramid-decomposable parallel (one-stage) d-dimensional QHT.
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as follows:

Packet and Pyramidal Decompositions
of d-Dimensional QHT
Classical multilevel-decomposable DWT is often used
for image compression because it maintains data spa-
tial-locality. We show that, similar to classical DWT,

d-dimensional QHT (sequential and/or parallel) is
packet-/pyramid-decomposable for l levels.

In packet decomposition [see Figure 4(a)],
Ud-D-QHT is repeatedly applied for every level on all
the data (qubits) and all data qubits are required
throughout the entire process. The maximum number
of levels for packet decomposition l

p kt

max [see (7)]
depends on the total number of qubits n and the num-
ber of data dimensions d. However, for lossless
decomposition, i.e., no data dimensions are lost during
decomposition, the maximum number of levels is
equal to the minimum number of qubits nmin across all
d dimensions.

In pyramidal decomposition [see Figure 4(b)], for
each level of decomposition, the d-dimensional QHT
operates on fewer data qubits. Specifically, d qubits (1
qubit per dimension) are discarded after every decom-
position level [see Figure 4(b)]. Similar to packet
decomposition, the maximum number of levels for
lossless pyramidal decomposition is also nmin. The
expression for the maximum number of possible pyra-
midal decomposition levels, l

pyr

max, is given in (7). Pyrami-
dal decomposition has certain advantages over
packets in that the size and depth of the QHT circuit
are reduced after every decomposition level. However,
one drawback is that more inter-level permutations
are required [see Figure 4(c)]. The time delay for inter-
level pyramidal permutations could be derived using
Figure 4(c) and is given as follows:

tpyr-perm ¼ n� n0 � ðd� 1Þ 1þ ðl� 2Þ
2

� �� �
ðl� 1Þ � tSWAP.

(8)

Sequential (d-Stage) QHT
The d-dimensional QHT can be performed by sequen-
tially cascading d 1D-QHT transforms (see Figure 2).
Each 1D-QHT, U1-D-QHT, consists of RoL, Hadamard H

gates, and RoR gates (see Figure 2). The 1D-QHT is
consecutively repeated for every dimension indexed
from 0 to d� 1. The (unoptimized) sequential QHT cir-
cuit could be decomposed in multilevel packet and
pyramidal forms. The total time delays for these
decompositions are provided in (9) and (10), which
could be derived using Figures 2 and 4

t
seq, unopt;pkt
total

¼ ð2d� 1Þn� 2
Xd�1

i¼0

i � ni � d

 !
� tSWAP þ d � tH

 !
� l

(9)
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t
seq, unopt, pyr
total

¼ t
seq, unopt, pkt
total

þ tpyr-perm � d2 � lðl� 1Þ
2

� tSWAP

� �
:

(10)

Optimized Sequential (d-Stage) QHT
The d-stage sequential QHT circuit can be optimized as
shown in Figure 2. For each 1D-QHT operation, the RoL
operation is eliminated and the kernel (H gate) is
shifted up to its corresponding dimension i, where
i ¼ 0; 1; . . .; d� 1. This reduces the consecutive RoR
operation (less depth) and thus reduces the overall cir-
cuit depth. The total time delays for the optimized

sequential decomposable (packet/pyramidal) d-dimen-
sional QHT circuits are given in (11) and (12), respec-
tively, which could be derived using Figures 2 and 4

t
seq, opt, pkt
total ¼ n� dð Þ � tSWAP þ d � tHð Þ � l (11)

t
seq, opt, pyr
total

¼ t
seq, opt, pkt
total þ tpyr-perm � d � lðl� 1Þ

2
� tSWAP

� �
:

(12)

Parallel (One-Stage) QHT
The Haar operation (H gates) can be applied in parallel
(one-stage) instead of in sequence on each of the d

FIGURE 4. Multilevel decomposition of d-dimensional QHT. (a) Packet-decomposition. (b) Pyramidal-decomposition. (c) Inter-

level pyramidal-permutations.
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dimensions (see Figure 3). The RoR and RoL opera-
tions are grouped into sets of preceding and proceed-
ing permutations, respectively (see Figure 3). This
circuit variant can be used in packet or pyramidal
decomposition. The total time delays of the decom-
posable circuits are given in (13) and (14), respectively,
which could be derived using Figures 3 and 4

t
par, unopt,pkt
total ¼ 2n� nd�1 � ð2d� 1Þð Þ � tSWAP þ tHð Þ � l

(13)

t
par ; unopt, pyr
total

¼ t
par;unopt, pkt
total þ tpyr-perm � ð2d� 1Þ � lðl� 1Þ

2
� tSWAP

� �
:

(14)

Optimized Parallel (One-Stage) QHT
The parallel (one-stage) QHT is optimized further by
positioning the H gates separated by ni qubits, where
i ¼ 0; 1; . . .; d� 1 (see Figure 3). Due to this shift, no
preceding permutations (RoL gates) are required. The
proceeding RoR operations are also reduced in depth
and can be applied in parallel as they are independent
of each other. The total time delays for the optimized
parallel decomposable (packet/pyramidal) d-dimen-
sional QHT circuits are given in (15) and (16), respec-
tively, which could be derived using Figures 3 and 4

t
par, opt,pkt
total ¼ nmax � 1ð Þ � tSWAP þ tHð Þ � l (15)

t
par ; opt, pyr
total

¼ t
par; opt;pkt
total þ tpyr-perm � lðl� 1Þ

2
� tSWAP

� �
:

(16)

EXPERIMENTALWORK
Experiments Using MATLAB
Simulation models for each of the circuit variants were
developed in MATLAB version R2020a. The test-data
used were 64� 64� 3 RGB images and high-resolution
1024� 1344� 33 multispectral images. The multispec-
tral images were captured in Minho, Portugal, using
embedded neutral probe spheres.11 Zero-padding was
used to extend the data to power-of-2 datapoints in
each dimension for the proper operation of theQHT ker-
nel. Figure 5(a) and (b) shows a 64� 64� 3 input image
and the corresponding output image after one level of
parallel (one-stage) 3D-QHT packet decomposition,
respectively. After one level (l ¼ 1) 3D-QHT, the dimen-
sions were reduced by a factor of 1

2l
¼ 1

2 , where l is the
number of decomposition levels. Figure 5(d) and (e)

FIGURE 5. Dimension reduction of 64�64�3 RGB-image

using one-level parallel (one-stage) 3D-QHT and of

1024�1344�33 multispectral image using two-level parallel

(one-stage) 3D-QHT. (a) Input RGB-image and its 3 spectral-

bands. (b) Decomposed RGB-image and its 3 spectral-bands

after 1-level 3D-QHT in MATLAB. (c) Decomposed RGB-image

and its 3 spectral-bands after 1-level 3D-QHT in the IBM-Q

qasm simulator. (d) Input multi-spectral image in RGB repre-

sentation, and its 1st, 10th, and 33rd spectral-bands. (e)

Decomposed multi-spectral image in RGB representation,

and its 1st, 3rd, and 8th spectral-bands after 2-level 3D-QHT.
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shows a 1024� 1344� 33 multispectral image and its
corresponding decomposed image bands after two-
level (l ¼ 2) 3D-QHT packet decomposition, respec-
tively, where each dimension is reduced by a factor of
1
2l
¼ 1

4 . The experiments were repeated using MATLAB
models for sequential (three-stage) 3D-QHT, producing
consistent results.

Experiments Using IBM-Q
In our experiments, we utilized a real quantum proces-
sor from IBM,7 i.e., ibmq_16_melbourne, which con-
tains 15 qubits. The qubits on ibmq_16_melbourne
have, on average, an operating frequency of 4.98 GHz,
T1 (amplitude damping) time of 58.28 ms, and T2 (deco-
herence constant) time of 62.1 ms.7

Theoretical Expectations and Metrics
We estimated theoretical run-times (see Table 1) for
our proposed circuit variants using real gate times of
the ibmq_16_melbourne machine. The theoretical run-
times in Table 1 refer to expected run-times for the
proposed QHT circuits. The relative improvement
between unoptimized and optimized circuits serves as
a reference point to which we can compare the mea-
sured experimental run-times. We measured the gate
times for SWAP and H gates on the IBM-Q systems to
be tSWAP ¼ 2229:33 ns and tH ¼ 53:333 ns, respec-
tively, and calculated realistic run-times for each cir-
cuit using the time-delay expressions from (8) to (16).
The proposed optimizations provide theoretical
speedups of 4.2515 and 4.1848 fold for sequential and

TABLE 1. Theoretical expectations and experimental results for 14-Qubit 3D-QHT using IBM-Q.
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parallel QHT, respectively (see Table 1). Comparing the
optimized parallel with the unoptimized sequential cir-
cuit shows a 9.3695 speedup.

We defined the circuit coherence ratio (CCR) (17)
as a metric to evaluate how coherent a given circuit is
by comparing its execution time to the system deco-
herence time T2. A CCR greater than unity corre-
sponds to a coherent circuit, while a CCR less than
unity corresponds to a decoherent circuit. The CCR is
calculated for each of the proposed circuit variants
(see Table 1). The CCR for the unoptimized sequential
circuit is less than unity, which indicates that the cir-
cuit violates the decoherence time constraint. The
CCR for the optimized sequential circuit is greater
than unity, which indicates that the circuit execution
time is within the decoherence time constraint. Thus,
the proposed optimizations are favorable for improv-
ing coherence of the sequential QHT circuits. The opti-
mizations for parallel QHT also significantly improve
the respective CCRs from 1.32 to 5.54 (see Table 1)

CCR ¼ T2

trun-time
total

: (17)

We also verified the correctness and evaluated the
accuracy of each circuit by measuring the state fidel-
ity. The state fidelity is a measure of the similarity of
the measured output state jcmeasuredi observed in sim-
ulation or implementation, to the theoretical or
expected state jcexpectedi. The Uhlmann–Jozsa fidelity
for pure states,12 given in (18), is used for our experi-
ments. By comparing fidelities among the circuit var-
iants, we determined how effective the optimizations
were in reducing circuit depth and improving coher-
ence and state-fidelity

F ¼ jhcexpectedjcmeasuredij2: (18)

Simulation Results
The circuits were implemented using IBM-Qiskit-SDK7

and simulated using IBM-Q qasm (qasm_simulator).7

Test-data was a 64� 64� 3 RGB image [see Figure 5(a)],
requiring a total of 6þ 6þ 2 ¼ 14 qubits. To encode the
image data for the QHT circuits, Qiskit provides an ini-
tialize() function that generates the corresponding
state-initialization circuit13 from the image data. State
initialization is a necessary step and an unavoidable
overhead for any quantum algorithm and is not part of
the main algorithm, in this case QHT. The circuit output
measurements were obtained on a 14-bit classical regis-
ter using 8000 shots (samples) to minimize the stati-
stical noise of measurements. Table 1 shows the

simulation run-times and fidelities obtained for each of
the implemented circuit variants. Run-times were mea-
sured for QHT circuits with qubit state initialization
(using image data), which resulted in very deep circuits.
The additional time delay (overhead) of the state-initiali-
zation circuit is much larger than the actual QHT circuit
execution time. This results in lower speedups for simu-
lation compared to theoretical speedups that only take
into account the QHT circuit execution time.

The state fidelities were measured from 8000-shot
simulations. For QHT circuits without state initializa-
tion, the fidelities were above 99%. However, the cir-
cuit fidelities decreased because of the additional
circuit required for state initialization with the image
data, which introduced more noise to the measured
results. Moving from sequential (unoptimized) to par-
allel (optimized), as the circuits were optimized in
terms of depth, the fidelity improved from 72.21% to
72.35% for sequential QHT, and from 72.58% to 72.64%
for parallel QHT. Figure 5(c) shows the noisy-output
decomposed image and its bands when reconstructed
from IBM-Q simulations of one-level, 14-qubit parallel
(optimized) 3D-QHT.

Hardware Results
Hardware implementations were also performed on
IBM’s ibmq_16_melbourne quantum processor, and
the obtained run-times and fidelities are shown in
Table 1. Qubit state initialization with image data could
not be implemented, as the resulting circuits were too
large and run-times exceeded the device repetition
and readout rate. The hardware run-times are in the
range of seconds, compared to the simulation run-
times, which were in milliseconds. This is due to the
unavoidable configuration overhead of the quantum
processor, i.e., the time taken to generate control
pulses for the quantum gates, which is much larger
than the actual circuit execution time.

The fidelities measured from hardware executions
are also shown in Table 1. Due to high sampling noise
of the actual quantum hardware, the fidelities are
lower than 55%. However, the fidelities improve as the
circuits become optimized (see Table 1). For further
improving the fidelities, quantum error correction is
required before sampling the quantum circuit and
forming the probability distribution data.

Given the current status of the technology/tools, it
is not possible to isolate the different types of run-
time overheads, i.e., state-initialization overhead and
hardware setup/configuration overhead, in experimen-
tal studies. The simulation and hardware run-times
could consequently be incomparable. However, both
experiments are useful to evaluate the effect of
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optimizations on relative run-times for each experi-
ment. Therefore, in our results, we have included the
analysis of theoretical, simulation, and hardware
experiments.

CONCLUSION AND FUTUREWORK
In this work, we proposed optimizations for QHT cir-
cuits that reduced circuit depths and ensured quan-
tum coherence at high fidelity. We presented
generalized sequential and parallel circuits that can
be used to process data with high dimensionality. We
also showed circuit variants for packet and pyramidal
decompositions of QHT and derived expressions for
circuit time delays. We used realistic gate delays from
a real quantum processor in the expressions to accu-
rately estimate circuit run-times. The estimated run-
times were used as reference to validate experimental
simulation and hardware results that were collected
from the quantum processor. The experimental results
showed that our proposed optimizations are effective
in mitigating circuit decoherence and improving
circuit fidelity.

Future work will include characterizing the run-
time overheads of a quantum processing system and
investigating methods to reduce hardware inefficien-
cies. In addition, other useful wavelet-transforms,
such as Daubechies wavelet and their application in
QIP, will be investigated.
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