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Visualizing spinon Fermi surfaces with time-dependent spectroscopy
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Quantum simulation experiments have started to explore regimes that are not accessible with exact numerical
methods. To probe these systems and enable new physical insights, the need for measurement protocols arises
that can bridge the gap to solid-state experiments, and at the same time make optimal use of the capabilities
of quantum simulation experiments. Here we propose applying time-dependent photoemission spectroscopy,
an established tool in solid-state systems, in cold atom quantum simulators. Concretely, we suggest combining
the method with large magnetic field gradients, unattainable in experiments on real materials, to drive Bloch
oscillations of spinons, the emergent quasiparticles of spin liquids. We show in exact diagonalization simulations
of the one-dimensional t-J model with a single hole that the spinons start to populate previously unoccupied
states in an effective band structure, thus allowing us to visualize states invisible in the equilibrium spectrum.
The dependence of the spectral function on the time after the pump pulse reveals collective interactions among
spinons. In numerical simulations of small two-dimensional systems, spectral weight appears at the ground-state
energy at momentum q = (π ,π ), where the equilibrium spectral response is strongly suppressed up to higher
energies, indicating a possible route toward solving the mystery of the Fermi arcs in the cuprate materials.
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I. INTRODUCTION

Just as the back side of the moon is invisible from Earth,
certain quantum states may be hidden from standard measure-
ment tools in condensed-matter physics. For example, states
may be unoccupied at low temperatures or associated with
strongly suppressed matrix elements. Akin to the fascination
induced by the back side of the moon in popular culture, the
back side of Fermi arcs in the elusive pseudogap phase of
cuprate materials has excited condensed-matter physicists for
decades.

The cuprates exhibit superconductivity [1] at high tempera-
tures, and fully understanding their phase diagram has become
something like a holy grail in the community. One particularly
intriguing part of this phase diagram is the pseudogap phase.
One of its many fascinating properties is the observation
of Fermi arcs in angle-resolved photoemission spectroscopy
(ARPES) [2]: around the nodal points k = (±π/2,±π/2),
arcs of high spectral weight appear in the spectral function,
and in principle they could be part of a small Fermi surface
[3,4]. However, these arcs appear to have two end points, and
the backside of the putative Fermi surface is invisible. An im-

*alexander.schuckert@tum.de
†annabelle.bohrdt@cfa.harvard.edu

portant question is thus whether there exist states on the back
side of the Fermi arcs, which are invisible in ARPES mea-
surements. If this is the case, Luttinger’s theorem [5] would
be violated, as the area enclosed by the putative Fermi surface
would be too small, indicating either a thus far unknown
broken translational symmetry or topological excitations [6].

Here we propose a scheme to probe unoccupied states
[7–9] in the spectral function of strongly correlated many-
body systems, realizable in quantum simulators. It is based
on pump-probe spectroscopy, which has recently emerged as
a valuable tool in solid-state experiments to study nonequi-
librium properties of materials [10–15]. Quantum simulators
such as ultracold atoms have several advantages: for exam-
ple, the absence of phonons leads to long coherence times,
and the Hamiltonian parameters are well known and tun-
able. In particular, a different toolbox for possible probe
pulses is available, such as magnetic field gradients with
strengths unattainable in solid-state experiments. For these
reasons, our scheme is an important complement to existing
pump-probe experiments. Our proposal to implement time-
dependent ARPES (td-ARPES) to visualize spinon states in
cold atoms is within reach of current quantum gas microscopy
experiments, which have recently realized all the required
building blocks: a magnetic field gradient [16], angle-resolved
photoemission spectroscopy [17–19], and Bloch oscillations
[20–22].
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FIG. 1. Time-dependent photoemission spectroscopy in quantum gases. (a) A half-filled 1D Fermi-Hubbard chain in the ground state,
corresponding to a spinon Fermi sea, is prepared in the system layer while the detection layer is empty. (b) A strong magnetic field
gradient is applied, leading to Bloch oscillations in opposite directions of the two spinon species. (c) After the field is switched off, a
weak lattice modulation is applied, exciting an atom to the detection layer. (d) Finally, the momentum of the excited atom in the detection
layer is measured, e.g., in a harmonic potential by a quarter-period oscillation, using time-of-flight or another adiabatic band-mapping
scheme.

Applying our td-ARPES scheme to the Fermi-Hubbard
model, which has been realized with cold atoms in several
quantum gas microscopes [16,23–25], directly enables the
study of fractionalized excitations: In the one-dimensional
(1D) Fermi-Hubbard model, the electron is effectively split
into independent charge and spin excitations, called char-
gon and spinon, respectively [26–28]. The single-particle
spectra of the 1D Fermi-Hubbard and t-J models exhibit
a strong asymmetry [29], which can be associated with
the fermionic statistics of spinons and their Fermi sea
[30].

Here, we demonstrate by numerical simulations that td-
ARPES combined with strong external field gradient pulses
can shed light on spinon states not occupied in the ground
state of the half-filled 1D t-J model, up to the highest mo-
mentum k = π ; see Fig. 1. In two dimensions, we show
that a magnetic field gradient pulse along the diagonal di-
rection yields spectral weight at low energies at k = (π ,π ).
While we focus on the ARPES spectrum of the half-filled
ground state, i.e., the properties of a single hole inserted
into the spin system, this provides a hint that the miss-
ing weight on the back side of the Fermi arcs may be
related to a spinon Fermi sea picture [31] even at finite
doping.

II. TIME DEPENDENT SPECTROSCOPY IN
QUANTUM SIMULATORS

Our protocol combines the equilibrium ARPES protocol
[19,30] for quantum simulators with the solid-state td-ARPES
protocol [32,33]. First, a system in equilibrium is prepared in
one layer of an optical lattice. A neighboring layer (“detection
layer”) is left empty with a gradient along the transverse
direction inhibiting tunneling between the layers due to the
energy difference " induced by the gradient; see Fig. 1(a).
Subsequently, a nonequilibrium state |ψ0〉 is prepared by a
quench, such as the application of an external field. Here, we
propose to apply a strong magnetic field gradient for a time tB;
see Fig. 1(b). Magnetic field gradients have been realized in

quantum gas microscopy experiments, for example, to study
spin transport [16].

To measure the time-dependent ARPES spectrum
Aq(T,ω), we suggest to apply a weak lattice modulation
between system and detection layers with frequency ω̃
and a Gaussian envelope centered around time T with
variance %2; see Fig. 1(c). In the weak modulation limit,
this allows a single atom of energy εq and spin σ to
tunnel resonantly into the detection layer if ω̃ = εq + ".
Alternatively to the detection layer, a noninteracting third
hyperfine state can be used, with the lattice modulation
replaced by a radiofrequency (rf) pulse [19]. This enables
the application of our protocol in continuum quantum gases,
where rf spectroscopy in equilibrium is routinely performed
[34–36].

Finally, one of the band-mapping schemes described in
[30] can be used to measure the momentum of the atom in the
detection layer at long times after the pulse has subsided, i.e.,
t " T + %; see Fig. 1(d). We show in Appendix A that the
momentum space occupation number in the detection layer
is proportional to the time-dependent hole spectral function
Aqσ (T,ω),

Aqσ (T,ω) =
∫

dτeiωτ 〈ĉ†
q,σ (T + τ/2)ĉq,σ (T − τ/2)〉, (1)

at frequency ω = ω̃ − (εq + ") and central time T . The
expectation value is evaluated with respect to the initial
state. Here, ĉ(†)

q,σ annihilates (creates) a fermion or boson
of spin σ and momentum q. The particle spectral function∫

dτeiωτ Tr(ρĉqσ (T + τ/2)ĉ†
qσ (T − τ/2)) can be measured

by the same protocol by initially preparing the detection layer
in a band-insulator; see Appendix A. The modulation leads
in this case to an assisted tunneling of an atom from the
detection layer into the system, whose momentum can be ob-
tained by band-mapping of the resulting hole in the detection
layer. In the solid state, this protocol is known as angle-
resolved inverse-photoemission spectroscopy (ARIPES) [37].
Note that ARIPES does not give new information to ARPES
in the half-filled Hubbard model due to its particle hole
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symmetry, hence we cannot rely on this technique to study
unoccupied states in our case.

III. OCCUPYING HIGHER MOMENTUM SPINON STATES
BY BLOCH OSCILLATIONS

Here, we use our tdARPES protocol to probe unoccupied
spinon states in the t-J model,

Ĥt-J = −t
∑

〈i, j〉,σ
P (ĉ†

i,σ ĉ j,σ + H.c.)P + J
∑

〈i, j〉
Ŝi · Ŝ j, (2)

where P denotes projection on the Hilbert space without
double occupancies, 〈i, j〉 denotes neighboring sites, and Ŝ j
are spin-1/2 operators.

The 1D t-J model exhibits spin-charge separation [26].
This can be made explicit by writing the original fermionic
operators as ĉi,σ = ĥ†

i f̂i,σ , where the spin operators Ŝi

are related to the fermionic spinon operators as Ŝi =
1
2

∑
α,β f̂ †

i,ασα,β f̂i,β , and ĥi denotes the bosonic chargon opera-
tor [38,39]. On a mean-field level, the time-dependent spectral
function can be approximated as a convolution of spinon and
chargon contribution,

Aqσ (T,ω) =
∑

kh

∫
dνAs

q−khσ
(T,ω − ν)Ac

kh
(T, ν). (3)

This representation serves in particular to determine the po-
sitions at which spectral weight should appear as it explicitly
satisfies momentum and energy conservation. Note that due
to spin-charge separation, the chargon can be approximated
as a fully occupied free particle with dispersion εh(k) =
−2t cos(k) when t " J [40], i.e.,

Ac
k (ν) = 2πδ(ω + 2t cos(k)). (4)

To gain a better understanding of the spinon contribution
to the spectrum, we express the spin part of the Hamiltonian
in Eq. (2) in terms of the spinons [41]:

ĤJ = −1
2

∑

〈i, j〉,α
f̂ †
i,α f̂ j,α[J⊥ f̂ †

j,ᾱ f̂i,ᾱ + Jz f̂ †
j,α f̂i,α], (5)

where ↑̄ = ↓ and ↓̄ = ↑. This expression is exact within the
subspace satisfying

∑
α f̂ †

i,α f̂i,α = 1 [30,41].
In a mean-field description of the SU(2) invariant model

with J⊥ = Jz, we replace the operator f̂ †
i,α f̂ j,α by its ground-

state expectation value, leading to the formation of a Fermi
sea of the spinons f̂i,σ [30]. In standard ARPES, fermions
can only be removed from formerly occupied states, and thus
spectral weight only appears for spinon momenta within the
Fermi sea. For an undoped spin chain, this corresponds to
kF = ±π/2. At momenta |k| > π/2, states of the many-body
system exist, but they are not occupied and therefore they do
not yield any weight in the spectral function.

Here, we want to probe these unoccupied spinon states
of the 1D t-J model at zero temperature by driving the sys-
tem out of equilibrium before measuring the time-dependent
one-hole ARPES spectrum, akin to solid-state pump-probe
experiments. We do so by applying a magnetic field gradient,

described by the Hamiltonian

ĤB = −B
∑

j

jŜz
j, (6)

for a time tB, starting from the B = 0 ground state. Numeri-
cally, we consider periodic boundary conditions for a cleaner
signal, and we apply a time-dependent unitary transformation
in order to restore translational invariance; see Appendix B.
After time tB, we switch the gradient field off and calculate
the td-ARPES spectrum of the resulting nonequilibrium state
with exact diagonalization.

In the slave particle mean-field picture, we find (see Ap-
pendix C)

As
k,α (ω) = 2πδ

(
ω + 2J

π
cos(k)

)
.

(
|k + αBtB/2| − π

2

)
,

(7)

corresponding to the spectral function of free fermions with
dispersion − 2J

π
cos(k), occupying a Fermi sea centered around

a nonzero momentum determined by the magnetic field.
Hence, the magnetic field gradient exerts an equal but opposite
force on the two spinon species, shifting their occupation
along the mean-field spinon dispersion. The duration tB is
chosen such that these Bloch oscillations lead to a total shift
θ = BtB, such that after the application of the magnetic field,
states with momentum −π/2 ∓ θ/2 ! k ! π/2 ∓ θ/2 are
occupied by up and down spinons, respectively. The spinons
only experience half the total shift since Eq. (6) introduces a
coupling of ∓B/2 to the density of up/down spinons.

The resulting spinon spectrum therefore reveals the shifted
Fermi seas: spectral weight is obtained for momenta q which
are now occupied and were previously empty in the ground
state. Within mean-field theory, the positions of spectral lines
can be obtained by inserting the known spinon and chargon
dispersions [26,42,43] into Eq. (3), a procedure known as the
spectral building principle.

In Fig. 2, we show the numerically obtained spectral func-
tion after applying a magnetic field gradient pulse of different
strengths, yielding different shifts θ/2. We always remove a
spin-down particle, thus probing only one of the two spinon
Fermi seas. Comparing the numerical results to the spectral
building principle [42,43]—where shifts due to the magnetic
field gradient are explicitly taken into account—yields perfect
agreement, providing strong evidence that the slave-particle
mean-field theory remains an accurate description beyond the
ground state. However, while the mean-field picture predicts
a shift of spectral weight in only one direction along the
dispersion by +θ/2, we find weight appearing on both sides
at ±θ/2. In the following, we show that this is due to a time
dependence of the spectrum induced by interactions among
spinons.

IV. COHERENT OSCILLATIONS OF THE SPECTRUM

In the slave-particle mean-field theory, the shifted Fermi
sea is still an eigenstate of the Hamiltonian, and we thus do
not expect to find any dependence on the central time T .
For sufficiently small magnetic field gradients, the spectral
function Aqσ (T,ω) indeed does not exhibit a dependence on
T . However, if the magnetic field gradient is strong, with
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FIG. 2. Occupying spinon states by magnetic field gradient pulses. The nonequilibrium one-hole spectral function obtained from exact
diagonalization for a system with L = 12 sites at t/J = 8 is shown after a magnetic field gradient was applied. The shift in momentum
space is given by the product of magnetic field strength and duration of the gradient, θ = BtB, with tB = 10/J . Gray dots denote the points
where spectral weight is expected from the mean-field theory spectral building principle, Eq. (3). The momentum shift due to the magnetic
field gradient has been explicitly taken into account in the spinon properties while the chargon stays unaffected. Central times shown are
JT = 12.5, 15, 15 for shift θ = π/3, 2π/3, π .

B ∼ J , coherent oscillations of the spectral weight emerge,
Fig. 3; see also the video in the supplementary data [44].

In particular, the spectral weight in momentum space oscil-
lates between the occupied momenta for up and down spinons,
with the spectra for up and down fermions oscillating exactly
out of phase; see Figs. 3(g)–3(i). However, the position of
the spectral lines does not change. This is most clearly vis-
ible when considering the lowest branch with a fixed holon
momentum. There, the two extremal points of the branch
have a strong weight at opposite extrema of the oscillations,
indicating occupation of the spinon energies at each side of
the Fermi sea.

(h) (i)

(a)

(d)

(g)

(e) (f)

(b) (c)

FIG. 3. Coherent oscillations of the spectral weight. (a)–(c) Res-
onant scattering processes leading to a redistribution of spectral
weight between the shifted mean-field Fermi surfaces. (d)–(f) The
spectral function Aq↓(T, ω) from exact diagonalization is shown as a
function of momentum and frequency for three central times T in a
system with L = 12 sites for the case of shift 2π/3 shown in Fig. 2.
Comparing the spectral function at different central times shows the
oscillations of the spectral weight from one side of the visible arcs
to the other, corresponding to the Fermi surfaces of the up and down
spinon Fermi seas. (g)–(i) same as in (d)–(f) but for the spectrum of
↑ fermions, showing that it oscillates exactly out of phase with the ↓
spectrum.

We can further analyze the spectrum by using the de-
composition of the Lehmann representation of the spectral
function into time-dependent and thermal parts according to

Aqσ (T,ω) = Ath
qσ (ω) + Atd

qσ (T,ω) (8)

with

Ath
qσ (ω) =

∑

n

| 〈ψ0|nN 〉 |2
∑

l

| 〈lN−1|cqσ |nN 〉 |2

× δ
(
ω −

(
EN−1

l − EN
n

))
, (9)

Atd
qσ (T,ω) =

∑

n,m +=n

〈ψ0|nN 〉 〈mN |ψ0〉 ei(EN
n −EN

m )T

×
∑

l

〈nN |c†
qσ |lN−1〉 〈lN−1|cqσ |mN 〉

× δ

(
ω − EN−1

l + EN
m + EN

n

2

)
. (10)

Ath is the expected steady-state spectral function from the
diagonal ensemble. The only time dependence is contained
in the phase factors in Atd. Remarkably, they only depend on
eigenstates with occupation N , i.e., the system before insert-
ing a hole. In our case, this corresponds to the ground state of
the undoped t-J model, i.e., the Heisenberg spin system. This
shows that the only dependence on the time T enters through
the eigenstates of the half-filled system without a hole, which
is an exact result. Employing our mean-field spinon picture
of the ground state of the Heisenberg model, this time depen-
dence of the spectral function indicates a new route to probe
the properties of the spinons in the Heisenberg model.

Beyond mean-field interactions lead to oscillations

Since the time dependence observed in the spectrum
goes beyond a mean-field description, we conclude that
interactions between the spinons are relevant; see also
[45]. To understand this effect in more detail, we ex-
amine the quartic slave-particle Hamiltonian in Eq. (5).
First, we consider the Jz term in the Hamiltonian, read-
ing −Jz/(2L)

∑
σ,qkk′ cos(q) f̂ †

k+qσ f̂ †
k′−qσ f̂k′σ f̂kσ in momentum

space. Enforcing energy conservation on the level of the
mean-field dispersion, only processes involving q = 0, k′ =
π − k, or k′ = q + k are allowed, examples of which are
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(a)(a)

(b)

FIG. 4. Comparing coherent oscillations of the spectrum with
and without J⊥. (a) Central time dependence of the spectral line with
the lowest frequency (ω ≈ −15.58) for momentum q = 4π/L. Gray
dashed lines indicate a fit with a single sine function with frequency
≈1Jz for J⊥ = 0 and a sum of two sine functions with frequencies
0.25J and 0.64J for J⊥ = Jz = J . (b) Snapshots of the spectrum
at the maxima and minima of the oscillations for J⊥ = 0. L = 10,
t = 8J . Total shift . = 2 × 2π/L. Data from exact diagonalization.

sketched in Figs. 3(a) and 3(c). An indication for the validity
of this picture is obtained considering a shift by a single
momentum point, . = 4π/L. In this case, there are only
very few processes allowed by the spinon Hamiltonian when
imposing both momentum and energy conservation. This be-
comes particularly extreme in the case when J⊥ = 0. Then,
only one state has the same energy as the shifted Fermi sea and
is also connected to the shifted Fermi sea by a momentum-
conserving process: its “conjugate” partner, i.e., the Fermi
sea shifted in the opposite direction in momentum space.
Within this picture, the spectrum is expected to perform Rabi
oscillations between the shifted Fermi sea and its conjugate
partner. In Fig. 4 we show the time evolution of the spec-
trum when switching J⊥ = 0 after tB. The Fermi sea then
performs perfect sinusoidal oscillations with frequency Jz, as
we show by considering the spectral weight of a single line
(all others perform the same oscillations). This supports the
picture discussed above. However, when looking at snapshots
of the whole spectrum, we see that the conjugate state is
never fully reached, which may be attributed to a detuning
between the shifted Fermi sea and its conjugate introduced by
non-energy-conserving processes not included in this picture.
Contrarily, when keeping J⊥ = Jz, we find an oscillation with
a superposition of two sine functions, which we attribute to
the coupling of the two oscillating Fermi seas by J⊥.

FIG. 5. Emergence of the free-particle spectrum for (π ,π ) shift
in 2D. Here, we use t = 3J as well as tB = 1/J . Data from exact
diagonalization.

In summary, we have shown that coherent oscillations
between the two shifted Fermi seas are present, which we
attributed to beyond mean-field interactions between spinons.

V. TWO-DIMENSIONAL t-J MODEL

The same protocol can also be applied in a 2D system. In
Fig. 6, we show numerical results for the spectral function
Aq↓(T,ω) in the t-J model on a 4 × 4 torus at momentum
q = (π ,π ). In equilibrium, the spectral weight is strongly
suppressed at this momentum at low energies. A possible
explanation involves binding of a light chargon to a heavy
fermionic spinon from a Fermi sea [31]. This suggests that
additional spectral weight should appear at low energies when
the magnetic field gradient is switched on and the putative
spinon Fermi surface is displaced.

When employing a very strong magnetic field gradient
with pulse duration tB < 1/J and total shift . = (π ,π ), we
find the spectrum to be identical to the one of a free particle
hopping with dispersion −2t ( cos(qx ) + cos(qy)); see Fig. 5.
We can explain this by considering the strong magnetic field
gradient limit, in which we can neglect the Heisenberg Hamil-
tonian during the dynamics, and the system only evolves due
to the gradient field. The initial state of the dynamics is given
by the ground state of the Heisenberg model in 2D, which
shows antiferromagnetic correlations. Now, a (π ,π ) pulse
corresponds to a spin flip operator on every second site around
the z axis, such that in the xy plane, there are now ferromag-
netic correlations. In a ferromagnet, an injected hole can move
freely as there is no energy cost related to the reshuffling of
spins associated with the movement of the hole. Hence, the
spectrum becomes identical to the one of a free particle.

In the less extreme regime of moderately long tB and θ =
π/2, the magnetic field gradient leads to the appearance of
spectral weight around the ground-state energy of a single
hole in the t-J model, indicated by arrows in Fig. 6. We inter-
pret this feature as a signature of the occupation of unoccupied
states of a spinon Fermi sea in two dimensions, in analogy
to the one-dimensional case discussed above. Moreover, a
high-energy feature around ω ≈ 5 appears for the same values
of tB at which the low-energy feature appears. Finally, for very
slow quenches, finite-size gaps prevent any interesting dy-
namics, and the obtained spectrum resembles the ground-state
result.
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FIG. 6. Time-dependent ARPES in two dimensions. The spectral
function Aq↓(T, ω) in the t-J model on a 4 × 4 torus at t/J = 2
evaluated at momentum q = (π ,π ) calculated for a magnetic field
gradient along the diagonal of strength BtB = π/2 for different
quench times tB. We average over central times 10 ! JT ! 20,
indicated by the overline. The magnetic polaron ground-state (gs)
energy at momentum q = (π ,π ) [q = (π/2,π/2)], ω ≈ −2.93J
(ω ≈ −1.28J) is indicated by a red (blue) arrow. Data from exact
diagonalization.

VI. SUMMARY AND OUTLOOK

We propose a measurement scheme to reveal unoccupied
spinon states in the one-hole spectral function. Our numerical
results for the 1D t-J model show that a strong magnetic field
gradient leads to spinon Bloch oscillations, where the spinons
occupy previously empty momentum states. These can then
be probed by time-dependent spectroscopy, revealing beyond
mean-field interactions among spinons. Extending our results
to small 2D systems, we are able to visualize the ground
state of the magnetic polaron at momentum q = (π ,π ) in
the spectral function, which has no spectral weight in the
equilibrium spectrum [31].

A promising future direction is to perform similar numer-
ical simulations of the time-dependent spectral function for
extended 2D systems. The perhaps most interesting candi-
dates are the 2D Fermi-Hubbard or t-J models at finite doping,
where our protocol can help to resolve the long-standing
question concerning the existence of (unoccupied) states on
the back side of the Fermi arcs. As numerical calculations in
this regime are challenging, experimental realizations become
essential. Measuring the particle spectral function, which is
challenging in solids, could lead to an alternative route to
probing unoccupied states. Apart from the square lattice t-J
model discussed here, pump-probe spectroscopy with strong
magnetic fields also enables new insights into the properties of
spinons in other models and geometries, such as triangular and
kagomé lattices or the J1-J2 model [46]. Graphene, simulable
in hexagonal lattice quantum simulators, exhibits a d-wave
superconducting state due to a Van Hove singularity, which
could be probed by shifting the band-structure occupation
akin to our protocol [47].

Our quench protocol, combining magnetic field gradients
with ARPES, could be complemented by other techniques in
future pump-probe experiments in cold atoms. In particular,
two-photon photoemission is an established technique in the

solid state to probe unoccupied states by creating a dipole
before photoemission [48]. Moreover, while difficult to imple-
ment in the solid state, ARIPES could be used in cold atoms.
Lastly, combining different synthetic field pumps, including
spin-independent gradient fields (the analog of electric fields)
and strong magnetic fields [49], might help to distinguish
charge and spin dynamics as well as topological effects in the
regime of finite doping.
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APPENDIX A: DETAILS ON THE
SPECTROSCOPY PROTOCOLS

Here we derive the explicit expressions for the spec-
troscopy protocols discussed in the main text.

1. Linear and quadratic response

Consider a system with many-body Hamiltonian Ĥ0 and
probe Hamiltonian V̂ (e.g., containing a lattice modulation
or rf pulse), such that the total Hamiltonian is given by
Ĥ = Ĥ0 + V̂ . We work in an interaction picture with re-
spect to Ĥ0 such that operators are evolved according to
ÂI (t ) = Û †

0 (t )ÂÛ0(t ), with Û0(t ) = T exp ( − i
∫

dt ′Ĥ0(t ′)).
The initial density matrix ρ̂0 is evolved according to ρ̂(t ) =
Û (t )ρ̂0Û †(t ) with Û (t ) = T exp ( − i

∫ t
0 V̂I (t ′)dt ′). Up to sec-

ond order in V̂ , the time evolution operator is given by

Û (t ) = 1 − i
∫ t

0
dt1V̂I (t1) −

∫ t

0
dt1

∫ t1

0
dt2V̂I (t1)V̂I (t2)

+ O(V 3). (A1)

The expectation value of an observable Â at time t , 〈Â(t )〉 ≡
Tr(ρ̂(t )ÂI (t )), is then given by

〈Â(t )〉 − 〈Â(t )〉V =0

= −i
∫ t

0
dt1 〈[ÂI (t ), V̂I (t1)]〉

+
∫ t

0
dt1

∫ t

0
dt2 〈V̂I (t1)ÂI (t )V̂I (t2)〉
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−
∫ t

0
dt1

∫ t1

0
dt2 〈V̂I (t2)V̂I (t1)ÂI (t )〉

−
∫ t

0
dt1

∫ t1

0
dt2 〈ÂI (t )V̂I (t1)V̂I (t2)〉 + O(V 3), (A2)

where 〈Â(t )〉V =0 is the expectation value in the absence of a
probe pulse.

The above expression is valid for any density matrix ρ̂0,
in particular also for thermal equilibrium ρ̂0 = 1

Z e−βĤ0 with
Z = Tr(e−βĤ0 ).

2. Time-dependent ARPES

In the following, we specify the above very general expres-
sions for our specific physical situation. The protocol consists
in coupling the “system” optical lattice to another tube/layer
representing a “detection” lattice, which is initially empty.
The detection lattice is offset by an energy ", which is the
analog of the work function in condensed matter ARPES. An
analog of a photopulse is created by modulating the lattice
depth between system and detection layer, resulting in a cou-
pling Hamiltonian

V̂I (t ) = −tys(t )e−iωt
∑

k

d̂†
kσ ĉkσ + H.c., (A3)

where d†
kσ , ĉkσ creates/annihilates an atom with spin σ in the

detection/system layer; ty is the amplitude of the modulation,
which needs to be small compared to the tunneling within
the system; and ω is the modulation frequency. The detec-
tion system is assumed to be noninteracting, such that Ĥd =∑

q(εq + ")d̂†
qσ d̂qσ , with εq the noninteracting dispersion of

the detection lattice. The operator measured in this scheme
is the momentum space occupation number in the detection
system Â = n̂qσ ≡ d̂†

qσ d̂qσ , which may be obtained from the
band-mapping schemes in Ref. [30]. The total initial density
matrix ρ̂0 is a product state of the empty detection system and
the system density matrix ρ̂0 = |0〉 〈0|d ⊗ ρ̂s.

Inserting Â = n̂qσ (t ) into Eq. (A2), we directly see that
the linear term in V̂I vanishes as it contains a vacuum
expectation value of an odd number of detection system
creation/annihilation operators. Furthermore, the terms in the
second line of Eq. (A2) also vanish, as ÂI (t ) = n̂qσ (t ) acting
on the empty detection initial state gives zero. Moreover, in
the absence of system-detection layer tunneling, the occupa-
tion number in the detection system remains zero, such that
〈n̂qσ (t )〉ty=0 = 0 at all times. The last remaining term then
finally gives

〈n̂qσ (t )〉 = t2
y

∫ t

0
dt1

∫ t

0
dt2 s(t1)s(t2)

∑

k′k′′,σ ′σ ′′

〈0|d̂k′σ ′ (t1)n̂qσ (t )d̂†
k′′σ ′′ (t2)|0〉 Tr(ρ̂sĉ

†
k′σ ′ (t1)ĉk′′σ ′′ (t2))eiω(t1−t2 ) (A4)

= t2
y

∫ t

0
dt1

∫ t

0
dt2s(t1)s(t2)ei(ω−εq−")(t1−t2 )Tr(ρ̂sĉ†

qσ (t1)ĉqσ (t2)) (A5)

= t2
y

∫ t

0
dT

∫ τmax(T )

−τmax(T )
dτ s

(
T − τ

2

)
s
(

T + τ

2

)
ei(ω−εq−")τ A(T, τ ), (A6)

where we defined the center-of-mass time T = 1
2 (t1 + t2),

and relative time τ as well as the “lesser” Green’s function
A(T, τ ) = Tr(ρ̂sĉ†

qσ (T + τ/2)ĉqσ (T − τ/2)). The maximum
relative time is τmax = 2T for T ! t/2 and τmax = 2t for
T > t/2. In most situations, however, we can send τmax → ∞
due to the rapid decay of A(T, τ ). We note that this expression
is valid for both fermionic and bosonic species because we
assumed the detection system to be initially empty.

3. Special pulses for tdARPES protocol

In the following, we will discuss a few instructive limits of
the above general expression.

a. Equilibrium limit

We can recover the equilibrium result of Ref. [30] by
inserting s(t ) = 1 as well as using that in equilibrium, ρ̂s =
1
Z e−βĤ0 , A(T, τ ) only depends on τ . The rate of tunneling to
the detection system is then given by

0qσ (ω) = 1
t

〈n̂qσ (t )〉 (A7)

= t2
y

∫ ∞

−∞
dtei(ω−εq−")t 1

Z
Tr(e−βĤ0 ĉ†

qσ (t )ĉqσ ) (A8)

= t2
y Aqσ (ω − εq − "). (A9)

Aqσ (ω) is the hole spectral function

Aqσ (ω) = 1
Z

∑

nm

e−βEn | 〈m|ĉkσ |n〉 |2δ(ω − (Em − En)).

(A10)

b. Gaussian pulse

A (normalized) Gaussian pulse centered around t = tp as
s(t ) = 1√

2πσ 2
exp ( − (t − tp)2/2σ 2) leads to

2πσ 2 〈n̂qσ (t )〉 =
∫ t

0
dT

∫ tmax

−tmax

dτ exp
(

− (T − tp)2

σ 2/2

)

× exp
(

− τ 2

8σ 2

)
ei(ω−εq−")τ A(T, τ ). (A11)

Typically, A(T, τ ) decays rapidly as a function of τ (with the
decay rate corresponding to the lifetime of excitations in the
system), such that we can extend the integral boundaries for
the τ integral to ±∞. Then we can interpret the τ integral as a
Fourier transform, with a broadening introduced by the finite
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pulse length, leading to

〈n̂qσ (t )〉 =
√

2
πσ 2

∫ t

0
dT exp

(
− (T − tp)2

σ 2/2

)

×
∫

dω̃

2π
exp(−2σ 2ω̃2)A(T,ω − εq − " − ω̃).

(A12)

Hence, a Gaussian pulse centered around tp measures the
time-dependent lesser Green’s function averaged over a time
and frequency window fulfilling the “uncertainty relation”
σ 2

T σ 2
ω = 1

16 .

4. Time-dependent ARIPES

To measure the ARIPES spectrum, we propose to prepare
the detection layer in a band insulator, i.e., all momenta are
initially filled. Then, the same coupling term as in the ARPES
protocol is turned on. In this case, the second line in Eq. (A2)
is not zero, however for fermions it cancels with another
contribution from the second term in the first line. In total,
we get for fermions

1 − 〈n̂qσ (t )〉 = t2
y

∫ t

0
dT

∫ τmax(T )

−τmax(T )
dτ

×s
(

T − τ

2

)
s
(

T + τ

2

)
e−i(ω−εq−")τ A>

qσ (T, τ ),

(A13)

i.e., in this case the hole propagation in the detection layer
needs to be measured. The result involves the particle spectral
function

A>
qσ (t1, t2) = Tr(ρ̂sĉqσ (t1)ĉ†

qσ (t2)), (A14)

which measures the unoccupied states in the system. The same
manipulations as above go through analogously to obtain the
equilibrium limits and the case of a Gaussian pulse.

5. Extracting |A| from two copies of the same state

Here we give an alternative protocol based on Ref. [50].
It consists in evolving two copies of the system, acting with
some operators on them and interfering with them in the end.

First, prepare two copies of the same initial state
|1〉 ⊗ |1〉 and let them evolve under the same Hamilto-
nian Ĥ for time t1, such that we get exp (−iĤt1) |1〉 ⊗
exp (−iĤt1) |1〉. Then, remove a particle in the first copy
at site i, evolve for time (t2 − t1) with t2 > t1, and re-
move a particle in the second copy at site j. Thus, we
end up in the state exp ( − iĤ (t2 − t1))ĉi exp (−iĤt1) |1〉 ⊗
ĉ j exp (iĤt2) |1〉. Finally, measure the swap operator SWAP
by tunnel-coupling the two copies and measuring the parity-
projected particle number, leading to

〈SWAP〉t1<t2 = | 〈ĉ†
j (t2)ĉi(t1)〉 |2. (A15)

APPENDIX B: RESTORING TRANSLATIONAL
INVARIANCE

In the following, we show how to obtain a translationally
invariant rotating frame. We show two slightly different ap-
proaches, one that leaves the initial state invariant and one that

transforms the initial state but does not contain a phase in the
hopping term.

1. Without changing the initial state

We apply a time-dependent unitary transformation

Û (t ) = exp

(

−iBt
∑

j

jŜz
j

)

, (B1)

such that the transformed Hamiltonian ĤJ + ĤB → Ĥ ′ is
given by

Ĥ ′ = Û ĤÛ † + i
∂Û
∂t

Û † (B2)

= J
∑

j

1
2

(e−iBt Ŝ+
j+1Ŝ−

j + eiBt Ŝ−
j+1Ŝ+

j ) + Ŝz
j+1Ŝz

j . (B3)

In this interaction picture, time evolution is governed by the
Schrödinger equation

i
d
dt

|ψ ′(t )〉 = H ′(t ) |ψ ′(t )〉 , (B4)

with initial state |ψ ′(0)〉 = Û (0) |0〉 = |0〉. Therefore, the
time-evolved state in the unrotated frame is given by

|ψ0〉 = Û †(tB)T e−i
∫ tB

0 H ′(t )dt |0〉 . (B5)

After preparation of the state |ψ0〉 we calculate the td-ARPES
function Akσ (t1, t2) = 〈ψ0|ĉ†

kσ t1)ĉkσ (t2)|ψ0〉, which contains
time evolution under the t-J model. The t-J Hamiltonian is
transformed with U (tB), such that time evolution is generated
by

PĤ ′
t−JP = − t

∑

〈 j,l〉,σ
e−i BtB

2 ( j−l )σ ĉ†
j,σ ĉl,σ

+ J
∑

j

1
2

(e−iBtB Ŝ+
j+1Ŝ−

j + eiBtB Ŝ−
j+1Ŝ+

j ) + Ŝz
j+1Ŝz

j .

(B6)

Moreover, we need to transform the operators ĉ†
kσ via

Û (tB)ĉ†
k,σÛ †(tB) = ĉ†

k−σθ/2,σ , such that the td-ARPES func-
tion in the laboratory frame can be written as

A<
kσ (t1, t2)

= 〈ψ0|Û †(tB)ĉ†
k−σθ/2,σ (t ′

1)ĉk−σθ/2,σ (t ′
2)Û (tB)|ψ0〉 , (B7)

where we marked the times with a prime to make explicit that
time evolution is done under Ĥ ′

t-J . Finally, inserting the time-
evolved state in Eq. (B5), we can rewrite this as

A<
kσ (t1, t2) = 〈ψ0|ĉ†

k−σθ/2,σ (t ′
1)ĉk−σθ/2,σ (t ′

2)|ψ0〉 , (B8)

where |ψ0〉 = T e−i
∫ tB

0 H ′(t )dt |0〉 is the ground state evolved
under the rotated Hamiltonian. Using this expression, we
never need to explicitly act with the unitary Û on the state.

2. Without a phase in the hopping term

For numerical reasons, we want to additionally eliminate
the phase in front of the hopping term in Eq. (B6). We can do
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so by shifting the unitary transformation by the corresponding
constant phase, such that

Û (t ) = exp

(

iB(tB − t )
∑

j

jŜz
j

)

(B9)

and

Ĥ ′′(t ) = J
∑

j

1
2

(eiB(tB−t )Ŝ+
j+1Ŝ−

j + e−iB(tB−t )Ŝ−
j+1Ŝ+

j )

+ J
∑

j

Ŝz
j+1Ŝz

j . (B10)

Now, the initial state in the rotated frame is given by |ψ ′(0)〉 =
Û (0) |0〉, with Û (0) = exp (iBtB

∑
j jŜz

j ) += 1 such that con-
trary to before we need to act with a unitary on the initial state.
We do this by preparing the ground state of the Hamiltonian
Ĥ ′′(t = 0) at time 0.

The other steps performed above go through as before.
Notably, U (tB) = 1, such that both the t-J Hamiltonian and
the operators ĉk for the time evolution in Akσ (t1, t2) are un-
changed. Hence, the full expression can be written as

Akσ (t1, t2) = 〈ψ0|ĉ†
k,σ (t1)ĉk,σ (t2)|ψ0〉 , (B11)

where |ψ0〉 = T e−i
∫ tB

0 H ′′(t )dt |0′′〉 is the ground state of
H ′′(t = 0) evolved under H ′′(t ) in Eq. (B10).

To summarize, we prepare the ground state of Hamiltonian
Ĥ ′′(t = 0), evolve it under the time-dependent Hamiltonian
Ĥ ′′(t ) until time t = tB, and then calculate the spectrum ac-
cording to Eq. (B11), where the time evolution is performed
under the (unrotated) t-J model.

APPENDIX C: SHIFT OF SPINON OCCUPATION BY A
MAGNETIC FIELD GRADIENT WITHIN CONSTRAINED

FERMION MEAN-FIELD THEORY

Before deriving the spinon spectrum in a magnetic field
gradient, we start with an instructive example on spinless
fermions quenched by an electric field.

1. Spinless fermions in an electric field

We consider a single fermionic band in 1D in an electric
field, described by the Hamiltonian

Ĥ = −J
∑

i

(ĉ†
i ĉi+1 + H.c.) + "

∑

j

jn̂ j . (C1)

By using the same rotating frame as in the previous Appendix,
here created by unitary Û (t ) = exp ( − i"(tB − t )

∑
j jn̂ j ),

the Hamiltonian in momentum space becomes

Ĥ ′(t ) = −2J
∑

k

cos (k − "(tB − t ))ĉ†
k ĉk . (C2)

We then follow the same procedure as in the t-J model: We
prepare the ground state of Ĥ ′(t ) at time t = 0, given by

|0〉 =
∏

|k−"tB|!kF

ĉ†
k |0〉 , (C3)

where kF is the Fermi momentum in the absence of a tilt.
The time evolution of this state under the time-dependent

Hamiltonian Ĥ ′ until time tB can be calculated by noting that
ĉ†

k (tB) = exp(−2Ji
∫ tB

0 cos (k − "(tB − t ′))dt ′)ĉ†
k , and hence

|ψ0〉 ≡ T exp
(

−i
∫ tB

0
Ĥ ′(t ′)dt ′

)
|0〉 (C4)

=
∏

|k−"tB|!kF

exp
(

−2Ji
"

[sin(k) − sin(k − "tB)]
)

c†
k |0〉 .

(C5)

The ARPES spectrum then follows as

Ak (ω) ≡
∫

d (t1 − t2)eiω(t1−t2 ))〈ψ0|ĉ†
k (t1)ĉk (t2)|ψ0〉 (C6)

= 2πδ(ω − 2J cos(k))〈ψ0|ĉ†
k ĉk|ψ0〉 (C7)

= 2πδ(ω − 2J cos(k)).(|k − "tB| − kF ). (C8)

This result shows some of the main features of the numerical
results for the t-J model in a gradient magnetic field: One can
scan along the whole dispersion by changing "tB, occupying
states that are not occupied in the ground state without the
field. However, in contrast to the t-J model, the result is inde-
pendent of both the central time t1 + t2 and the strength of the
tilt field ". Furthermore, the above result can be easily gen-
eralized to spinful fermions in a magnetic field gradient: they
just get shifted in opposite directions by ±"tB/2, where the
factor of one-half comes from the fact that Ŝz = 1

2 (n̂↑ − n̂↓).

2. Spinon mean-field theory

Here we show that the magnetic field gradient protocol
leads to a shift of the occupation of the spinon dispersion. We
start from the Heisenberg model in a magnetic field gradient,

H = J
∑

i

1
2

(S+
i S−

i+1 + S−
i S+

i+1) + Ŝz
i Ŝz

i+1 − B
∑

j

jŜz
j . (C9)

Introducing constrained fermion operators by Ŝ+
i =

f̂ †
i↑ f̂i↓, Ŝz

i = 1
2 ( f̂ †

i↑ f̂i↑ − f̂ †
i↓ f̂i↓) with constraint

∑
α f̂ †

i,α f̂i,α =
1, we get

Ĥ = −J
2

∑

i,α

f̂ †
i,α f̂i+1,α ( f †

i+1,ᾱ f̂i,ᾱ + f †
i+1,α f̂i,α )

− B
2

∑

α

α
∑

j

j f̂ †
jα f̂ jα. (C10)

Here, we defined α = +/− for ↑ / ↓ and ↑̄ =↓, ↓̄ =↑. More-
over, we neglected all constant terms.

To decouple the interactions, we introduce a spin-
dependent mean field

χα = 〈 f̂ †
i,α f̂i+1,α〉 (C11)

and neglect all terms quadratic in the fluctuations around this
mean field, arriving at

Ĥ = −JL
2

∑

α

χα (χ†
ᾱ + χ†

α )

− J
2

∑

i,α

((χα + χᾱ ) f̂ †
i+1,α f̂i,α + H.c.)
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− B
2

∑

α

α
∑

j

j f̂ †
jα f̂ jα. (C12)

To follow the protocol, we move into the rotating frame of the
magnetic field gradient with the unitary

Û = exp

(

i
B
2

(tB − t )
∑

α

α
∑

j

j f̂ †
j,α f̂ j,α

)

, (C13)

such that

f̂ jα → U f jαU † = exp
(
−i

αB j
2

(tB − t )
)

f̂ j,α. (C14)

Defining f j = 1√
L

∑
k e−ik j fk , and taking the infinite system

size limit (1/L)
∑

k = (1/2π )
∫

dk, the Hamiltonian density
becomes

Ĥ (t ) = −JL
2

∑

α

χα (t )[χ†
ᾱ (t ) + χ†

α (t )]

+
∫ π

−π

dk
∑

α

εα (k, t ) f̂ †
kα f̂kα (C15)

with dispersion

εα (k, t ) = −J
2

((χα + χᾱ )ei[k+ αB
2 (tB−t )] + c.c.). (C16)

Moreover, using that in the ground state 〈 f̂ †
k f̂k′ 〉 ∼ δkk′ , the

mean field transforms to

χα (t ) = 1
2π

∫ π

−π

dke−i[k+ αB
2 (tB−t )] 〈 f̂ †

k,α f̂k,α〉 . (C17)

To find the ground-state solution for t = 0, we need to min-
imize 〈Ĥ〉 self-consistently under the constraint (C17). To

do so, we set the phase of χα + χᾱ to zero (without loss of
generality as the ground state is degenerate with respect to
this phase) such that

εα (k, t = 0) = −J
[
|χα + χᾱ| cos

(
k + αB

2
tB

)]
. (C18)

The ground state is hence given by a Fermi sea with the Fermi
momenta given by |kF + α B

2 tB| = π
2 . Inserting this into (C17),

we find

χα (t = 0) = 1
2π

∫ (π−αBtB )/2

(−π−αBtB )/2
dk e−i(k+ αB

2 tB ) (C19)

= 1
π

(C20)

independent of α, and we get our final result for the spinon
dispersion,

εα (k, t = 0) = −2J
π

cos
(

k + αB
2

tB
)
. (C21)

Having found the ground state at t = 0, we can now pro-
ceed with time evolving the state until t = tB to then calculate
the spinon spectral function as in the previous example for
free fermions, yielding

As
k,α (ω) ≡

∫
d (t1 − t2)eiω(t1−t2 )〈ψ0| f̂ †

k (t1) f̂k (t2)|ψ0〉

(C22)

= 2πδ

(
ω + 2J

π
cos(k)

)
.

(
|k + αBtB/2| − π

2

)
.

(C23)
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