Full Paper Track

CIKM 21, November 1-5, 2021, Virtual Event, Australia

Action Sequence Augmentation for
Early Graph-based Anomaly Detection

Tong Zhao*", Bo Ni*", Wenhao Yu', Zhichun Guo, Neil Shah?, Meng ]iang*
1 University of Notre Dame, IN, USA
¥ Snap Inc., CA, USA
{tzhao2,bni,wyul,zguo5,mjiang2}@nd.edu,nshah@snap.com

ABSTRACT

The proliferation of web platforms has created incentives for online
abuse. Many graph-based anomaly detection techniques are pro-
posed to identify the suspicious accounts and behaviors. However,
most of them detect the anomalies once the users have performed
many such behaviors. Their performance is substantially hindered
when the users’ observed data is limited at an early stage, which
needs to be improved to minimize financial loss. In this work, we
propose ELAND, a novel framework that uses action sequence aug-
mentation for early anomaly detection. ELAND utilizes a sequence
predictor to predict next actions of every user and exploits the
mutual enhancement between action sequence augmentation and
user-action graph anomaly detection. Experiments on three real-
world datasets show that ELAND improves the performance of a
variety of graph-based anomaly detection methods. With ELAND,
anomaly detection performance at an earlier stage is better than
non-augmented methods that need significantly more observed
data by up to 15% on the Area under the ROC curve.
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Figure 1: Performance of DoMINANT [7] and ELAND on a
social media dataset considering the earliest 10%-100% data
from each user’s action sequence. Both our ELAND-ITR and
ELAND-E2E with only 20% (40%) of available data can achieve
the same performance as DOMINANT with 40% (100%) of data.

1 INTRODUCTION

Social networks and review platforms indirectly create a market for
malicious incentives, enabling malicious users to make huge profits
via suspicious behaviors, e.g., fake reviews, hijacking trending top-
ics. Such behaviors have severe negative impact on our society. User
behavior data plays an essential role in the detection of malicious
users. In the databases, each user creates a sequence of actions
like giving a review to a particular item. In order to leverage the
homophily of users, a great line of research work has been done to
construct a user-item bipartite weighted graph and develop graph-
based anomaly detection algorithms such as graph embeddings and
graph neural networks. The weight is for the frequency of behav-
iors that associate the user and item in his/her action sequence.
For example, Kumar et al. [23] created a “user-reviewed-product”
graph from each Amazon user’s sequence of reviews; Rayana and
Akoglu [36] built “user-reviewed-restaurants/hotels” graphs from
Yelp users’ reviewing behaviors; Zhao et al. [50] studied a “user-
posted-message” graph from posting behaviors on social media.
Most of the existing work focuses on detecting anomalous users
reactively, i.e., when their malicious behaviors have already affected
many people [39]. For example, a hijacked topic might have been on
the trending list on Twitter for hours, and millions of users already
saw and believed it; fake reviews on Yelp could have already dam-
aged a restaurant’s reputation. Therefore, we argue that anomaly
detection would be much more useful when it could be done early,
or proactively to stop the malicious users before they achieve their
targets. In this work, we study the problem of early graph-based
anomaly detection when the observed behavior data is limited.
Performing anomaly detection at an early stage is challenging
due to the scarcity of available observations. Despite the technical
advances of existing graph anomaly detection methods, we still
witness substantially reduced performance in such settings where
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Figure 2: ELAND framework: First, the dynamic original graph is converted to action sequences, and then a sequence-based
action predictor is trained to predict items that a user will adopt in the future based on his/her action history. The predicted
behaviors together with the original graph form a richer, more informative augmented graph, which enables improvements
upon a variety of graph anomaly detection methods. The significantly augmented data supports accurate early anomaly de-
tection. ELAND improves the performance given equal observed data or comparable performance with less observed data.

data is insufficient or incomplete. Empirically, we observe that state-
of-the-art anomaly detection methods such as DoMINANT [7] would
have a relative decrease of 15% on Area under the ROC curve (AUC)
when only the earliest 20% of the data (for each user) is available
(see the blue curve in Figure 1). Similar degradations occur on a
few other types of graph learning methods such as HETGNN [438]
and DEEPAE [55] (Figure 3), leading us to ask: can we improve the
performance at an early stage, when data is scarce?

Our idea is to learn and predict actions to augment the data
at the early stage, and hence boost the performance of anomaly
detection by “forecasting the future” Although one anomalous
user might not have sufficient behaviors to be detected, detection
methods could still identify him with high confidence if his likely
future behaviors are provided. That is, we predict the users’ future
behaviors by finding patterns from the entire data and prolonging
their action sequence with the items that they may adopt in the
future. With the predicted actions of a large number of users, the
user-item (bipartite weighted) graph can be augmented to contain
much richer information than before, thus enabling the detection
methods to more accurately detect anomalies from the graph data.

Present work. We propose ELAND (Early Anomaly Detection), a
novel framework that achieves effective early graph anomaly detec-
tion via action sequence augmentation. ELAND has two components:
(1) a sequence augmentation module that predicts the user actions
and augments the graph data and (2) an anomaly detection module
that detects anomalous users from graph data. We present two meth-
ods to train the proposed framework: (1) ELAND-ITR where the two
components are inter-dependent on each other and hence trained
iteratively in a bootstrapping style, and (2) ELAND-E2E where we
jointly train the two modules as an end-to-end model. Shown in Fig-
ure 2 is the illustration of the framework. The framework enables
us to take advantage of the patterns of benign and malicious users
discovered by the detection module to enhance the augmentation
module, and vice versa.

Figure 1 shows that (1) our ELAND (green and orange curves) that
uses the users’ earliest 20% data can achieve the same performance
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as the original method (blue curve) that uses the earliest 40%, and
(2) ELAND that uses 40% data can achieve the performance of the
original method with full data (100%). Such observations indicate
that ELAND could save half the time to collect users’ data for
accurate anomaly detection.

The contributions of this work are summarized as follows:

We propose a novel idea that is to achieve early-stage graph
anomaly detection by action sequence augmentation. Consider-
ing behavior data as sequences, we employ sequence prediction
models (e.g., Seq2Seq) to forecast the behaviors.

We design a novel framework, ELAND, consisting of two com-
ponents, action sequence augmentation and augmented graph
anomaly detection to achieve early anomaly detection.

We conduct extensive experiments on three real-world datasets.
ELAND achieves better performance on both unsupervised and
supervised anomaly detection methods given less (earlier) data,
with up to 15% improvement on AUC score.

2 RELATED WORK
In this section we discuss three topics related to our work.

Graph Anomaly Detection has received a great amount of aca-
demic interest in the past decade [1, 8, 50, 51, 54]. Several methods
[14, 23, 36, 42] were proposed following the graph outlier detec-
tion strategy. Similar approaches have been developed for bipartite
graphs. With the recent advances of graph neural networks (GNN),
several GNN-based anomaly detection methods [9, 12, 25, 33, 45]
were proposed. DOMINANT [7] was an unsupervised attributed
graph auto-encoder that detects anomalous nodes. Zhang et al. [49]
proposed multi-task GCN-based model that unified recommenda-
tion and anomaly detection. DEEPAE [55] was an unsupervised
graph auto-encoder-based method that detects anomalies by pre-
serving multi-order proximity. Zhao et al. [50, 51] proposed an
unsupervised loss function that trains GNN to learn user represen-
tations tailored for anomaly detection.
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Sequence Prediction. Sequential data prediction is a key problem
in machine learning. For example, text generation aims to pre-
dict the next word on the given context [4]; action prediction in
computer vision aims to infer next action in video data [22, 26]. Re-
current neural networks (RNN) have enjoyed considerable success
in various sequence prediction tasks for understanding dynamical
structure of data and producing accurate prediction. Transformer
models eschew recurrence and instead rely on the stacked multi-
head self-attention to draw global dependencies between input
tokens [43]. Recent work in recommender systems used sequence
prediction to address the cold-start problem [35] besides many that
created new graph neural models [11, 27] which ignore the sequen-
tial patterns in users’ actions. In our work, we focus on graph-based
anomaly detection — we predict the future actions to augment the
user’s action sequence, and exploit the mutual enhancement of
sequence augmentation and graph anomaly detection.

Graph Neural Networks. As spectral GNNs generally operate
on the full adjacency [6, 21, 29], spatial-based methods which per-
form graph convolution with neighborhood aggregation became
prominent [16-18, 44, 52], owing to their scalability and flexibil-
ity [46]. More recently, dynamic graph learning methods [28, 31]
have proposed combining GNNs with RNNs to learn on dynamic
graphs. GCRN [38] proposed a modified RNN by replacing fully
connected layers with GCN layers [21]. EVOLVEGCN [34] proposed
to use GRU to learn the parameter changes in GCN instead of node
representation changes. JODIE [24] proposed a user-item interac-
tion prediction method based on historical interactions. Such works
have also been applied to large-scale industrial problems [37, 41].

3 PROBLEM DEFINITION

Consider a bipartite graph G = (U, V, E) at timestamp ¢, where U
is the set of m users, V is the set of n items and & is the set of edges.
Let A € N™*" be the adjacency matrix. Let X% € R™*ku and X ¢
R™ko be the user feature matrix and item feature matrix, where k;,
and k, are the dimensions of raw features. As the feature dimensions
of users and items are usually the same or can be projected to the
same space via linear transformation, we use X € Rm+mxk to
denote the vertically concatenated feature matrix of X" and X?.
. ,x(u) 1,
in which [, is the length of u’s action sequence and each item

Let the action sequence for each user u be x(*) = {xiu), ..

Xi(u) € R¥ stands for the feature vector of the corresponding item
node. More actions between the same user-item pair result in with
edges with higher weight. We also denote y € {0, 1}™ as labels for
users where anomalies get 1 and others get 0. We follow the widely
accepted definition of anomalous users in web graphs by previous
works [20, 23, 50, 51]. For example, the anomalous user accounts
in social networks are the botnets or the ones that frequently post
advertisements or malicious links.

Following the above notations and definitions, we define the task
of early-stage graph-based anomaly detection. Let g : (A, X) — §
be a (supervised or unsupervised) graph anomaly detection method
that returns a vector of prediction logits y € [0,1]™. Let T be a
later time when the observed data is “sufficient” for existing graph
anomaly detection methods to perform well. We aim to design a
framework that can achieve comparable or better performance at an
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earlier time t < T when observations were “incomplete”! Formally,
our goal is to find a data augmentation framework satisfying the
following criteria:

DEFINITION 1. (Early-stage Graph Anomaly Detection) Let h :
(y € R™y € R™) — R be an evaluation metric (e.g., f-measure)
such that a larger value is more desirable holding other conditions
the same. Let g be an anomaly detection method. Design an aug-
menter function f : (A, X) — A’ that satisfies h(g(f (A, X), X),y) >
h(g(A,X),y). When assuming performance to increase monotonically
with data, the above criteria is also equivalent to 3T > t s.t.

h(g(f(A,X),X),y) = h(g(A*,X),y) (1)

where A and A* are the adjacency matrices at earlier time t and later
time T, respectively.

When applying graph anomaly detection methods on real-world
data, which usually has high complexity and uncertainty (and adver-
sariality), it is difficult to theoretically guarantee that performance
would monotonically increase with data. In the following two sec-
tions, we first introduce our proposed framework ELAND which
approximates g(f (A, X), X), and show that ELAND empirically sat-
isfies the above desired property across choices of g, A, and X.

4 THE ELAND FRAMEWORKS

In this section, we first present the two major components of our
proposed framework, ELAND. Then we introduce two ways of train-
ing ELAND: a bootstrapping-style iterative training ELAND-ITR that
can be used on any existing graph anomaly detection methods;
and ELAND-E2E that trains both modules together in an end-to-end
fashion.

4.1 Graph Anomaly Detection Module

The first component of our proposed ELAND framework is a graph
anomaly detection module (g). Notably, this part of ELAND is general
and model-agnostic, in the sense that any anomaly detection or
node classification model (e.g., DoMINANT [7], DEEPAE [55], GCN
[21]) suffices and can be used. Without loss of generality, let the
anomaly detection model g,4 be defined as:

}A, = gad (A> X> 6)5 (2)

where y € [0,1]™ is the predicted suspiciousness of the user nodes
of being anomalies, and © denotes trainable parameters. During
training, if g,4 is unsupervised method (e.g., DOMINANT [7]), its
own training objective is used; if g,4 is supervised method (e.g.,
GCN [21]), we use a standard binary cross-entropy loss.
Neural-based graph representation learning methods (e.g., graph
neural networks) are capable of learning low-dimensional node
representations as well as making predictions. We take advantage
of the learned representations of user nodes. Without loss of gener-
ality, here we take the widely used Graph Convolutional Network
(GCN) [21] as an example of the anomaly detection method. The

graph convolution operation of each GCN layer is defined as:
HY) = o(D 2AD2HU- DWW, 3)

! Although we consider the terms “sufficient” and “incomplete” relatively for discussion,
they can easily be made rigorous via practical constraints.
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where j indicates the layer, H/ is the node embedding matrix gen-
erated by j-th layer, WU ) is the weight matrix of the j-th layer,
A =A+1is the adjacency matrix with added self-loops, D is the
diagonal degree matrix Dii=Y; j A; j» and o(+) denotes a nonlinear
activation such as the Rectified Linear Unit (ReLU).

We write the GNN-based graph anomaly detection module as:

V. Z= Yad-gnn (A, X;0), 4)

where guq_gnn is a GNN-based model (e.g., DoMINANT [7], GCN [21]),

Z is the latent node representation matrix, and y is the predicted
user suspiciousness.

4.2 Action Sequence Augmentation Module

The action sequence augmentation module takes user action se-
quences as input and outputs the predicted next items that each
user is likely to adopt in the future. These predicted actions are
then added back to the “user-adopts-item” graph and forms the
augmented graph. The main component of this module is a Seq2Seq
encoder-decoder network [40], which is robust to model choice and
can be any state-of-the-art Seq2Seq model (e.g., GRU [4], Trans-
former [43], LSTM [19]).

The action sequence augmentation module is designed to cap-
ture behavior patterns from the sequential data (i.e., item adoption
history) and use them for graph augmentation. In general, it takes
the following functional form:

A/ = faug (Aa Xs 5’; 9)’ (5)

where A’ stands for the adjacency matrix with augmented predicted
behaviors, A is the original adjacency matrix, X is the feature matrix,
¥ is the predicted user suspiciousness by gsq 0r gad-gnn, and ©
stands for the trainable parameter.

Sequence prediction. Here we regard each user’s action sequence
as a sequence of features that are constructed as prior knowledge.
For example, for content-based item (e.g., reviews), the features
can be the embedded representations of the texts. For each user u’s
xl(:) }, if a GNN-based anomaly

detection module that learns node representation is used, say z,, for

action sequence x@ = {Xiu), el

user u, then the action sequence is represented as x) = {x(u) @

Zy, ... (u) ® z,, }, where & stands for vector concatenation.
We opt for simplicity and adopt a GRU model to capture contex-
tualized representations of each action in the sequence and make

predictions. Hence, the hidden state of each action by user u is:

GRUGx™, n{")), ©)

where h; refers to the hidden state in the i-th step. Moreover, we

use a linear readout function to predict of the next action by

)

1+1

h =
1

=W, -h™ +b, @)

where W), € RIbIXk, by € R¥ are trainable parameters and x( 1)

the predicted feature Vector for user u’s next action. The decoder
can also predict multiple sequential actions.

Sequence Augmentation. Finally, we augment the graph by ex-

plicitly predicting the future items for users and adding the pre-

o (u )

dicted behaviors as edges into the graph. When ;7 is predicted
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Algorithm 1: ELAND-ITR

: Adjacency matrix A; node feature matrix X;
number of iterations I; anomaly detection module
9 € {9ad> Jad—gnn}; action sequence augmentation
module fgyg.

Output: User prediction results y.

1 Xorig =X;

2 if g is gqq—gnn then

3| $.Z=9(AX);

X = concat(Xorig, Z) ;

Input

// Defined in Eq. (4)
4

5 else

s | §=9(AX); // Defined in Eq.(2)
7 end

8 for i in range(I) do

9 Re-initialize the parameters © in fgye ;

A’ = foug (A X §) 5 // Defined in Eq.(5)
1 if g is gad—gnn then
Re-initialize the parameters ® in g ;
V. Z=g(AX);
X = concat(Xorig, Z) ;
else
Re-initialize the parameters ® in g ;
y =9(A,X);
end

18
19 end

20 returny;

by Eq.(7), the next input item is determined by cosine similarity:

|

where X? is the item feature matrix serving as the vocabulary. Let

5
||X<u)

i XX

()

X;,; = argmax (8)

xeX?

(u) be the corresponding item to feature x(u) For each user u,
(u) }

Ly +1" ? l +AlL,

Thereby, the augmented adjacency matrix can be calculated via

the decoder predicts the next Al future actions {U

L,+AlL,
A=A+ YN oo™, )
uel i=l,+1

where O is an empty matrix except O; ; = 1.
We next discuss two strategies for training ELAND.

4.3 ELAND-ITR: an Iterative Approach

The graph anomaly detection module benefits from the enriched
graph structure generated by the action sequence augmentation,
and the augmentation module benefits from the detection module.
Both modules are interdependent and mutually enhance each other.
Hence, we can use a bootstrapping training strategy to iteratively
train both modules and jointly optimize their performances.
Algorithm 1 shows the process of ELAND-ITR. We start with the
anomaly detection module on the original graph. If the anomaly
detection module is GNN-based, the features are updated by con-
catenating the learned node representations with the original node



Full Paper Track

features. Then each iteration proceeds as follows: (1) we train a
new action sequence augmentation module fg,,; with the graph
and the results given by the detection module g4q Or gag—gnn. (2)
we train and make inference with a new initialized graph anomaly
detection module on the updated graph structure A’. After multiple
iterations, the final prediction result ¥ is reported.

During the inference stage, we utilize the predicted suspicious-
ness scores g, for each user given by the anomaly detection module
to decide the number of predictions we make for user u:

Aly = |k - Gul, (10)
where k € Z* is a hyperparameter to control the maximum num-
ber of predictions. The intuition is that anomalous users tend to
perform more actions to achieve their goal (e.g., fake trending topic

boosting), so we generate more predicted items for the users that
are more likely to be anomalies, via the anomaly detection module.

Training ELAND-ITR. If g, is unsupervised, it is trained with its
own objectives. If supervised, the graph anomaly detection module
is trained with the standard binary cross entropy:

Lag== ) (yulog(fu) + (1 - ) log(1 - Gu)).
uel
The action sequence augmentation module fgy,¢ is trained with

the following loss function which maximizes the cosine similarity
between the predicted actions and the actual actions.
lu
TP
u u)
e = e P ]
During the training of ELAND-ITR, the two modules (g and f) are
trained with the corresponding loss independently and iteratively.

(11)

)A(l(u) . Xl(u)

(12)

Laug =

4.4 ErLAND-E2E: an End-to-End Approach

In addition to ELAND-ITR, we propose an end-to-end model ELAND-
E2E that does not require the iterative training process. Hence, it
avoids the potential error propagation issue in bootstrapping.

The anomaly detection module in ELAND-E2E is a neural model
that allows training with back-propagation in order to be trained
together with the rest of the model. Thus, we use GNN-based models
(e.g. DoMINANT [7]) for the detection module. As ELAND-EZ2E is end-
to-end and trained as a whole and the action sequence augmentation
module is executed prior to the graph anomaly detection module,
the augmentation module should no longer require y’ as input
anymore. The module can then be defined as

A’ = faug—eZe (A, X;0), (13)

When augmenting the graph with fa,6_e2e, instead of discretely
predicting the next items as in Eq. (8), we predict the following
items via sampling. For each prediction of each user u, we use
the cosine similarity of the predictions m,, = [my1,. .., 7y n] and
apply the Gumbel-Softmax with reparameterization trick [13, 30]
to sample 7, from 7, by:

o — __exp ((og (1) +gu) /7)
Y X exp ((log (mu) +95) /7)
where g, ~Gumbel(0, 1) is a random variate sampled from the Gum-

bel distribution and 7 is a temperature hyperparameter controlling
the distribution of the results. Smaller 7 results in more difference

(14)
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Algorithm 2: ELAND-E2E

Input :Adjacency matrix A; node feature matrix X; action
sequence augmentation module fg;,g—e2e;
GNN-based anomaly detection module guq—gnn;
number of training epochs n_epochs.

Output: User prediction results y.

/* model training

Initialize Ogug-e2e in faug-e2e and © 4q—gnp i Gadg—gnn 5

for epoch in range(n_epochs) do

A= faugere (AX) 5

4 V.Z= Yad-gnn (A,X)

Calculate Lz, with Eq.(16);

Update Oaug-eze and ®ad—gnn with Leze ;

*/

-

[T N

// Defined in Eq.(13)
// Defined in Eq.(4)

«w

N

7 end

/* model inferencing
8 A’ = ﬁlugere(As X) s
V.Z= Yad-gnn (A" X);
return y ;

*/

©

10

between classes. We then discretize 7, into one-hot vectors and
add it into the adjacency matrix without damaging sparsity.

As faug—eze no longer takes y’ as input, we use preferential
attachment to calculate the number of predictions for ELAND-E2E.
Zang et al. [47] showed that the dynamics of a random variable x of
exponential distribution dfi(tt) is proportional to x(t) (i.e. d);(t[)
x(t)). Since user behavior patterns are generally considered to be
consistent, it is reasonable to assume that the item selection process
follows a Poisson process, whose frequency distribution could be
further generalized to an exponential distribution [5]. Therefore,
the number of predictions for user ¥’s actions can be calculated
using preferential attachment:

du
4

where dy, is u’s degree, }’ d is the sum of all users’ degree, and y
is a hyperparameter that controls the total number of actions to
augment the graph. Al actions will be predicted for u, taking the
current distribution of actions into consideration.

Al = \‘Y (15)

Training ELAND-E2E. Depending on the graph anomaly detection
module, its loss function £,; can either be custom tailored (unsu-
pervised) or a standard binary cross entropy loss (supervised) as
defined in Eq.(11). A cosine similarity loss Lgyg as defined in Eq.(12)
is still used to train the augmentation module. Thus ELAND-EZ2E is
trained with a multi-task loss, defined as

Leze = Log + Laug- (16)

Algorithm 2 shows the process of ELAND-E2E. In each epoch,
the graph structure is augmented by the output from the action
sequence augmentation module with the Gumbel-Softmax trick. We
use the Straight-Through gradient estimator [13], passing gradients
directly through un-discretized probabilities to train. The GNN-
based anomaly detection module uses the augmented graph to
predict labels y’. The multi-task loss L. defined by Eq.(16) is
used to supervise the whole framework.
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Table 1: Statistics of the datasets.

Weibo Amazon  Reddit
# Users 40,235 3,024 6,000
# Items 5,284 9,355 2,943
# Edges 55,624 2,434,019 79,210
# Actions 75,285 15,822,365 604,919
% Anomaly users 8.2% 20.2% 13.9%

5 EXPERIMENTS

In this section, we evaluate the performance of proposed ELAND-ITR
and ELAND-E2E. Our implementation is made publicly available?.

5.1 Experimental Setup

5.1.1 Datasets.

We evaluate with three real-world datasets across different domains.
Weibo is a micro-blogging dataset [20]. We build “user-(re)posted-
microblog” graph where the user nodes are registered users and
item nodes are micro-blog posts. An action between a users and an
item indicates that the user posted the item. The original dataset [20,
50] contains public user profiles, (re)posting of micro-blogs, and
text of all micro-blogs. As the dataset is a micro-blogging graph, we
define the anomalous users in this dataset as the social-spam users
accounts which continuously post advertisements or malicious
links [50]. Due to the large scale (40K+ users), the dataset does
not have manually annotated golden labels. So we labelled the
users by their post text, profile information, and their behavior
time following previous works [20, 50]. Specifically, we use the
following criteria to label anomalies: (1) Social spambot accounts:
The major conspicuous characteristic of suspicious users is their bot-
controlled behavior. As we observed, most suspicious users posted
in a fixed set of time intervals. For example, a user is identified
as an anomaly if more than 2/3 of the time intervals of his posts
are within 30 + 2 seconds. (2) Accounts with suspicious posts: We
checked the post text and spotted the accounts whose posts are
mostly advertisements or content with malicious links. We follow
the train/validation/test split in previous works [50] where we
randomly pick 5000 users as training set, 5000 users as validation
set, and the rest users as testing set.

Amazon Reviews is a review dataset from Amazon [32]. We build
“user-used-word” graph where user nodes are amazon users and
item nodes are words with polarity bias from Hedonometer’s word
list [10]. An action between a user and an item indicates that the
user used that word in a review. The original dataset [32] contains
reviews on Amazon under the directory of Video Games. Following
previous works [23, 49], ground truth is is defined using helpfulness
votes, which is indicative of malicious [23] behavior. Users with at
least 50 votes are labeled benign if the fraction of helpful-to-total
votes is > 0.75, and fraudulent if < 0.25. We randomly split the
users in to train/validation/test sets with the ratio of 20%/20%/60%.
Reddit is a forum dataset [2]. We build “user-commented-subreddit”
graph where user nodes are reddit users and item nodes are sub-
reddits. An action between a user and an item indicates that the
user commented under that subreddit. Due to the huge size of the
original dataset [2] which contains entire public Reddit comments

Zhttps://github.com/DM2-ND/Eland
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since 2005, we used the part of data from September 2019. As the
dataset gives an score for each comment (# of up votes minus # of
down votes), we label the users according similar rules for labeling
of the Amazon dataset [23, 49]. We selected users who received
at least 10 scores with absolute value > 10 (indicating at least 100
votes). Users are benign if all scores he/she received are positive;
users are anomaly if > 75% of the scores he/she receive are < —10.
We randomly split the users in to train/validation/test sets with the
ratio of 20%/20%/60%.

For all datasets, more actions between the same user and item
would result in an edge with higher weight. Statistics for the datasets
are shown in Table 1.

5.1.2 Baselines.

We evaluate ELAND with the following methods as g,; module:

e GCN [21]: A supervised graph neural network. The neural struc-
ture has been empirically demonstrated to be useful in the area
of graph anomaly detection [49].

GRAPHSAGE [18]: An inductive graph neural network that can
also be used for supervised node classification.

HETGNN [48]: A supervised graph neural network that handles
the heterogeneous graphs of multiple types of nodes.
DOMINANT [7]: An unsupervised graph anomaly detection method
designed based on graph auto-encoder.

DEEPAE [55]: An unsupervised graph anomaly detection method
with multi-order proximity preservation.

Moreover, we compare ELAND with the following baseline methods:
RNNFD [3]: A RNN-based model for fraud detection on sequential
data in industry applications.

GRAND [15]: A GNN-based model that leverages graph data aug-
mentation to regularize the optimization process.

o JODIE [24]: A bipartite graph interaction prediction method by
dynamic embedding trajectory learning.

GAuG [53]: A graph data augmentation method designed for
semi-supervised node classification with GNNs.

As JODIE [24] and GAuUG [53] can be considered as model-agnostic
graph data augmentation methods, we also report their perfor-
mance across different g,45 modules.

5.1.3 Implementation Details.

All experiments were conducted on Linux servers with Intel Xeon
Gold 6130 Processor (16 Cores @2.1Ghz), 96 GB of RAM, and 4
NVIDIA Tesla V100 cards (32 GB of RAM each) or RTX 2080Ti
cards (11 GB of RAM each).

For all methods, we used hidden dimension of 128 and Adam op-
timizer. All methods have weight decay of 5e—4. For GRAPHSAGE,
we use the mean aggregator. To make fair comparisons, these afore-
mentioned parameters are fixed for all experiments. For GAuG [53],
we used the variant of GAUGM because GAugO gets CUDA out of
memory error on our datasets. We used the official implementation
from the authors for GRaNnD [15], JODIE [24], and GAuG [53]. We
report the average and standard deviation of all performances in
20 runs with random parameter initialization.

ELAND-ITR: K is selected w.r.t. the average length of action se-
quences in each dataset. For Weibo and Reddit datasets, k = 150;
for Amazon Reviews dataset, k = 5000.

ELAND-E2E: As ELAND-E2E is more robust to y, we opt for sim-
plicity and use y = 100 for all datasets. During the training of


https://github.com/DM2-ND/Eland

Full Paper Track

Table 2: ELAND performance across supervised graph anomaly detection methods with only earliest 10% of data available.
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Anomaly detection Method Weibo Amazon Reviews Reddit
module g,4 AUC AP AUC AP AUC AP
RNNFD [3] 54.52+0.12  17.44+0.10 | 60.22+0.29  28.61+0.11 | 66.08+0.36  26.45+0.83
GRAND [15] | 82.58+2.11 40.12+2.99 | 81.71£2.56 57.66+2.98 | 79.09+0.18  42.37+0.72
Original 81.78+0.78  41.21+1.36 | 80.28+0.09 57.73+0.21 | 78.01+£0.71  41.21+0.69
+JODIE [24] | 67.80+1.30 17.12+2.72 - - 73.12+£2.13  31.62+3.98
GCN [21] +GAuvG [53] | 82.04+0.40 48.17+0.59 | 81.91+0.02 60.12+0.15 | 78.78+0.07  40.74+0.72
+ELAND-ITR | 82.76+0.71 48.51+1.06 | 80.85+0.67 58.14+0.39 | 78.94+0.83  43.11+1.22
+ELAND-E2E | 84.14+0.50 54.15+0.83 | 85.54+0.46 65.48+0.14 | 79.58+0.38 44.60+0.43
Original 81.87£0.56  45.26+2.54 | 78.67£0.09  58.00+0.07 | 81.06+£0.02 47.71+0.01
+JODIE [24] | 69.44+0.95 16.01+2.09 - - 74.66+£0.09  34.70+0.06
GRAPHSAGE [18]  +GAwuG [53] | 82.10+0.46 47.81+1.29 | 80.79+0.02 56.38+0.03 | 81.37+0.01  43.83%0.01
+ELAND-ITR | 82.34+0.50 48.40+0.91 | 81.59+0.23 59.91+0.12 | 81.62+0.10 48.25+0.11
+ELAND-E2E | 83.41+0.37 50.61+0.93 | 79.92+0.19  58.21+0.31 | 79.83+0.02  44.38+0.02
Original 81.33+£0.43  39.66+1.48 | 86.24+0.13  67.98+0.25 | 91.51+£0.13  67.51+0.17
+JODIE [24] | 68.99+0.44 17.38+1.87 - - 92.02+£0.36  68.16+0.30
HETGNN [48] +GAuG [53] | 82.09+0.21 47.05+0.51 | 87.26+0.12 71.76+0.33 | 91.99+0.02  66.30+0.25
+ELAND-ITR | 81.46+0.57 40.20+1.19 | 90.58+0.86 75.08+0.57 | 92.44+0.07 69.31+0.29
+ELAND-E2E | 84.09+0.55 54.07+1.64 | 87.57+0.26 68.46+0.35 | 84.24+0.22  55.34+0.88

Table 3: ELAND performance across unsupervised graph anomaly detection methods with only earliest 10% of data available.
DomiNANT and DEEPAE are not valid on Amazon data due to their design heuristic, hence their results are not included.

Anomaly detection Method Weibo Reddit
module g,4 AUC AP AUC AP
Original 56.77£1.96  13.73+£1.22 | 61.23+0.35 18.30+0.21
+JODIE [24] | 58.18+0.77  11.09+0.13 | 61.64+0.09 18.81+0.06
DoOMINANT [7]
. +GAuUG [53] | 61.22+1.86  14.15+2.38 | 62.26+£2.70  17.09+1.39
(Unsupervised)
+ELAND-ITR | 65.44+1.78 19.42+1.29 | 62.96+0.10 18.90+0.04
+ELAND-E2E | 63.91£0.92 21.90+0.87 | 61.73+0.27 18.91+0.14
Original 56.10+2.01 12.65+1.31 | 61.94+0.39 18.29+0.13
DEEPAE [55] +JODIE [24] | 57.74+0.87 11.16+0.73 | 61.57+0.32  18.93+0.06
. +GAuG [53] | 61.18+2.03 11.58+1.27 | 61.29+0.82  18.23+0.53
(Unsupervised)
+ELAND-ITR | 63.34+0.82 15.88+0.73 | 62.87+0.37 19.02+0.11
+ELAND-E2E | 62.80+£3.60 16.99+3.87 | 62.47+0.11 18.88+0.04

ELAND-EZE, we linearly anneal the temperature of Gumbel-softmax
distribution throughout the all training iterations, from 7 = 5 (a
very flat distribution) to 7 = 0.5 (a very peaked distribution).

5.2 Experimental Results

Table 2 and 3 report the performance of our proposed ELAND and
baseline methods over supervised learning and unsupervised learn-
ing methods, respectively. These tables are organized per anomaly
detection algorithm (row), per dataset (column), and per augmenta-
tion method (within-row). We report AUC and Average Precision
(AP). Note that results of JODIE [24] on Amazon are missing due
to CUDA out of memory when running the code from authors on
V100 GPU with 32GB RAM.

5.2.1 Enhancing graph anomaly detection methods.

Table 2 shows that ELAND achieves improvements over baseline
supervised graph anomaly detection methods, with the only ex-
ception of ELAND-E2E with GRAPHSAGE and HETGNN on Reddit.
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Specifically, ELAND-ITR improves (averaged across datasets) 1.0%
(GCN), 1.7% (GRaPHSAGE), and 2.1% (HETGNN) on AUC score and
7.7%, 3.8%, and 4.8% on AP; ELAND-E2E improves 3.8%, 0.7%, and
3.1% on AUC and 17.7%, 1.7%, and 6.3% on AP, respectively.

We also observe that ELAND outperforms all four baseline meth-
ods. For RNNFD, its results are not as good as any other methods
as it only used the action sequence data. For GRAND, our proposed
ELAND-ITR and ELAND-E2E achieve 3.1% and 4.1% improvements on
AUC, respectively. JODIE hurts the performances of the original
GNNis possibly because it was designed for predicting the next in-
teraction item but not the following action sequence. Hence ELAND
outperforms JODIE with large margins. On average, ELAND-ITR
and ELAND-E2E improve 12.7% and 14.7% on AUC, respectively. Fi-
nally, ELAND also outperforms the graph data augmentation method
GAUG. On average, ELAND-ITR and ELAND-E2E improve 5.4% and
1.1% on AUC, respectively. We observe that ELAND-E2E tend to
perform better for supervised graph anomaly detection methods.
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Figure 3: ELAND-ITR and ELAND-E2E outperform the original version of (a)-(c) supervised graph learning methods and (d)
unsupervised graph anomaly detection method in terms of AUC with different amount of available training data.

Table 4: ELAND is robust to the choice of Seq2Seq model used
in the action sequence augmentation module.

Metric Method ‘ Weibo 10% Weibo 20%
GCN 81.78+0.78  82.44+0.54

AUC +ELAND-E2E (LSTM) | 83.76+0.74  84.30+0.53
+ELAND-E2E (RNN) 83.83+0.34  84.33+0.30
+ELAND-E2E (GRU) | 84.14+0.50 84.57+0.36

GCN 41.21£1.36  44.64+3.25

AP +ELAND-E2E (LSTM) | 51.31+2.42 51.46+1.12
+ELAND-E2E (RNN) | 52.74+0.63 52.84+0.92
+ELAND-E2E (GRU) | 54.15+0.83 55.14+0.66

From Table 3 we observe that ELAND outperforms unsupervised
graph anomaly detection baselines. Specifically, ELAND-ITR im-
proves by 9.0% (DoMINANT), and 7.2% (DEEPAE) on AUC and 22.4%,
and 14.8% on AP; ELAND-E2E improves 6.7%, and 6.4% on AUC
and 31.4%, and 18.8% on AP, respectively. ELAND also outperforms
both alternative methods JODIE and GAuG. On average, ELAND-
ITR improves 5.1% on AUC and 25.9% on AP; ELAND-E2E improves
3.6% on AUC and 33.2% on AP. We note that ELAND-ITR achieves
better performances than ELAND-E2E with unsupervised anomaly
detection modules. This is due to the misalignment of the training
objectives of unsupervised methods and the evaluation metrics,
resulting in the unsupervised objectives that mislead the action
sequence augmentation module during end-to-end training.

We find that on the Amazon dataset, DOMINANT and DEEPAE are
not effective, so their results are not included. The reason is that the
unsupervised training objectives in the two methods are based on
outlier detection with auto-encoders, which is not aligned with the
actual label distributions. Therefore, most users that were marked
as “highly suspicious” by these two methods in the Amazon data
are actually benign users.

5.2.2  Achieving early anomaly detection.

To better show the results of the proposed ELAND framework for
early anomaly detection, we present Figure 3 (along with Figure 1
for DOMINANT), in which we show the trends of AUC scores of origi-
nal graph anomaly detection methods and our proposed framework
change as more observed data is available on the Weibo dataset. We
observe that in general, both ELAND-1TR and ELAND-EZ2E are able
to accomplish the early-stage anomaly detection task as defined in
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Figure 5: Convergence process of the proposed ELAND-ITR
and EranDp-E2E. When it came to the 8th iteration (in
ELAND-ITR) or about 200 epochs (in ELAND-E2E), the AUC
of the two methods converge.

Section 3. ELAND-E2E generally achieves more improvements on
supervised graph anomaly detection methods; for unsupervised
methods, ELAND-ITR tends to perform better, which aligns with our
observations from Table 2 and 3.

Particularly, for supervised methods, the performance of ELAND-
E2E with only 10% or 20% available data is better or compara-
ble with the baselines with all data. With only 20% (GCN) / 10%
(GraPHSAGE) / 10% (HETGNN) / 40% (DOMINANT) / 60% (DEEPAE)
of earliest available data, ELAND achieves better or comparable
performance than the original model with all available data.

Although the original performances are not monotonically in-
creasing (though correlated), it is also worth mentioning that for
all of the baseline detection methods, we are able to observe sub-
stantial improvements in absolute performance on average, which
are evidence for ELAND’s powerful ability to model the evolution
of the graph structure and user-item interactions.

5.2.3 Ablation study and sensitivity analysis.
Ablation study on Seq2Seq choice. To validate the robustness of
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Figure 6: Case study: the historical posts, predicted posts (by ELAND-E2E), actual future posts sequences of two users, and
actual post content each followed by a brief translation (marked with solid triangles). This study shows the previously wrong
classified users can be correctly classified with the predicted posts by ELAND-E2ZE.

ELAND on the choice of Seq2Seq model in the action sequence aug-
mentation module, we show the results of ELAND-E2E with different
Seq2Seq models (GRU [4], LSTM [19], and traditional RNN [19])
on Weibo dataset in Table 4. We can observe that GCN+ELAND-E2E
with all Seq2Seq methods can outperform vanilla GCN [21], indi-
cating that ELAND is robust to the choice of Seq2Seq method used
in the action sequence augmentation module. Future works can try
more powerful sequential models such as Transformer [43] as the
Jaug module.

Hyperparameter sensitivity. We test through ELAND’s hyperpa-
rameters x and y, which controls the amount of augmented actions
for each user in ELAND-ITR and ELAND-EZ2E, respectively. Figure 4
shows that the proposed ELAND-ITR and ELAND-E2E are robust to
and y for range of 30 < {k, y} < 290 for Weibo data.

Model convergence. Figure 5 presents the convergence progress
of ELAND. Figure 5a shows that the change of performance over
iterations of ELAND-ITR with GCN. We observe a smooth yet fast
increase of the AUC at the first few iterations, which then reaches
a steady state. The curve shows the bootstrapping iterative training
design of ELAND-ITR is meaningful and demonstrates the mutual
beneficial relationship between the two modules. Figure 5b shows
the convergence of loss and validation AUC during training.

5.3 Case Study

To further demonstrate the effectiveness of our proposed ELAND
framework, we conduct case studies on the Weibo data. We study
two user cases: (1) an anomalous user who was falsely classified
as a benign user at early stage when data were not complete, and
(2) a benign user who was falsely classified as an anomaly at an
early stage. Figure 6 presents their historical posts, predicted posts
(given by ELAND-E2E), and actual future posts.

For the anomalous user, GRAPHSAGE originally classified him
as a benign user with confidence of 0.73. ELAND-E2E successfully
classified him as an anomaly with confidence of 0.58. From the
posts of this user we observe that the user was posting advertise-
ments in early posts. However, the posts did not repeat or show
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any strong pattern of an anomaly. ELAND-E2E correctly predicted
that he will repeat posting the message A and hence enforced his
suspicious pattern. The ground truth showed that this user actually
did continue to repeat the advertisement posts (e.g., repeat posting
message A). We verified that this user was an anomaly by checking
the complete history of his posts and we found that the history has
a large number of advertisements.

For the other user, GRAPHSAGE falsely predicted this benign
user as an anomaly with confidence of 0.73. With ELAND-EZ2E, this
user was correctly classified as a benign user with confidence of
0.74. One possible reason is that this user mentioned cell phones
in his early posts and there were a large number of advertisement
posts about phones in the dataset. ELAND-E2E predicted that he
would be posting some unrelated posts, one of which was related
with iPhone. Although the predicted future posts were not exactly
the same as the actual future posts, the predicted posts showed
that the behavior pattern of this user is dissimilar to that of an
anomalous user. We verified that this user was benign. Most of his
posts were about personal ideas. His posts that supported Samsung
phones caused the false positive classified by GRAPHSAGE.

6 CONCLUSIONS

In this work, we proposed ELAND for early graph-based anomaly
detection via action sequence augmentation. ELAND aimed at im-
proving existing graph anomaly detection methods with limited
observations. Our work managed to model both the node represen-
tation and graph topology evolution through behavior forecasting
via action sequence augmentation. Experiments on real-world data
demonstrated that ELAND improves graph anomaly detection meth-
ods towards early and accurate anomaly detection.
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