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Abstract. Matrix factorization techniques compute low-rank product approximations of high dimensional data
matrices and as a result, are often employed in recommender systems and collaborative filtering
applications. However, many algorithms for this task utilize an exact least-squares solver whose
computation is time consuming and memory-expensive. In this paper we discuss and test a block
Kaczmarz solver that replaces the least-squares subroutine in the common alternating scheme for low-
rank matrix factorization. This variant trades a small increase in factorization error for significantly
faster algorithmic performance. In doing so we find block sizes that produce a solution comparable to
that of the least-squares solver for only a fraction of the runtime and working memory requirement.

1. Introduction. With the recent rise and ubiquity of online services, the volume of data
available for and demanding analysis has exploded. This data often resides in extremely
high-dimensional space, and for this reason, it is often computationally and intuitively ben-
eficial to reduce its dimension, o↵ering decreased required storage space and insight into
the latent trends within the data. Matrix factorizations (e.g., principal component analy-
sis/singular value decomposition (PCA/SVD) [18], CUR factorization [12], pseudo-skeleton
approximation [5, 16], and the nonnegative matrix factorization (NMF) [11, 21]) are common
approaches to find factor matrices whose product is a low-rank approximation to the original
data matrix. These factor matrices, when combined with auxiliary methods, can help identify
useful trends and patterns present in the data. As a result, matrix factorization models often
find use in tasks such as collaborative filtering [7, 17, 22], which predicts a user’s preferences
based on historical preferences of other similar/dissimilar users (e.g., for e-commerce product
recommendation), and topic modeling [1], which discovers latent themes or topics in a dataset.
Specific applications in which these models have been applied are document classification [2],
facial recognition [20], and collaborative filtering for movie recommendation (as part of the
winning submission to the Netflix Prize competition) [9].

While many dimension-reduction and topic modeling approaches are framed as matrix
factorization models, we focus on the simple low-rank factorization model for data X 2 Rm⇥n

that seeks A 2 Rm⇥k, generally called the dictionary matrix, and S 2 Rk⇥n, generally called
the representation matrix, such that X ⇡ AS. Here we consider the factor rank k to be
a user-defined parameter but assume that k < min{m,n} so that the resulting factorization
reduces the dimension of the original data and/or reveals latent themes in the data. Generally,
the factor rank k can be chosen according to a priori information or a heuristic method. Data
points are typically stored as columns of X, thus m represents the number of features or
attributes of a single observation, and n represents the number of observations. The columns
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of A are generally referred to as topics or dictionary elements, which are characterized by
features of the dataset. Further, each column of S provides the approximate representation
of the respective column in X in the lower-dimensional space spanned by the columns of
A. Thus, the data points are well-approximated by a linear combination of the latent topics
with coe�cients given by the entries of S. Once the approximate factorization is computed,
di↵erences between entries of the original data matrix X and its approximation AS can be
viewed as potential recommendations. We illustrate this process in the following toy example.

Suppose we have a data matrix consisting of four movie ratings from five di↵erent users
(here each column represents a single user’s ratings for each of the four movies and the presence
of value zero indicates that a user has not rated a movie),

X =

0

BB@

5 5 0 5 5
0 4 0 0 3
0 0 5 5 0
1 0 4 0 0

1

CCA

and an arbitrary factorization algorithm yields the following low-rank approximation

A =

0

BB@

5 0
3 0
0 5
0 3

1

CCA , S =

✓
1 1 0 1 1
0 0 1 1 0

◆
, AS =

0

BB@

5 5 0 5 5
3 3 0 3 3
0 0 5 5 0
0 0 3 3 0

1

CCA

We can interpret the columns of A as latent topics of movie preferences. For example, if the
first two movies (rows of the matrices X and A) are in the horror genre and the last two movies
are in the romance genre, then the first topic (column of A) corresponds to preferences towards
horror and the second topic corresponds to preferences towards romance. The columns of S
are weights of these topics for each user. In our example, the first two users and the fifth user
(columns of X and S) appear to prefer horror films, the third user appears to prefer romance
films, and the fourth user appears to enjoy both. Recommendations can then be made based
on di↵erences between the approximation AS and the original data matrix X, with larger
di↵erences representing more suitable recommendations (for entries in X equal to zero, which
indicate movies a user has not yet tried). For example, we could recommend the second movie
to the first and fourth users or the fourth movie to the fourth user.

Many methods for matrix factorization utilize an alternating scheme due to the non-
convexity of some common problem formulations [23]. In the model X ⇡ AS, this non-
convexity means that there may exist many locally optimal factor matrices A and S that
approximate X. Take the one-dimensional case as an example, and suppose we are trying to
approximate X =

�
1
�
. There exist two optimal factorizations for X, namely A =

�
1
�
, S =

�
1
�

and A =
�
�1

�
, S =

�
�1

�
, and the resulting solution produced by an iterative method may

depend on the initializations of A and S. Thus, matrix factorization methods often iteratively
alternate through the factor matrices, holding the others constant and updating one at a time.
For example, the common Frobenius norm formulation of the matrix factorization problem
asks, given a data matrix X, to minimize the objective function

(1.1) kX �ASk2F
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with respect to A 2 Rm⇥k and S 2 Rk⇥n. Alternating methods that approximately minimize
the norm do so by first fixing A and iteratively solving for S such that X ⇡ AS (usually
using the same formulation (1.1)), and then fixing S and iteratively solving for A such that
X ⇡ AS. After fixing all but one of the factors, the resulting problem is often convex and the
formulation requires approximate solution of a simple linear system; in the case of (1.1), the
resulting problems are simple least-squares problems. While the details of this process will be
discussed in Section 1.3, we note now that the quality and computational time of the solution
is dictated by the chosen linear system or least-squares solver.

One commonly utilized solver is the method of least-squares, where the exact least-squares
solution� (argminxkAx���bk2)� is�computed�using� the�pseudo-inverse�of� the�matrix,�A†.� Alter-
nating�methods�that�utilize�least-squares�solvers�are�commonly�referred�to�as�alternating�least�
squares�(ALS).�Provided�the�data�matrix�and�its�factor�matrices�can�fit�into�running�memory,�
the� factorization� can� simply�be� computed�by� setting�one�of� the� factor�matrices� equal� to� the�
matrix� product� of� the� data�matrix� and� the� pseudo-inverses� of� the� other� factors.� However,�
large-scale�data�will� rarely�completely�fit� into� running�memory�and�must�be�processed�using�
batch� methods;� see� e.g.,� [10].� Such� techniques� lessen� the� running�memory� requirement� by�
sampling�portions�of�the�factor�matrices�to�compute�updates�that�correspond�to�the�samples,�
and�are� the� focus�of�our�work.� To�avoid� confusion,�we�will� refer� to�alternating� least� squares�
methods�that�utilize�batch�sampling�as�batch�alternating� least�squares�(BALS).

While�quick�to�converge,�the�least-squares�solver�has�a�two-fold�problem.�First,�calculating�
an�exact�solution�for�commonly�encountered�large�linear�systems�is�computationally�expensive,�
requiring� significantly�more� time� to� run�as�data�matrices� increase� in�dimension.� Second,� the�
least-squares�solver�requires�the�entire�data�matrix�to�be�loaded�into�memory�to�solve�for�a�so-
lution,�which�significantly�limits�the�size�of�systems�for�which�this�technique�can�be�employed.�
Because�of�these�drawbacks,�we�focus�instead�on�utilizing�an�iterative�method�of�solving�linear�
systems�within�the�alternating�scheme�of�matrix� factorization,�namely�randomized�Kaczmarz�
(RK)�and� its�generalization,�block� randomized�Kaczmarz� (BRK).

Kaczmarz�methods� are� a� large� family� of�methods� used� to� approximate� the� solution� of�
a� linear� system� by� iteratively� sampling� and� solving� a� subset� of� the� system.� The�Kaczmarz�
method�was�first� introduced�by�S.�Kaczmarz� [8].�The�randomized�Kaczmarz�(RK)�method,�a�
variant�of� the�Kaczmarz�method� that� randomly� samples� rows�proportional� to� their�`2� norm,�
was� later� introduced�by�T.�Strohmer�and�R.�Vershynin�and�proven� to�have�exponential�con-
vergence� [19].� While�Kaczmarz�methods� approximate� the� exact� least-squares� solution�when�
the�linear�system�is�consistent,�they�do�not�necessarily�approximate�the�least-squares�solution�
when�the�system�is�inconsistent.�This�is�because�the�method�projects�iterates�into�the�solution�
space�of�individual�equations�which�likely�do�not�contain�the�least-squares�solutions�in�the�case�
that� the� system� is� inconsistent.� The� randomized� extended�Kaczmarz� (REK)� is� a� variant� of�
RK�suitable� for�noisy�or� inconsistent�systems�and�which�converges�to�the�exact� least-squares�
solution� [24].� Furthermore,� the� generalization� of�RK�known� as�block� randomized�Kaczmarz�
(BRK),�where� a� submatrix� is� sampled� rather� than� a� single� row,�was� introduced� and� shown�
to� outpace�RK� on� both�well� paved� and� randomly� generated�matrices� [14].� Employment� of�
nonstandard�stepsizes�has� further�sped�the�convergence�of�the�BRK�method� [13].

Due�to�the�often�sparse�and�redundant�nature�of�large�scale�data,�a�Kaczmarz�method�is�a�
natural�alternative�to�least-squares�in�a�matrix�factorization�approach.�We�therefore�consider
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an approach which replaces the traditional least-squares solver with BRK. This family of
methods aims to approximate a solution to each least-squares problem rather than computing
an exact one, trading accuracy for a quicker runtime.

We note that the methods studied in this paper are not novel; similar methods have been
proposed in the context of sensor network localization [4]. The main similarity between the
methods we focus on and those addressed in the aforementioned work is the utilization of
Kaczmarz methods to e�ciently compute approximate matrix factorizations. In both cases,
the algorithm partitions a factor matrix (i.e., A or S in (1.1)) before computing the block
Kaczmarz update for the uniformly chosen partition (See Section 2.2 for details).

However, the methods we consider di↵er in the way we partition the factor matrices.
While the aforementioned work fixes the partitions of rows and columns of the factor matrices
throughout the duration of the algorithm and iteratively samples from them, our method
randomly samples individual rows or columns of the factor matrix at each iteration until
the specified partition size is fulfilled. By relaxing the requirement of fixed partitions, we
demonstrate that this BRK based approach performs well when the sampling procedure is
more flexible. Our work also di↵ers in its application to recommender systems. Furthermore,
we illustrate the potential computational speedup o↵ered by these methods in the large-scale
data regime.

Our contributions include empirical results on sparse large-scale synthetic and real-world
datasets as well as a publicly available Python package1 implementing the methods discussed.

1.1. Organization. The rest of the paper is organized as follows. Section 2 provides details
of the aforementioned ALS and BRK methods. Section 3 applies these methods on small-
scale synthetic, large-scale synthetic, and large-scale real-world datasets and compares their
approximation error and runtimes. Finally, in Section 4, we provide some final conclusions
and discussion of future work.

1.2. Notation. Let A 2 Rm⇥n be a matrix with m rows and n columns. For a matrix A,
we denote the ith row of A as Ai,: and the ith column as A:,i. We let kAk denote the spectral
norm of A, kAkF denote the Frobenius norm of A, A† denote the Moore-Penrose pseudoinverse
of A, and �max(A) denote the maximum singular value of A. Finally, the methods considered
in this work iteratively produce approximations to factor matrices A and S in the matrix
factorization formulation (1.1); we denote the approximation to matrix A produced in the
jth iteration of a method as A(j). We let [n] denote the integers in the interval from 1 to n,
[n] = {1, 2, . . . , n}.

1.3. Preliminaries. As mentioned previously, the alternating approach to computing the
matrix factorization,

(1.2) AS ⇡ X,

is to repeatedly fix one factor matrix and update the other. Here, ALS will simply perform
a pseudo-inverse calculation and matrix multiplication calculation(s) to achieve a solution.
However, a typical batch alternating scheme attempts to minimize the objective function

1https://github.com/chauedwin/mf-algorithms
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Figure 1: The matrix equation (2) is reduced to a linear system (3) and solved using least-
squares or further reduced to (4) and solved with an iterative method.

(1.1) by randomly sampling a column i 2 [n] (or row j 2 [m]) and reducing equation (1.2)
column-wise (or row-wise) to linear systems

(1.3) AS:,i ⇡ X:,i or Aj,:S ⇡ Xj,:

if solving for S (or A). We will refer to this type of sampling as matrix-vector sampling. The
values of indices i and j will depend on the chosen sampling strategies discussed in the next
section. The batch alternating least-squares method would then utilize the method of least-
squares to update S:,i or Aj,: before continuing to the next iteration. On the other hand, a
Kaczmarz method takes a sample of the equations ⌧1 or ⌧2 and further reduces approximation
(1.3) to

(1.4) A⌧1,:S:,i ⇡ X⌧1,i or Aj,:S:,⌧2 ⇡ Xj,⌧2

before�updating�approximate�solutions�for�S:,i�and�Aj,:�as�outlined�in�Section�2.2.�We�will�refer�
to�this�second�type�of�sampling�as�vector-sample�sampling .� See�Figure�1�for�a�visualization�of�
these�algorithmic�reductions.

2.� Algorithms.� The�methods�we�consider�follow�the�alternating�scheme,�which�iteratively�
matrix-vector� samples� a� row� from� the� left� factor�matrix� (or� column� from� the� right� factor�
matrix)�and�updates�it�while�holding�the�other�factor�constant.�They�reduce�the�computation�
required�in�each�iteration�of�alternating�least-squares�via�the�sequence�of�reductions�visualized
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in Figure 1. We refer to the first reduction from (1.2) to (1.3) as the matrix-vector reduction,
and the second reduction from (1.3) to (1.4) as the vector-sample reduction.

Matrix-vector sampling and their corresponding reductions can be performed cyclically or
stochastically, both of which have di↵ering e↵ects on the quality of the resulting approxima-
tion. Cyclic samples iterate through and update every row/column of the factor matrix. In
this context, one iteration of the algorithm refers to one epoch, where all rows and columns
of A and S are updated once.

On the other hand, stochastic sampling randomly selects a row/column of the factor matrix
at each iteration. These are sampled without replacement to prevent solving the subsampled
linear system so precisely that it reduces the quality of the overall matrix factorization ap-
proximation, thus stochastic sampling may not necessarily update every row/column of the
factor matrix. In the case that X 2 Rm⇥n is not square, the number of row updates to A and
column updates to S can be made proportional; that is, for every one column update to S,
we perform dm/ne row updates to A (assuming m > n). Here, one iteration refers to a single
matrix-vector sample and one epoch corresponds to min(m,n) iterations.

The algorithms we will discuss and compare follow the alternating update scheme, the
iterations of which we will refer to as matrix-vector iterations. We will also refer to iterations
of the BALS/BRK methods as vector-sample iterations, which perform either exact least-
squares or iterations of a Kaczmarz method while matrix-vector iterations alternate between
the factor matrices. Our focus is on the BRK-based alternating method, where the vector-
sample reduction is performed according to a stochastic sample. While algorithms could
employ a combination of cyclic and stochastic schemes (for example, performing cyclic matrix-
vector reductions and stochastic vector-sample reductions), they are beyond the scope of this
paper. We focus instead only on a method which applies stochastic sampling in both the
matrix-vector and vector-sample reductions.

Finally, the manner of initialization of the factor matrices A and S also a↵ects the final
approximation. Because the objective function (1.1) is non-convex in both A and S as men-
tioned previously, there are many possible local optima within reach of matrix factorization
algorithms and which local optimum the method finally reaches depends upon the initial-
ization of the factor matrices. For this reason, our methods will simply randomly initialize
two factor matrices before iteratively computing an improved approximation. While more
sophisticated initialization techniques have been developed to promote faster convergence in
specific applications, most do not guarantee this property in a general setting [3].

2.1. Batch Alternating Least-Squares. The BALS algorithm is as follows. Given a data

matrix�X�2�Rm⇥n� and�a� target� factor� rank�k,� two� factor�matrices�A�2�Rm⇥k� and�S�2�Rk⇥n�

are� randomly� initialized.� It� first� samples� an� ith� column� of�S� and� performs� a�matrix-vector�
sample�and�reduction�specified� in�(1.3).

It� then� solves� for� S:,i� a� user-specified� number� of� times� using� the� least-squares�method,�
updating�S:,i�with�the�explicit� least-squares�solution�of�the�now�reduced�equation� .�The�algo-
rithm� then� repeats� for�a� row�of�A.� This� iterative�process�continues�until�an�exit�condition� is�
met.� The�pseudocode� for� this�algorithm� is�provided� in�Method�2.1;�note� that� this�algorithm�
exploits�only�the�matrix-vector�reductions.� Furthermore,�BALS�would�specifically�use�the�ex-
plicit�least-squares�solution�as�the�least-squares�solver�for�the�matrix-vector�reduced�equation
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(a) BALS update (b) BRK update

Figure 2: Visualizations of updates. Linear equations are represented by hyperplanes and the
solution space of two equations is represented by their intersection. (Left) A BALS update
solves the linear system in one step. (Right) Three BRK updates defined by orthogonally
projecting the previous iterate onto the solution space of the two sampled equations.

of each matrix-vector iteration.
While it is common to use a relative tolerance as a stopping condition, we opted to

instead specify the exact number of matrix-vector iterations for both the BALS method and
the following Block Randomized Kaczmarz method. This choice was due to the fact that the
relative tolerance may not be reached in a reasonable amount of time when factorizing a full
rank matrix (see Section 3.3 for an example). However, a relative tolerance can be utilized in
conjunction with a maximum number of matrix-vector iterations in a practical setting.

2.2. Block Randomized Kaczmarz. Similar to BALS, the BRK algorithm first randomly
initializes A and S and performs a matrix-vector sample and reduction for a column of S. The
BRK algorithm then departs from BALS by performing a subsequent vector-sample reduction
for |⌧1|  m rows of A and X.

It then performs a BRK update,

(2.1) S(j+1)
:,i = S(j)

:,i + (A⌧1,:)
†(X⌧1,i �A⌧1,:S

(j)
:,i ).

We can similarly update A by selecting a subset |⌧2|  n of the columns of S,

(2.2) A(j+1)
i,: = A(j)

i,: + (Xi,⌧2 �Ai,:S:,⌧2)(S:,⌧2)
†.

102



E. CHAU

This vector-sample reduction and subsequent BRK update is also performed a user-
specified number of times. The pseudocode for this algorithm is given in Method 2.2. Note
that Method 2.1 details the alternating matrix factorization algorithm whereas Method 2.2
details a BRK subroutine which is a specific option for the LS solver in Method 2.1. Fur-
thermore, the subsets ⌧1, ⌧2 do not need to be contiguous. Note that BRK is equivalent to a

Randomized Kaczmarz (RK) update when |⌧1| = |⌧2| = 1 and equivalent to a BALS update

when |⌧1| = m and |⌧2| = n.
In this paper we will focus on uniform sampling methods. For matrix-vector sampling,

this means the rows of A are picked with probability 1
m and columns of S are picked similarly.

For vector-sample sampling, this means that ⌧1, ⌧2 are picked uniformly without replacement.
We will refer to this method as uniform block randomized Kaczmarz (UBRK).

Others have previously found that a weighted sampling method o↵ers the benefit of quicker
convergence [19], however we did not find success with it in this application. When testing
its performance against UBRK, calculations required for a weighted sample resulted in a
significantly longer runtime for little relative error improvement.

Method 2.1 Alternating Scheme

1: procedure AlternatingScheme(X 2 Rm⇥n, k,M,L)
2: initialize A 2 Rm⇥k, S 2 Rk⇥n

3: for l = 1, . . . ,M do
4: sample column index i 2 [n]
5: use L iterations of LS solver to approximately solve for s 2 Rk in

X:,i ⇡ As

6: replace ith column of S with s,

S:,i = s

7: sample row index j 2 [m]
8: use L iterations of LS solver to approximately solve for a 2 Rk in

X>
j,: ⇡ S>a

9: replace jth row of A with a,
Aj,: = a>

10: end for return A,S
11: end procedure

Remark� 2.1.� The�choice�of�L,�or�number�of� iterations�of�the� least-squares�solver,�depends�
on� the� specific� least-squares� solver�being�utilized.� While� certain�methods�may�have� a�natu-
ral�heuristic�or� indication�of�su�cient�solution,�block�Kaczmarz�does�not�(on�an� inconsistent�
system).�Thus,�we�leave�L�as�a�user-specified�parameter.�Also,�while�alternative�stopping�cri-
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Method 2.2 Block Randomized Kaczmarz (BRK)

1: procedure BRK(A 2 Rm⇥k,b 2 Rm, r, L)
2: initialize y0 2 Rk

3: for l = 1, . . . , L do
4: sample ⌧ ⇢ [n] such that |⌧ | = r

5: yl = (I �A†
⌧,:A⌧,:)yl�1 +A†

⌧,:b⌧

6: end for return yL

7: end procedure

teria may be chosen (rather than specifying a number of iterations), they are highly dependent
on the structure of the problem or rate of convergence and may not be reached for particu-
larly di�cult inconsistent systems. For the same reason, we decided to leave the number of
matrix-vector sampling iterations as a user-specified parameter as well.

3. Experimental Results. In this section, we apply the discussed algorithms to both
synthetic and real data. We first compare their performances and results in detail on a small-
scale synthetic data matrix before conducting a more significant comparison on synthetic
and real large-scale data. Our implementations of these methods utilize Python’s Numpy
library [6], and pseudo-inverse calculations were avoided using Numpy’s lstsq() function. The
test matrices in all tests were randomly generated using Numpy as well. We note that ALS
found a solution in a single iteration as expected while BALS and UBRK required many
iterations to converge. This large di↵erence is the reason we excluded ALS from experimental
results and plots.

We used an Intel(R) Core(TM) i7-4770 CPU(3.40 GHz) with 16.0 GB of RAM running
on Windows OS for relative error computations. Runtime calculations were performed using
an Intel(R) Core(TM) i3-3225 CPU(3.30 GHz) with 6.0 GB of RAM running on GNU/Linux.

3.1. Small-scale Synthetic Data. We applied our matrix factorization method on a ran-
dom matrix X 2 R1000⇥1000. We generate X as the product of factor matrices A 2 R1000⇥50

and S 2 R50⇥1000, which were generated by sampling each entry from {0, 1, 2, 3} with probabil-
ities {0.97, 0.1, 0.1, 0.1} and {0, 1} with probabilities {0.99, 0.01}, respectively. The resulting
matrix X had a sparsity of 98.58% and true rank of 50.

Our proposed iterative methods have four main parameters: factor rank, number of
matrix-vector iterations, number of vector-sample iterations, and block size. Because the
ideal factor rank is known to be 50, it will be fixed at that value for all small-scale tests. Note
that BALS will be used as a baseline to gauge performance and will be fixed to employ one
vector-sample iteration and the maximum possible block size (m rows of A and n columns of
S) for all tests. Each data point in our plots is the average of 10 trials.

The first question we address is how much of the data matrix needs to be sampled at each
iteration in order to converge to a solution. To answer this, we compared the UBRK method
at block sizes of 20% increments and BALS. The results are shown in Figure 3. Although a
wide range of block sizes can be used, we excluded block sizes that were not large enough to
converge to a local solution.

We can see that block sizes of about 40% and above are su�cient to converge to a factor-
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Figure�3:�Results�of�small-scale�synthetic�data�experiments.�The�data�matrix�X�2�R1000⇥1000�

is�generated�by�multiplying� two� synthetically�generated� factor�matrices.� The�percentage� fol-
lowing�”UBRK”�denotes�the�percentage�of�rows�or�columns�sampled�per�iteration,�i.e.,�UBRK�
40%�means�40%�of�the�rows�of�A�and�40%�of�the�columns�of�S�were�sampled�by�UBRK.�(Left)�
Relative� error� of�methods�with� various� numbers� of�matrix-vector� iterations.� (Right)�Wall�
time�of�methods.

ization� that�captures�most�of�the�original�matrix�data� (Figure�3� left).� Furthermore,�as�block�
size� increases,� the� rate� of� convergence� increases� and�final� relative� error�decreases.� However,�
while� larger�block� sizes� lead� to� faster� convergence,� they�are�more� expensive� in� terms�of� run-
time� (Figure�3� right).� In�particular,�while�a�block� size�of�100%� for�UBRK�achieves� the� same�
relative� error� as�BALS,� it� requires�more� time� to� run.� However,�BALS� is� optimal� for� small�
datasets�due� to� their�manageable� size� allowing� a�better� tradeo↵� of� runtime� for� accuracy,� as�
well�as� lower�memory� limitations.�We�will�see� in�the� large-scale�experiments�that�UBRK�has�
a�computational�advantage�over�BALS� in� larger�dimensions.

We� also� varied� the� number� of� vector-sample� iterations� amongst� 1,� 10,� 20,� and� 30�while�
fixing� the�number�of�matrix-vector� iterations�at�1000.� An� exit� condition�was� included�when�
updating�a� single� row�or� column;� the�method� exited�vector-sample� iterations�and� continued�
to� the� next�matrix-vector� iteration�when� kAS:,i���X:,ik�<� ✏.� We� found� that� for� block� sizes�
greater� than� 1,� increasing� the�number� of�vector-sample� iterations�did�not� a↵ect� the� relative�
error,�meaning� that� the� block�Kaczmarz� updates� either� converged� after� the� first� update� or�
would�have�trouble�converging�at�all.

3.2.� Large-scale� Synthetic� Data.� We� now� turn� to� a� large-scale� data�matrix�more� re-
flective� of� real�world� data,� and� increase� the� data�matrix� size� to�X� 2�R105⇥1000.� This�ma-
trix� was� generated� similar� to� our� previous� experiment.� The� factor�matrices� A� 2� R105⇥50�

and�S�2�R50⇥1000� were� generated�by� sampling� each� entry� from� {0,�1,�2,�3}�with�probabilities�
{0.97,�0.1,�0.1,�0.1}� and� {0,�1}� with� probabilities� {0.999,�0.001},� respectively.� This� resulted�
in� a� slightly� higher� sparsity� of� 99.86%� and� a� true�matrix� rank� of� 29,�which� did� not� signifi-
cantly�a↵ect�the�relative�error�to�which�the�algorithms�converged.� In� light�of�the�previous�set�
of� experiments,�we�will� fix� the� number� of� vector-sample� iterations� at� 1� since� increasing� the�
vector-sample�iteration�count�had�no�discernable�e↵ect�on�the�resulting�relative�error.
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Figure�4:� Results�of� large-scale� synthetic�data�experiments.� The�data�matrix�X�2�R105⇥1000�

is� generated� by�multiplying� two� synthetically� generated� factor�matrices.� The� percentages�
following�”UBRK”�denotes�the�percentage�of�rows/columns�sampled�per�iteration,�i.e.�UBRK�
25%/50%�means�20%�of�the�rows�of�A�and�50%�of�the�columns�of�S�were�sampled�by�UBRK.
(Left)�Relative�error�of�methods�with�various�numbers�of�matrix-vector� iterations.� (Right)�
Wall�time�of�methods.

With�a� tall�matrix,� it�may�be�useful� to�explore�asymmetric�block� sizes� -�block� sizes� that�
are�di↵erent�for�each�factor�matrix�-�to�”balance”�the�optimality�of�both�factor�matrices.�The�
results�of�these�experiments�are�depicted� in�Figure�4.

Note� that� BALS� was� terminated� at� 2000� matrix-vector� iterations� as� its� relative� error�
e↵ectively� reached� zero,� and�UBRK�was� terminated� at� 5000� iterations� for� the� same� reason�
(Figure� 4� left).� While� symmetric� block� sizes� of� 25%� and� 50%�were� slower� to� converge� to� a�
solution�than�BALS�despite�their�faster�runtimes,�they�can�still�be�advantageous�when�facing�a�
memory�limitation,�as�they�use�25%�and�50%�of�the�required�memory�for�BALS,�respectively.

However,�an�interesting�result�is�that�an�asymmetric�block�size�of�1%�of�rows�of�A�and�the�
full�S�matrix�was� comparable� in�performance� to�BALS� (Figure�4� left).� This� choice�of�block�
sizes�not�only�cuts�the�runtime�of�the�matrix�factorization�task�in�half,�but�also�requires�a�bit�
less�than�2%�of�the�working�memory�required�by�BALS.

It�is�also�important,�as�evident�in�Figure�4�(left),�to�note�that�the�runtime�of�block�size�pairs�
25%/25%� (orange)�and�1%/100%� (pink)�are�very�similar�despite� the�decrease� from�sampling�
25%� to� 1%� of� the� left� factor�matrix� (or� from� 25,�000� rows� to� 1000).� This� is� due� to� the� left�
factor� requiring�more�updates� than� the� right� factor.� Because�our�data�matrix�has�100� times�
more� rows� than� columns,� the�methods� update� the� left� factor�matrix� 100� times� for� every� 1�
update�of� the� right� factor.� As�a� result� the� increase� from� sampling�25%� to�100%�of� the� right�
factor�(or� from�250�columns�to�1000)�overshadows�the�decrease� in�sampled�rows.

The� algorithms� have� been� able� to� achieve� a� low� final� relative� error� due� to� choosing� a�
factor�rank�close�to�the�true�matrix�rank�of�the�synthetically�generated�data.�When�testing�on�
real�data,�where� the� true� rank� is�often�unknown,�our� choice�of� factor� rank�may� significantly�
a↵ect� the� relative� error� of� resulting� approximations.� This�will� be� the� case� in� the� following�
experiment.
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Figure� 5:� Results� of�Amazon� dataset� experiments.� The� data�matrix�X� 2�R128877⇥1548� was�
full�rank�with�a� factor�rank�of�50.� (Left)�Relative�error�of�methods�with�various�numbers�of�
matrix-vector� iterations.� (Right)�Wall�time�of�methods.

3.3.� Real�World�Data.� Finally,�we�compare�algorithm�performance�on�a�real-world�dataset�
from�Amazon,�which� is�publicly�available�as�part�of�Dr.� J.�McAuley’s�Recommender�Systems�
Datasets� [7,�15].�The�data�was�originally�a�dataframe�of�reviewer�IDs,�product�IDs,�time�and�
ratings,�which�we�reformatted�by�generating�a�data�matrix�with� the� reviewer� IDs�as� the� row�
indices,�product� IDs�as� the� column� indices,�and� ratings�as� the�matrix� entries.� The� resulting�
matrix�was�128877�⇥�1548�and�had�a�sparsity�of�0.99926.� Zero�entries�represented�the�absence�
of�a�rating�and�nonzero� integer�entries�ranged� from�1�to�5.

We� once� again� chose� a� factor� rank� of� 50.� However,� the� true�matrix� rank�was� 1548,� and�
this�di↵erence�will�impact�the�quality�of�resulting�approximations,�as�shown�in�Figure�5.�Both�
BALS�and�UBRK�converged�to�the�solution�at�a�slower�rate�and�converged�to�a�higher�relative�
error�at�about�0.7.� This�means� that� the� solution�was�only�able� to�capture�about�30%�of� the�
information� provided� by� the� test�matrix.� This� is� due� in� part� to� the�mismatch� between� the�
factor�rank�and�the�true�data�rank.

Similar� to� the� large-scale� synthetic�data,� sampling� the� entire�S�matrix� and� a� small�per-
centage� of�A� enabled�UBRK� to� reach� a� solution�with� final� relative� error� similar� to� that� of�
ALS,� and� to� converge� far� quicker.� In� this� scenario,�UBRK�with� less� than�maximal�S� block�
size�was�not�able�to�converge�to�final�relative�error�similar�to�that�of�BALS.

4.� Conclusions.� This�work�rigorously�compares�the�quality�and�speed�of�BALS�and�BRK�
subroutines� in� a� common� low-rank�matrix� factorization� setting.� We� explore� how� di↵erent�
combinations�of�block�sizes�for�BRK�a↵ect�its�solution�quality�and�runtime�when�compared�to�
an�BALS�benchmark.� During�this�process�we�also�observe�patterns� in�particularly�successful�
BRK�block�sizes;�sampling�most,�or�all,�of�the�smaller� factor�matrix�and�only�a�small�portion�
of�the�larger�factor�matrix�is�su�cient�for�converging�to�a�solution�similar�in�quality�to�BALS�
in� less�time.

Directions� for� future�work� regarding�Kaczmarz� subroutines� include�finding�optimal� step-
sizes,� further�theoretical�proofs�detailing�relative�error�behavior�as�the�solution�approaches�a�
local�minimum,�and�a�qualitative�comparison�between�BALS�and�BRK� solutions.� It�may�be
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that the BRK update strategy might improve factor matrix sparsity; BALS often produces
highly dense factor matrices due to the application of exact least-squares as a subroutine.
This direction needs further investigation. Future work on matrix factorization in general can
also include finding an optimal factor matrix initialization. We also plan to generalize these
techniques to tensor decompositions, where the size of the data can be extremely large and
subsampling can o↵er drastic speedup.
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