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Abstract

We propose a novel, time adaptive, strongly-coupled partitioned method for the interaction between a viscous, incompressible
fluid and a thin elastic structure. The time integration is based on the refactorized Cauchy’s one-legged ‘0 —like’ method, which
consists of a backward Euler method using a 6t,-time step and a forward Euler method using a (1 — 0)1,-time step. The bulk
of the computation is done by the backward Euler method, as the forward Euler step is equivalent to (and implemented as)
a linear extrapolation. The variable t,-time step integration scheme is combined with the partitioned, kinematically coupled
B—scheme, used to decouple the fluid and structure sub-problems. In the backward Euler step, the two sub-problems are
solved in a partitioned sequential manner, and iterated until convergence. Then, the fluid and structure sub-problems are post-
processed/extrapolated in the forward Euler step, and finally the 7,-time step is adapted. The refactorized Cauchy’s one-legged
‘0—like’ method used in the development of the proposed method is equivalent to the midpoint rule when 6 = %, in which case
the method is non-dissipative and second-order accurate. We prove that the sub-iterative process of our algorithm is linearly
convergent, and that the method is unconditionally stable when 6 > % The numerical examples explore the properties of the
method when both fixed and variable time steps are used, and in both cases shown an excellent agreement with the reference
solution.
©2022 Elsevier B.V. All rights reserved.
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1. Introduction

In realistic flow problems described by partial differential equations (PDEs), where the dynamics are not known,
or in which the variables are changing rapidly, the robust, adaptive time-stepping is central to accurately and
efficiently predict the long-term behavior of the solution. This is especially important in the coupled flow problems,
such as the fluid—structure interaction (FSI), which often exhibit complex dynamic behavior. While the adaptive
spatial mesh refinement techniques are well established and widely used, the adaptive time-stepping methods
for PDEs are less mature, needing delicate synchronization steps which involve interpolation, extrapolation or
projection. These operations can have adverse effects on the stability, and can destroy important geometric properties
of the scheme (e.g. the conservation of invariants). Even in the case of the ordinary differential equations, most
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linear multistep methods [1,2], when considered with variable time steps, do not preserve the zero-stability or
A-stability properties of the constant time step versions. For example, the trapezoidal (Crank—Nicolson) method in
the constant step case is A-stable but not B-stable [3]. However, the variable step version of the trapezoidal method
is unstable [1,4—6]. Similarly, the second-order backward differentiation formula loses zero-stability and A-stability
when used with a variable step size.

Recently, the midpoint rule was considered in an alternative, backward Euler (BE)-forward Euler (FE) formula-
tion, and was proved to be B-stable when applied with a variable time step [7]. The same was shown for a 6 —like
generalization of the midpoint rule, referred to as the refactorized Cauchy’s one-legged ‘0 —like’ method [7]. In this
work, this method is applied together with a partitioning approach to approximate the solution of the interaction
between an incompressible, viscous fluid and a thin elastic structure. To best of our knowledge, this is the first
unconditionally stable, second-order accurate, adaptive, partitioned method for FSI problems.

Adaptive time-stepping methods for FSI problems have received limited attention in the literature, especially
from the analytical perspective. A novel, adaptive time-stepping method for a monolithic FSI problem based on
the a posteriori error estimation was proposed in [8]. The error of the fully implicit scheme is estimated with the
help of an auxiliary explicit scheme. The proposed method is tested on several numerical examples. The authors
in [9] considered a nonlinear FSI problem based on the arbitrary Lagrangian—Eulerian approach and solved the
equations using an adaptive Fractional-Step-theta scheme method applied to the monolithic system. They based the
time adaptivity process on a rigorous derivation of dual-weighted sensitivity measures and heuristic truncation-
based time step control. In order to apply the dual-weighted residual method, a Galerkin interpretation of the
Fractional-Step-theta scheme was considered. The proposed methodology was tested on several numerical examples.
In [10], the interaction between a viscous fluid and a rigid body under turbulent flow was studied. The authors
combined the large eddy simulation based on implicit turbulence modeling with time—space adaptive techniques
in arbitrary Lagrangian—Eulerian framework. We also mention the work in [11,12] where a time-adaptive fluid—
structure interaction method for thermal coupling is used to model the cooling processes in heat treatment of steel.
In particular, the authors consider the surface coupling of the compressible Navier—Stokes equations bordering at
one part of the surface with the heat equation in a solid region. The fluid and the heat equation are solved in parallel
in a partitioned manner. The resulting method was empirically shown to be second-order accurate, which was used
to implement a simple time step control.

While the methods listed above have been extensively numerically verified, they have not been analyzed
numerically. Furthermore, in case of the interaction between an incompressible, viscous fluid and an elastic structure,
only monolithic adaptive methods have been considered, while many different partitioned methods have been
proposed when the time step is fixed [13-24].

In this work, we propose a novel, adaptive, partitioned algorithm for the interaction between an incompressible,
viscous fluid and a thin, elastic structure. The time discretization in the proposed method is based on the refactorized
Cauchy’s one-legged ‘0—like’ scheme [7], which is equivalent to the midpoint rule (and, therefore, second-order
accurate) when 6 = % This method is combined with a partitioned strategy, based on the kinematically coupled
B—scheme [21,25], used to separate the fluid and structure sub-problems. However, since the straightforward
application of both methods results in instabilities, in the proposed approach significant modifications are made in
order to obtain unconditional stability. Unlike the kinematically coupled B—scheme, the proposed adaptive method
is strongly coupled. The fluid and structure sub-problems are solved sequentially and iterated until convergence.
Then, the converged solutions of the two sub-problems are post-processed using an extrapolation (equivalent to the
FE scheme), and the time step is adapted. To adapt the time step, we use a local truncation error estimator based
on the solution obtained using the Adams—Bashforth two-step (AB2) method. To discretize the problem in space,
we use the finite element method. As commonly done in the literature in order to simplify numerical analysis, we
assume that the fluid is modeled using the Stokes equations, that the structure displacement is infinitesimal and that
the FSI problem is linear [17,25-27]. Using these assumptions, we prove that the sub-iterative process converges
linearly, and that the proposed method is unconditionally energy bounded, hence stable, when 6 > % An extension
to moving domain FSI problems is discussed in Section 5.4.

We note that the proposed method is novel even when considered with a fixed time step, in which case it can be
seen as a second-order extension (when 6 = %) of the kinematically coupled 8—scheme. Hence, in the numerical
examples we investigate the convergence rates of the proposed method when a fixed time step is used, as well
as the accuracy properties of both fixed and variable time-stepping versions. The results are compared with the
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Fig. 1. Fluid domain (2. The lateral boundary I" represents an elastic structure.

kinematically coupled 8—scheme, which has been shown to be first-order accurate when § = 1. Our computational
study indicates an excellent agreement between the reference solution and the results obtained using the proposed
method with both fixed and variable time steps, and provide an insight in the selection of parameters used in the
adaptive process to exploit the benefits of time step adaptivity.

While our numerical simulations are based on the finite element method, other spatial discretization techniques
can be considered. Furthermore, the refactorized Cauchy’s one-legged ‘0—like’ method with a variable time step
can be applied to monolithic problems arising from other formulations. In particular, the time integration in [28,29]
is similar to the time discretization of the monolithic system considered in this work. Hence, the proposed method
could be combined with isogeometric analysis and space—time methods for FSI.

The rest of this paper is organized as follows. The FSI problem is outlined in Section 2. The numerical
method, together with the convergence and stability analysis, is presented in Section 3. The computation of the
local truncation error is shown in Section 4, and the numerical examples are presented in Section 5. Finally, the
conclusions are drawn in Section 6.

2. Description of the problem

Let 2 c R, d =2,3 be an open, smooth set, occupied by an incompressible, viscous, Newtonian fluid, such
that 92 ="'V, UT,,, where I" represents the elastic structure, I}, represents the inlet and I,,, represents the
outlet (see Fig. 1). We assume that the flow is laminar, that the structure undergoes infinitesimal displacements and
that the fluid—structure interaction is linear. These are common assumptions in the analysis of partitioned schemes
for FSI problems [17,25-27]. Extensions to the moving domain problems are discussed in Section 5.4.

We model the fluid using the time-dependent Stokes equations in a fixed domain (2, given by

prou=V-a,p)+fr in 2 x (0, T), (2.1a)
V-u=0 in 2 x (0,7), (2.1b)
o(u, pyn = —py(Hn on I, x (0,7), (2.1¢)
o, p)n = —pou(t)n on I, x(0,T), (2.1d)
u(.,0) =u’ in £2, (2.1e)

—pI + 2uD() is the fluid stress tensor, where D(u) = (Vu + (Vu)T)/2 is the strain rate tensor and u is the
fluid viscosity. The volume forcing term acting on the fluid is denoted by f;. At the inlet and outlet boundaries,
Neumann boundary conditions Eqgs. (2.1¢)—(2.1d) are prescribed, where n denotes the outward normal to the fluid
domain boundary, and p;, and p,,, are the prescribed inflow and outflow forces, respectively. Initially, the fluid is
assumed to be at rest, as prescribed in (2.1e).

To describe the structure elastodynamics, we use a linearly elastic, lower-dimensional model, given by

pshdyn + Lon =f on I x (0, 7), (2.2a)
=0 on dl x (0, 7), (2.2b)
n(,0)=17° 87,0 =n° on I, (2.2¢)

where 5 = (1;)i=1..._a denotes the displacement, p; denotes the density, 4 denotes the structure thickness and f is a
vector of surface density of the force applied to the structure. Operator £, describes the structure’s elastic behavior.
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Specific choices of L, are detailed in Section 5. We assume that the structure is pinned at the edges (2.2b) and
initially at rest, with zero displacement from the initial configuration (2.2c).
We define an inner-product and a norm associated with the structure operator, given by

as(n, &) = (Ly, &), Inl% = as(n, ),

where (-, -} denotes the H~! x HO1 duality pairing. We assume that the operator L, : D(L;) C Hol(F) — H (D)
is a maximal monotone operator [30] , such that a Poincaré type inequality holds

Il 2y < Ce.slinlls,

and the norm || - ||s is equivalent to the H 1(I") norm. One example of such operator is the one associated with the
linearly elastic Koiter shell model used in [31].

To couple the fluid and the structure, we prescribe the kinematic and dynamic coupling conditions. The kinematic
coupling condition (no-slip condition) enforces the continuity of velocities at the fluid—structure interface, given by

u=20amn onl x(,T). 2.3)
The dynamic coupling condition enforces the conservation of momentum, given by
fi=—0c@,pn onl x(0,T). 2.4)

Egs. (2.12)—(2.4) define a linear fluid—structure interaction problem, which has a well-defined energy [20,25].

3. Numerical scheme

The proposed method is based on the kinematically coupled B-scheme proposed in [21,25], combined with
the refactorized Cauchy’s one-legged ‘0-like’ method [7]. To present the main steps of the proposed method, we
consider a general evolution equation given by

Yy ()= f@t,y1), te€a,bl

To solve this problem numerically with an adaptive time step, we apply the Cauchy’s one-legged °‘6-like’
method [32], given as follows

yn+1 _ yn
——— = f(", y") for 6, € [0, 1], 3.1)
T
where {t"}o<,<y are mesh points based on a variable time step t” such that = 4 ) and T =

t" + 6,7". Furthermore, y" denotes the approximation of a time-dependent function y at time level ", and
y™ o = g, y"*1 4+ (1 — 6,)y". We note that (3.1) differs from the classical linear multistep #—method [33]. As
shown in [7], problem (3.1) can be solved in a BE-FE fashion as

n+6p n

BE: y -) =f(t”+6",y"+0"), (32)
OnTa
n+1 n—+6y
y =y n+0y  n+6,
FE: ——— = f(¢"™, ). 3.3
Taye =™ (3.3)

Using the first equation in the second equation, the FE problem can also be written as a linear extrapolation (which
acts as post-processing), given by

1 1

n+1 n+06, n
= — n_ | — 1 .
Y 0, ( )y

We note that when 6 = %, problem (3.2)—(3.3) is equivalent to the midpoint rule [34-38], hence conserving
all quadratic Hamiltonians (e.g., mass and energy) [39,40]. Therefore, in that case, (3.2)—(3.3) is an implicit,
conservative, second-order B-stable time-stepping method. The scheme remains unconditionally B-stable for 6 €
[%, 1]. We note that the midpoint rule coincides with the trapezoidal rule when f is linear. However, the methods
differ for nonlinear f, and hence exhibit different stability properties.
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We start by rewriting the coupled FSI problem. Introducing the displacement velocity & = 9,5, the coupled
problem can be reformulated in the following way: Find u, p, n and & such that

prou =V -ou, p) in 2 x (0, T), (3.4a)
V.u=0 in 2 x (0, T), (3.4b)
osho& + Lin = —0o(u, p)n on I x(0,7), (3.4¢)
u==§&=20y on I x (0,7), (3.4d)

with the boundary and initial conditions specified in the previous section. Following the approach in [21,25], we

add and subtract the fluid stress in (3.4c). Those two terms will be evaluated at the previous time step when we
discretize in time. Using the operator-splitting, we separate the structure equation in two parts. One part is used to
approximate the structure elastodynamics, while the other part is used as a Robin boundary condition in the fluid
problem. We note that this gives us different Robin conditions than the ones used in [15,16], in part because we
do not introduce combination parameters. The partitioned method is then combined with the refactorized Cauchy’s
one-legged ‘0-like’ method (3.2)—(3.3). The proposed numerical scheme is given as follows.

Algorithm 1. Let " be the variable time step and "+ =" +6,1", for any 0, € [ 1], and for all n > 0. Given

%in 2, and 7°, £° = u|% on I', we first need to compute p p' ' u' w?in 2, and ', 9, &', &% on I with
a second-order method. A monolithic method or one of the loosely coupled methods proposed in [20,22] could be
used, among others. Then for all n > 2 compute the following:

STEP 1. Set the initial guesses as the linearly extrapolated values:

9 T” 9 T”
n+6, __ n n n n—1
No) " = (1 + T,H)" =R

and similarly for E?OJ; n u(o)e” The pressure initial guess is defined as
pn+9n — 1+ in_n + Tn_l - n—2fn_2 p"—H‘en—] _ (1 - 911—1)'[”_1 + an" n—2+46,_»
0) 1+ 9n71Tn71 _ 9/172‘5”72 1+ 9n711n71 _ 9,,721'"72

For « > 0, compute until convergence the backward Euler partitioned problem:

nn+0n nn
e+1) _ @ntby
0,T" - g(lﬁLl) on I, (a)
Solid: §ﬂ+9n — " s
(k+1) +0, 16, +6n
Ke " + Loni = —o gy " pey m on ', (b)
n
Oy
"?Kill) =0 ondl’, (c)
n+6p u"
D Hon -t n .
P K@ o™ Vol P = S ") in 2, (a)
+0n .
v u?K“rl) =0 in 2, (b)
Fluid: gt — 6050 (3.6)
(k+D) — S+ 0, nt6y 6, niby
xh# —o i, Phiyn + o @iy, pe™n - on I (o)
On On n
‘7(”?/:;1)’ pZiH))n = _pin(tn+9 n on I}, )
On On n
o.(u?/::q)’ p?fikl))n = _pout(tn+9 )n on Fout- (e)

The converged solutions

n+0y §n+0,, n+6y n+6, k=0  ni0, En-‘rﬁn un+0n n+6,
9 9 9

M) w W) Py — 1 , D
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then satisfy the coupled system:

n+6, _ an
n — n _ £11+9n on I', (a)
Solid: g — g +6 +6 +6 G7
psh L) + [zsrln "= _a,(un nv pn n)n on F’ (b)
hT"
nn+0n =0 on aF, (C)
un+6‘n —u" 46, N6 n+6 .
g~ Vo @ Iy = f ) in 2, (@
' V.t — in 2, (b)
Fluid: o — gnton onI. (¢ (3.8)
O'(lln+6ny Pn+0" )n - _Pin(tn+9" )n on Fi”’ (d)
O’(un+9n, Pn+9" n = _pollf(tn+9n n on Low. ()
STEP 2. Now evaluate the following (equivalent to solving forward Euler problems):
1 1 - 9,,
P = Q_nn+9n _ 9_;7” onI', (a)
Solid: ! 18 )
sn+1 _ Egrﬂr@n _ Tnsn on ', (b)
1 1-6
Fluid: {u"™ = 9—u”+9" - “u" in 0. (3.10)

STEP 3. Compute the local truncation error, Tn+l (for details, see Section 4), and given a tolerance, §, and parameters
Tmins Ymax and s, adapt the time step:

1
S 3
" = "' min { 7pax, Max 3 Fpin, S ( = ) . (3.11)
T+

If |77 < 8, set t"+! = 7% chose Opy1 € [%, 1], and evolve the time interval t"*? = t"*1 46, 7"*!. Otherwise,

set 7" = 7" and go back to Step 1.

Remark 3.1. The formula used to adapt the time step is based on the elementary stepsize selection algorithm (cf.
GARNIER, Mémorial de 1’ Artillerie Francaise, 1929) commonly used in locally adaptive time-stepping [37,41,42]:

1

_L_new — _L_n ( A8 )3 X
[

Numbers 7,,;, and r,,,, in (3.11) are added so that the ratio of 7" and 1" stays between these values. This type of

restriction guarantees the zero-stability of general one-leg variable step size methods (see e.g., [42—46]), and helps
to keep the time step from changing too rapidly, which is especially important in stiff problems. The coefficient
s € [%, 1) is a ‘safety’ parameter, routinely used to reduce the number of rejected time steps in the adaptive
algorithm.

Remark 3.2. We note that for 6, = 1/2 + O(z") the method is second-order accurate.

Remark 3.3. We also note that the linear extrapolations in (3.9)—(3.10) can be written as forward Euler problems.
While linear extrapolations are more desirable from the implementational point of view, in stability analysis we
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will use their forward Euler formulation, given as follows

n+l _ on+6,

n n n
N ot @
Solid: §n+l g EHG" (3.12)
Py Loyt = —e@" ™, p"")n in I, (b)
— 0, -L'n
. u'th — gt 9 6 6
Fluid: pfm —V .o(u"tn, le- ) = fF(trH- "), in 2. (a) (3.13)

Remark 3.4. While this method is based on the kinematically coupled B—scheme, there are still significant
differences between the two methods. The kinematically coupled 8 scheme is a loosely-coupled method, and hence
no subiterations are used between the fluid and the structure problems. As such, the method is unconditionally stable
and first-order accurate when 8 = 1. To achieve the second-order accuracy, adding the linear extrapolation steps
(3.9)—(3.10) directly to the kinematically coupled 8—scheme would not produce a stable method. This is due to the
splitting between the fluid and structure problems. Hence, in the proposed work, the fluid and structure problems are
iteratively solved. Moreover, in the kinematically coupled 8 scheme, the solid problem contains the fluid velocity
from the previous time step in the inertial term, which is not present in Algorithm 1.

3.1. Convergence of the partitioned iterative scheme

In the following, we will use the polarized identity, given by
2a—cb=a*>=c*—(a—b’*+b-c). (3.14)

Theorem 1. The sequences u(",:;e", 1)?,:;0”, S?KJ;Q” generated by iterations (3.5)—(3.6) converge as k —> 00:

u( ™" — u" i H'(2) N LX),

n:l:)—@n . "n+9,, in HI(F), g(nK-&;Hn _ §”+9n in LZ(F).

Proof. We begin by subtracting (3.5)—(3.6) from Egs. (3.7)—(3.8). Using notation

n+6y n+6, §  __ @antb, n+6y

e =" =i, 8, =& &L,

u n+6y +6n N +6n

Sepg =u" — "?KH)’ 8o =P — pz/ll(-‘rl)’

we obtain the following:

8
ﬁ =8, onl', (a)

Solid: { 7" . (3.15)
pshﬁ +L,(80,)) =—0@ pi™n on I, (b)

8Z+1 u V4 .

Plg -V-0(8,06.,,)=0 in 2, (a

Fluid: { V-8, =0 in 2, (b) (3.16)

u

K _Si
Psh% =08, 8 m—0(8., 8 )n onl. (c)

We note that in this case, the structure equations (3.15) are complemented with homogeneous Dirichlet boundary
conditions (2.2b), and the fluid equations (3.16) are complemented with the homogeneous Neumann boundary
conditions. We multiply (3.15)(a) by LZS(SZ +1) and (3.15)(b) by Si +1» integrate over I', and add to obtain
1 2 'Oh & 2 u &
0= o UL + 18 +/Fa<6w sm -8 .
7
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For the fluid part, we multiply (3.16)(a) by &, 41 and (3.16)(b) by 8P
the polarized identity (3.14), we obtain

«+1- Integrating over {2, and using (3.16)(c) and

Pr i su u psh (s
0= L8120y + 20IDG DIy + 55 (18 Wy = 18511

b o8 = 8y — [ 0@l 8

Therefore, the structure and fluid estimates combine to give

0= ||5"+1||s o I3y 2D G DI )+ 5 (||6 gy + 1851125 )

8 = 8 + [ ot @, o

Using again the boundary condition (3.16)(c) and the polarized identity (3.14), we have that
/ oL, 60m - (55, — 8L, )
r

p u 2 psh 3 u
o (o oLl = o6 atml ) = 52 o, s,
and therefore
P _psh
0= ”6 1||S 7j:l’l ”3 1||L2(.Q) +2I‘L”D(6 1)||L2(.Q) 29’1_’:}1 (”3 1||L2(F) + ”3 1||L2(F))
9 2 u 2
R 2.k (”‘T(SKH’ K+l)n”L2(F) - ”0(8,(, 5¢)m ”LZ(F)) .
Equivalently this can be written as
||8n+1 ”S + pf ”8 k+1 ”LZ(Q) + 2/’L9 Tn ”D(au+1)”L2(Q) (||6”+1 ”LZ([') + ||8§+1 ||L2(F))
|9 T | 2 I9nf”l 2
”‘7(8 +1s 55+1)” ||L2(F) 2 W) ” (8¢.80m ||L2(F) ’ G.17)
which ylelds that, as k ' 00, the sequences of iterations u"+9" , 17?:)9" -t converge linearly to w0, 5" +0 & n+on

respectively, in the strong topologies of HY(2)N L3, H (I') and L(Z(F) [l
Remark 3.5. By multiplying (3.17) through by p,4/|6,7"|?, we can observe that the convergence slows down as
ps or h decrease, and speeds up if p; < p,. Furthermore, the speed of convergence can be improved by decreasing
the time step. These observations agree with our numerical results presented in Section 5.

3.2. Stability-energy estimates

Denote by £V is the sum of the elastic energy of the structure, kinetic energy of the structure and kinetic energy
of the fluid

1 P
eV = EIIanlﬁ "oy + 1" 1
and by DV the fluid viscous dissipation
N—-1
DY =2u Y " ID@" M) g
n=2

The stability of the scheme presented in Algorithm 1 is given in the following theorem.

Theorem 2. Ler {(§", 9", u", p")}a<n<n be the solution of Algorithm 1, assuming that the system is isolated,
ie, fr =0, pin =0and po, = 0. Then, for 6, > 2, the method is unconditionally energy stable, and the following
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a priori energy equality holds
SN +DN +N’N — 82

where N'N denotes the numerical dissipation

@226, — 1
WY = Y = Dy 4 2
n=2

_g ”LZ(F)
P N—1
f n+1
+72<20 Dl —u" 175,
n=2

Proof. We multiply (3.7)(a) by 6, L,5"*% and (3.7)(b) by 6,& ntbn integrate over I, add and apply (3.14) to obtain
1
0= —(||n"+9" I3 = 113 + 1+ = 1)

(||;=”*9" oy = 16" 2y + 1875 = €125 1, ) + /F @, pronyg . g,
Similarly, multiplying (3.12)(a) by (1 — 6,)L,n" % and (3.12)(b) by (1 — Gn)§”+9”, we derive

1
0= g (I % = ™+ 13 — 1 — )

psh

1 Oy 1 6,
S (18 Wy = 18"y — 16" = £ 2 )

+(1 =6, / o@", pr e g
r
Hence, from the structure part, we have

1
0= s (I I3 = 1”03 = ™" = P % — 1)

psh 41 2 +1 +6n |2 +0n 2
e (T A e e T L )

+ /F o (@0, prtonyg . g
Using again the displacement equations (3.12)(a) and (3.7)(a), we have
— " =S 4 " — IS = ()26, — DIE",
while the velocity equation (3.9)(b) yields
—NE" = Doy I = £ 7oy = (20, — DIETT =" 7o

Hence the energy estimate of the structure part gives

+

n+12 n2 IO n+1 n2 ‘[”(29,1 — 1) n+6, 12
21,,(”77 15— In"l13) + 7 —(lg ”LZ([‘) 1§ ”LZ([‘)) L — 1E" " s
,0;]’1(29 n n n n
+ —zt Jjgr - g B + [ 0@, pm+onn . g+, (3.18)
r

For the fluid part, we multiply (3.8)(a) by 6,u"*% and (3.8)(b) by 6, p”+%. Integrating over {2, adding, and
using (3. 8)(c) and the homogeneous Neumann boundary conditions, we obtain

I _ 6, 6,
" VH‘ " ”LZ(Q) + ||un+ "—u ||L2(Q)>

1
0= 2L (I 122 gy = 1", — I
On\ 12 On On On
+ 20 D@2, ) — / o @, prtnn . g0

r

9
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Taking into account the flow equation (3.10), we have

1 On 112 6, 2 1
- uVH‘ " ”LZ(Q) + ||un+ "= un”LZ(Q) = (297! - 1)||u11+ —u

n
_”u ”LZ(Q)

Hence, the fluid part of the energy estimates gives

0= 2 L (12 ) — 125 ) + Wuu”1 — U320 + 20ID@) 125,
_ /F a,(unJr@n’ p"*g”)n .§n+9n_ (3.19)
The structure (3.18) and fluid (3.19) estimates combine to give
0= %(II?}"“ IS — " 1I5) + g COE™ oy = 18" 172 ) + L||as"+9"||
+ %W“ — "7+ 2” L (™ 122, — 1" 125)
+ W "t — w175 ) + 201 D@ - (3.20)

Summation from n = 2 to N — 1 and multiplication by t” yields the desired estimate. [
Remark 3.6. We note that when 6, = %, for all n, we have NN = 0, and the method is conservative.

Corollary 1. Let {(§", 0", u", p")}2<n<n De the solution of Algorithm 1, assuming non-zero volume and boundary
forcing. Then, for 6, > %, the method is unconditionally energy stable, and the following a priori energy inequality
holds

1
EN 4 DY+ NV < &4 T,
where FN denotes the forcing terms

Cy Cy C
FN = =05 + 1P sy + = N Pour "D -
W w %
Proof. The main steps of the proof are the same as in Theorem 2. We estimate the additional terms due to non-zero
volume and boundary forcing as follows. Using the Cauchy—Schwarz, trace, Poincaré and Korn inequalities [31],
we have

/ff(t11+9,1) . un+6,, _/
I".

in

p[n(tn+9")u"+0" -n— / pout(tn+9n)un+0n -n
Lout

Cz CZ
n+6, X n+6y, - n+6y
Ilf ) + NP M,y + 2P0,

+ unD(u"*Q")an(Q). (3.21)

Combining (3.21) with (3.20), summing from n =2 to N — 1 and multiplying by t”* proves the Corollary. [

4. Computing the local truncation error

The time step adaptivity can be implemented in numerous ways (see e.g. [47]). In this work, we compute the local
truncation error using the Milne’s device [48-50], i.e., the difference between the second-order midpoint solution,
denoted by y,’;fjpaim, and a second-order approximation given by a formula similar to the explicit Adams—Bashforth
two-step (AB2) method, denoted by yzglz. The difference between this method and the classical AB2 formula is that
the function values are evaluated at half-times, as described in [7]. The solution obtained using the AB2 method is

computed as
nil _ n(tn —i—‘L’n_])(‘L'” -|—T"_l _,’_.L,n—2) n_ltn(.’:n —i—‘L’”_l _,’_.L.n—Z) - .L.n(l.n _,’_.L,n—l)
Yap2 = .[nfl(.,:nfl + .L-an) - n—lgn=2 +y .L-n72(.cn71 + .L-n72)'
10
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The local truncation error for the AB2 method, under localization assumption [47,51], can be written as

1 1 n—1 n—1 n—2
Tiis =@y @ )R",  where R'=—+ <1 + 1 ) (1 241 ) : (4.1)
-[n

248 T T
The local truncation error for the midpoint method, as well as the ‘6-like’ method for 6, = % + %(r”)z, is given by
. 1
Tn+1 — ﬁ(_L,n)Sy///(tn-',-%) + O((T”)S).
Using (4.1), the local truncation error of the midpoint method can be written as
A 1
Pl ( nl n+1> . 40
ymtdpomt yA32 1 _ 1/(24Rn) ( )
This relation will be used to compute the local truncation error in Step 3 of Algorithm 1.

5. Numerical examples

For the spatial discretization of Algorithm 1, we use the finite element method with uniform, conforming meshes.
The problem is implemented in the finite element solver FreeFem++ [52]. We investigate the performance of the
proposed method in four numerical examples. In the first example, we study the convergence rates of Algorithm |
when used with a fixed time step on a benchmark problem based on the method of manufactured solutions. We
also compare the average number of iterations in the sub-iterative process needed by Algorithm 1 and two other
strongly-coupled schemes commonly used in the literature. In the second example, the adaptive time-stepping is
applied on the same benchmark problem. In the third example we consider a benchmark problem describing pressure
propagation in a two-dimensional channel commonly used to test FSI solvers, and compare different fixed and the
variable time-stepping approaches. Finally, in the fourth example, we consider a moving domain, lid driven cavity
with a flexible bottom, and present an extension of Algorithm | to moving domain FSI problems.

5.1. Example 1

In this example, we assume that the time step is fixed, and study the convergence rates of Algorithm 1. For this
purpose, we use the method of manufactured solution. The fluid domain is defined as {2 = (—0.5, 0.5) x (0, 1), and
I' =(—0.5,0.5) x {1} represent the structure domain.

We model the structure using a thin wall model defined on I', which is based on the elastic Koiter shell
model [21], where the 4th order derivative is neglected. The model accounts for both tangential (horizontal) and
transverse (vertical) displacements 7, and 7,, and is given by

pshattnx - CZaxr)y - C38xxnx = fs,xv (51)
)Oshattny + Co’ly - Claxxny + Cr0xmy = fs,y~ (5.2)
We note that due to the fluid—structure coupling, we have f; = —an. The exact solutions are given by
i 1073¢" sin(rx) sin(y) ]
ref — ref ref\T — tCOS T
n 1 ™) -1 3 ¢ cos(mx) (psh sin(y) + Cs?sin(y) + pur cos(y)) |
w(Cy — ) i
[ 1073¢ sin(7rx) sin(rry) ]
ref _ cref ref\T _  cos
“ s ™) —10‘36—(7”) (pshsin(y) + Cam® sin(y) + pur cos(ry)) |
L w(Cy — ) i
. 32u"e! 8u;ef au"’
P’ = (psh + Coyuy = Cr——=- + Co—— +2u—"—,
’ ax ax ay

using which the forcing term f; is computed. We note that the exact solutions satisfy the coupling conditions
Egs. (2.3)—(2.4). Based on the exact solution, we impose Dirichlet boundary conditions on the bottom of the
fluid domain, and Neumann boundary conditions on the sides. We also impose homogeneous Dirichlet boundary
conditions for the structure. The parameters used in this problem are py = p; =h =Co=C; = C, = C3 =1 and
@ = 0.5. The problem is solved until the final time 7 = 10 is reached.

11
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Fig. 2. Relative errors for the structure displacement (top-left), structure velocity (top-right), and fluid velocity (bottom) obtained using
e=10"*

To discretize the problem in space, we use P, elements for the fluid velocity and solid displacement and velocity,
and P, elements for the pressure. In order to compute the rates of convergence of our scheme, we first define the
errors for the solid displacement and velocity, and fluid velocity, respectively, as follows

ool — Hﬂ - 'lref ”é ref _ ”‘E - Eref ||L2(F) ref _ ”” —u! ||L2(!2)

_— = s = - s (5.3)
! lner|2 ) 1 | 2 " Jwrer |20,

where

Ill5 = Calldeme + 0y 117y + (€3 = CNenc 32y + (Co = CDly 72y + Cilldeny 12 -

The sub-iterative portion of Algorithm 1, defined by Egs. (3.5)—(3.6), is computed until the relative errors between
two consecutive approximations for the fluid velocity, structure velocity and displacement are less than a given
tolerance, €. In the first test, we set € = 10~ and use the following set of discretization parameters

’

0.02 0.25)°
2i ’ 2i

{r, Ax} = {
i=0
where Ax is the mesh size. Fig. 2 shows the convergence rates obtained using different values of 6. We note that
the second-order convergence is expected when 6 = % because in this case the refactorized Cauchy’s method
corresponds to the midpoint rule. For 6 = %, we observe a second-order convergence for all the variables when
the values of t are large. However, for the smallest value of 7 used in this example, sub-optimal convergence is
observed in the fluid and solid velocities, while the structure displacement even exceeds the convergence rate of
2. As 6 begins to increase, the rates start to deteriorate, approaching first-order convergence. We note that when

6 = 0.5, the errors are the smallest, which is especially apparent in the structure velocity.
12
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Fig. 3. Relative errors for the structure displacement (top-left), structure velocity (top-right), and fluid velocity (bottom) obtained using by
decreasing € at the same rate as 7.
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Fig. 4. Average number of sub-iterations obtained for different values of & when € = 10~* (left) and when € is changing at the same rate
as T (right).

To improve the sub-optimality observed in Fig. 2, we repeat the previous simulations, but this time we decrease
the tolerance € at the same rate at t. In particular, we use the following set of parameters

207 28 2
Fig. 3 shows the convergence rates across different values of 8. We note when 6 = 0.6, 0.7, 0.8 and 0.9, the errors
for all the variables are almost identical to those in Fig. 2. The errors also stay similar when 8 = 0.5 and 7t is
large. However, in this case smaller errors are obtained when # = 0.5 and 7 = 3.125 - 1073, yielding the expected
second-order accuracy for all the variables.
While computing the rates of convergence, we also calculated the average number of sub-iterations needed in
the iterative part of our method. Fig. 4 shows the results obtained using € = 10~ (left), and the dynamic update

0.02 025 1074)°
{T9Ax56}:{_,_,_} .
i=0

13
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Table 1
Example 1: The number of iterations required by the proposed method (Algorithm 1), the
Robin—-Neumann (RN) method and the Robin—Robin (RR) method [16] for different parameter

values.

T Ax PF s € RN RR Algorithm 1
1.25-1071 107! 1 1 104 9 5 5.2
6.25-1072 107! 1 1 10~ 6 5 4.1
1.25-107! 5.1072 1 1 1074 12.9 6 42

1.25- 1071 107! 10 1 10~ 9 9 5.2
6.25-1072 107! 1 10 104 4 4 3.1
6.25-1072 107! 1 1 1073 7 4 4

of €, where € is decreased at the same rate as 7. We note that in both cases, the average number of sub-iterations
decreases with t. For the smallest value of 7, the number of sub-iterations averages around 3 when € is fixed, and
4 when € is changing, for all values of 8. We also note that the number of sub-iterations increases with 6, leaving
0 = 0.5 an excellent choice since it features the smallest number of sub-iterations, as well as the best accuracy.
Across all values of 6, a slightly larger number of sub-iterations is needed when ¢ is dynamically changing.

We compared the average number of iterations needed by Algorithm | and other commonly used strongly-coupled
schemes in the literature. In particular, we considered the Robin—-Neumann method and the Robin—Robin method
described in [15,16]. The comparison of the results across different parameter values is shown in Table 1. We note
that & = 0.5 was used in Algorithm 1. For most values considered in Table 1, a smaller number of sub-iterations
is required by Algorithm | than by the Robin—Neumann and Robin—Robin methods.

5.2. Example 2

In this example, we consider the same setting as in Example 1, but we adapt the time step dynamically throughout
the simulation instead of taking a fixed value. To adapt the time step, we compute the local truncation error for the
fluid velocity, u, and the structure displacement, , according to formula (4.2). In particular, the local truncation
error is computed for uy, uy, n, and n,. The norm of the local truncation error is then computed in the L%-sense,
separately for the velocity and displacement. In particular, we compute

1 1
. R R 2 R R R 2
1 = ( [ e (TL:T)Z) R = ( [ gy (T:W) . (5.4)
2 : r - :
We first test the performance of the method by defining the local truncation error as
171 = max{| T 1T
The initial time step is 7° = 107! and tolerance § = 10~* is used. As in the previous example, T = 10. We take

e = 107, Ax = 0.025,5 = 0.95, rpyin = 0.2, Fppar = 1.5 and 6 = %, and start the time adaptation process after
10 iterations. The parameter values are the same as in Example 1. Fig. 5 shows the evolution of ||f"u|| (top-left)
and ||7A”,, | (bottom-left), as well as the evolution of the time step (top-right) and the number of trials needed at each
iteration (bottom-right). To better illustrate the behavior of the local truncation error, ||fu || and ||7A",7 | are shown on
the interval [1.45, 1.57]. Due to the slow decrease of ||f‘u||, the time step rapidly drops, and at time ¢t = 1.57 is
equal to 5.68 - 10733, In the next iteration, the time step keeps decreasing and the algorithm stops when it becomes
too close to zero. Before the simulation breaks, seven trials are needed on average at each time step in order to
obtain ||7A"’1+1 || < é. In contrast to ||fu||, ||f‘,,|| exhibits much faster convergence to zero.

Since the ||]A"u’“rl || dominates ||7A‘,;”'l I, a similar dynamics is also observed when the local truncation error is
defined as

1
1= (I )
Hence, we define the local truncation error as

mn+1 7 1
7" =017,
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Fig. 5. Left: The local truncation errors for the fluid velocity (top) and the structure displacement (bottom). Right: Time evolution of the
time step (top) and the number of trials in each time interval (bottom). The results were obtained defining the local truncation error as
I = T,
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Fig. 6. Left: The local truncation errors for the fluid velocity (top) and the structure displacement (bottom). Right: Time evolution of the
time step (top) and the number of trials in each time interval (bottom). The results were obtained defining the local truncation error as
N+ = 2.

and perform numerical simulations using parameters 0 =107, s = 0.95, rpin = 0.2, Fypar = 1.5, 8 = 2107,

€ = 107*, Ax = 0.025, and 6 = % As in the previous example, 7 = 10, and the time adaptation starts after 10
iterations. We note that a smaller value of § is used here compared to the previous case because ||T,7”+1 | is smaller

than || 77+!||, as shown in Fig. 5.
The local truncation errors ||Tu’"H || and ||T,7’“rl || obtained with this choice of ||7,.1]|, as well as the evolution of

the time-step and the number of trials are shown in Fig. 6. Looking at the left panel, we observe that both ||7A"uthl I
and ||7,*"|| remain bounded, even though ||7,;*"|| was not included in the computation of [|7"*'||. The number
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Table 2

o . ref ref ref
Relative errors e, , e, €1
Algorithm 1 with a fixed time step, Algorithm 1 with a variable time step and fixed € and Algorithm 1 with a
variable time step and variable €.

and e:,e'f obtained using the kinematically coupled B—scheme [21,25],

- ref f f f

§=2-1073 e e e ey

Kinematically coupled S—scheme 9.51-1073 8.62-1072  3.14.1072 3.24 1072
Algorithm 1 w/fixed time-step 1.63-1073 2.49-1073 1.35-1073 1.37-1073
Algorithm | w/adaptive time-step and fixed € 2.65-1074 2.87-1074 3.16-1074 5.47-1074
Algorithm 1 w/adaptive time-step and e 2.65-107* 2.86-107* 3.16- 1074 5.47-1074
§=2-107° e egef e:]L‘Z o e:,ef

Kinematically coupled S—scheme 7.16-10~* 1.70 - 1072 5.14-107* 1.04-1073
Algorithm 1 w/fixed time-step 1.47-107%  290-107*  244-107*  5.14-107*
Algorithm 1 w/adaptive time-step and fixed e 3.98.107° 2521074 2461074 5291074
Algorithm 1 w/adaptive time-step and € 3.98-107° 2.52-1074 2461074 5.29-1074

of trials is greater than one only three times in the first part of the simulation, as shown in the bottom-right panel.
After that, only one trial is needed for the rest of the simulation. The time step, shown in the top-right panel, is
decreasing throughout the simulation, albeit slowly toward the end. The time step at the end of the simulation is
equal to 1072, Since both || f“u"“ | and | f”ﬂ"H | remain bounded in this example, the time step evolution is reasonable
and the number of trials is low, we use || T+l I = ||7A"ﬂ'“rl || in the remainder of the paper.

Since it was shown in Section 5.1 that the tolerance, €, used in the sub-iterative part of the algorithm needs to be
varied together with the time step in order to retain a second-order convergence rate, we also test the performance
of the method using the same parameters as in the previous case, but this time adapting € together with the time
step. However, we set an upper bound on € to preserve the accuracy of the sub-iterative solution. In particular, we
set

€™ = min { €" min 3 7yax, Max 3 Fpin, S (L) ’ L0t (5.5)
17+

and adapt it together with the time step. We perform numerical simulations by using both fixed and adaptive values
of €, and the adaptivity tolerances § = 2 - 107> and 2 - 1073. In each case, we count the total number of trials
needed in the adaptive algorithm, and then perform simulations using Algorithm | with a fixed time step obtained
by dividing the final time by the total number of trials. Using the same time step, we also perform simulations
using the kinematically coupled S—scheme [21,25]. At the end of each simulation, we compute the relative error
between the approximated and the exact solution. For this purpose, in addition to errors defined in (5.3), we also
introduce the L2—error for the structure displacement, defined as

ref |ln — ! ”iZ(r)
Y T m—
R H e/ “iZ(F)

Table 2 shows a comparison of the relative errors obtained using the kinematically coupled B—scheme,
Algorithm 1 with a fixed time step, Algorithm 1 with a variable time step and fixed €, and Algorithm 1 with a
variable time step and variable . When 8§ = 2 - 1073, the errors obtained using the adaptive time-stepping are by
an order of magnitude smaller than the errors obtained with methods that use a fixed time step. For a smaller value
of 48, the adaptive time-stepping still gives better approximations of the fluid and solid velocities. However, errors
for the displacement obtained using Algorithm 1 with fixed and variable time-stepping are comparable, but still
significantly smaller than the ones obtained by the kinematically coupled B—scheme. We also note that for both
values of §, the errors obtained using the adaptive algorithm with fixed and variable € are nearly identical.

5.3. Example 3

In this example, we consider a classical benchmark problem describing the flow in a two-dimensional channel
with a deformable wall. The fluid domain is 2 = (0, L) x (0, R), where L = 5 cm and R = 0.5 cm. We assume

16
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Table 3

Fluid and structure parameters used in Example 3.

Parameters Values Parameters Values
Fluid density py (g/cm3) 1 Dyn. viscosity u (dyn s/em?) 0.035
Wall density ps (g/crn3) 1.1 Wall thickness A (cm) 0.1
Young’s mod. E (dyn/cm?) 0.75 x 10° Poisson’s ratio v 0.5

that the top boundary is deformable, allowing only deformation in the radial direction. Hence, n = (0, 1,), and the
structure dynamics is described by
pshatrny + Coﬂy - Claxxrly = fs,y9

where
hE hE
= T, Cl =
R%(1 —v?) 2(1 +v)
and E and v denote the Young’s modulus and Poisson’s ratio, respectively. We assume that the structure is fixed at
the edges. At the bottom fluid boundary we prescribe symmetry boundary conditions, given by

u, =0, du,=0.

Co

The flow is driven by prescribing a time-dependent pressure drop at the inlet and outlet sections, as defined in
(2.1¢c)—(2.1d), where

Pmax [1 cos (2m>:| if t <1,
- - ) 1 — btmax
pin(t) = 2 Tmax s Pout = O’ (56)

0, if t > tax

for all ¢+ € (0, T). The pressure pulse is in effect for #,,, = 0.003 s with maximum pressure p,,, = 1.333 x 10*
dyn/cm?. The final time is T = 10 ms. The fluid and structure parameters, which are within physiologically realistic
values of blood flow in compliant arteries, are given in Table 3. In this example, we set 6 = % and initial tolerance
€’ = 107, which is afterwards updated dynamically according to (5.5).

We use P, — P; elements for the fluid velocity and pressure, respectively, and P, elements for the structure
velocity and displacement on a mesh containing 16,000 elements in the fluid domain and 400 elements in
the structure domain. The problem is solved using Algorithm 1 with both fixed and adaptive time steps and
the kinematically coupled f—scheme [21,25]. The results are compared to the reference data, obtained using a
second-order monolithic scheme.

We first solve the problem using Algorithm | with an adaptive time step. We use 8 = 4 - 107*, s = 0.95, ryin =
0.2, 7pax = 1.5, and the initial time step of t° = 2 - 107*, resulting in 46 trials. Dividing the final time
(T = 0.0101922) with the number of trials, we get the time step of 2.216 - 10~*, which is used in the fixed
time-stepping version of Algorithm 1 and the kinematically coupled S—scheme. For the monolithic method, the
time step is obtained by dividing the final time by 1000. The evolution of the variable time step, compared to the
value of the fixed time step obtained using this process, is shown in the top-left panel of Fig. 7. We observe that due
to the number of rejected trials, the value of the constant time step is smaller than the values of the variable time
step during most of the simulation. Therefore, to reduce the number of rejected trials, and to decrease the range of
the possible ratios between two consecutive time steps (which is more appropriate for stiff problems such as this
benchmark), we repeat the simulation using § = 4 - 10~%, s = 0.85, ryyin = 0.5, Fipax = 1.2, starting from the same
initial time step of 7% = 2. 107*. The comparison of the time step evolution of the variable time step and the fixed
time step, shown in the top-right panel of Fig. 7, indicates that in this case, the variable time step is initially larger
than the fixed time step, but as the inlet pressure reduces to zero, the variable time step becomes smaller than the
fixed one.

The structure displacement, and pressure and axial velocity at the bottom boundary, at the end of the simulation,
are shown in Fig. 8. The values obtained using s = 0.95, r,y;n = 0.2, rjpexy = 1.5 are shown in the left panel and
the values obtained using s = 0.85, r;, = 0.5, ey = 1.2 are shown in the right panel. In the case shown in the
left panel, the fixed time step is smaller than the variable time step most of the time, so the results obtained using
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Fig. 7. Comparison of the variable and fixed time steps obtained using s = 0.95,r,in = 0.2, rpax = 1.5 (left) and s = 0.85, rpin =

0.5, rmax = 1.2 (right). The top row is obtained with tolerance § =4 - 10~*, and the bottom row with § = 1075.

the fixed time-stepping version of Algorithm | are slightly closer to the monolithic results than the ones obtained
using the variable time-stepping. When parameters s = 0.85, ry;, = 0.5, rpqr = 1.2 are used, the results obtained
using the variable time-stepping are improved, providing a slightly better agreement with the monolithic method
than the ones obtained using the fixed time step. In both cases shown in Fig. 7, the results obtained using the fixed
and variable time-stepping versions of Algorithm 1 only slightly differ, and are very close to the monolithic ones
even though relatively large time steps are used. Furthermore, they provide a significantly better agreement than the
ones obtained using the kinematically coupled §—scheme.

We repeat the tests performed in this example by taking a smaller tolerance, § = 107>, and starting from a smaller
initial time-step, 7% = 5. 107>, As in the previous example, parameter sets s = 0.95, r,pin = 0.2, Fnax = 1.5 and
s = 0.85, rpin = 0.5, rpax = 1.2 are used. The time evolution of the variable time step is shown in the bottom panel
of Fig. 7. The comparison of the structure displacement, and pressure and axial velocity at the bottom boundary
obtained using the two parameter sets are shown in Fig. 9. We observe that the results obtained using Algorithm 1
provide an excellent agreement with the monolithic scheme. Even though there are instances where the fixed or
variable versions of Algorithm 1 give slightly better approximation, overall both approaches are very close together
for both sets of parameters.

5.4. Example 4

In this example, we consider a moving domain, lid driven cavity with a flexible bottom. A similar problem, but
with a different structural model, was previously studied in [53]. The fluid domain is a square with dimensions
100 cm x 100 cm. At the top boundary, a periodic velocity is prescribed by

2t
u, = 100 (1 — CosS <%)) cm/s, u,=0.

At each side, the first five nodes from the top are unconstrained to allow free inflow and outflow of fluid, so that the
structural displacement is not constrained by the fluid’s incompressibility [54]. At the remaining nodes on the left
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Fig. 8. Comparison of the structure displacement (top), pressure at the bottom boundary (middle) and axial velocity at the bottom
boundary (bottom) obtained using Algorithm 1 with a variable time-step, Algorithm 1 with a fixed time-step, the kinematically coupled
B scheme [21,25], and a monolithic scheme. Algorithm | with a variable time-step was solved using s = 0.95, rjin = 0.2, rpax = 1.5 (left)
and s = 0.85, ryin = 0.5, rmax = 1.2 (right). In both cases, tolerance § =4 - 10~* is used.

and right sides, the no-slip boundary conditions are imposed. The bottom boundary represents an elastic structure
which deforms only in the vertical direction, i.e., n = (0, n,), modeled by

,Osh3n7’ly - Claxxny = f:v,y»

where
hE

T 20+

and E and v denote the Young’s modulus and Poisson’s ratio, respectively. We assume that the structure is fixed at
the edges. To model the fluid flow, we use the Navier-Stokes equations. The parameters used in this example are
given in Table 4.
The fluid velocity and pressure are discretized using P, —IP; elements, while P, elements are used for the structure.
The problem is solved on a uniform 50 x 50 element mesh. The final time is 7 = 32 s. For the time adaptivity, we
use s = 0.85, rmin = 0.5, Fmax = 1.2 and 8§ = 2- 107, The fluid and structure subproblems are iteratively solved in
the BE part of the algorithm until the tolerance of € = 10~* is reached. The problem is solved using 6 = 0.5.

To deal with the motion of the fluid domain, we use the Arbitrary Lagrangian—Eulerian approach. The extension
of Algorithm 1 to moving domain problems is outlined in Fig. 10.

Ci
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Fig. 9. Comparison of the structure displacement (top), pressure at the bottom boundary (middle) and axial velocity at the bottom
boundary (bottom) obtained using Algorithm 1 with a variable time-step, Algorithm 1 with a fixed time-step, the kinematically coupled
B scheme [21,25], and a monolithic scheme. Algorithm | with a variable time-step was solved using s = 0.95, rjin = 0.2, rpax = 1.5 (left)
and s = 0.85, ryin = 0.5, rmax = 1.2 (right). In both cases, tolerance § = 1073 is used.
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Fig. 10. The extension of Algorithm 1 to moving domain problems.

Fig. 11 shows the structure displacement in the center of the domain over time. One can see that the periodic
regime is quickly reached. The solution obtained using Algorithm | with an adaptive time step is compared to the
solution obtained using Algorithm 1 with a fixed time step. An excellent agreements is observed.

The evolution of the time step is shown in Fig. 12. We note that the time step also reaches an almost periodic
regime, allowing the time step to oscillate between 0.0065 and 0.0292. With these values, the number of trials
remains low, as shown in Fig. 13. In particular, in most cases, one trial is enough to advance in time, while
occasionally two trials are needed, resulting in the average number of trials equal to 1.017.
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Table 4

Fluid and structure parameters used in Example 4.

Parameters Values Parameters Values
Fluid density py (g/cm?) 1073 Dyn. viscosity u (dyn s/cm?) 0.1
Wall density ps (g/cm3) 0.5 Wall thickness & (cm) 0.2
Young’s mod. E (dyn/cm?) 2.5 x 10* Poisson’s ratio v 0.4

variable 7
== fixed T

displacement
o
(6]

0 5 10 15 20 25 30
time

Fig. 11. The displacement at the center of the domain over time obtained using Algorithm 1 with variable (solid red line) and fixed (dashed

blue line) time stepping. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)

0.04

0.02

time step

0 1 1 1 1 1 1
0 5 10 15 20 25 30
time

Fig. 12. The evolution of the time step versus time.

number of trials

0 5 10 15 20 25 30
time

Fig. 13. The number of trials versus time.

6. Conclusions

We proposed a novel, adaptive, strongly-coupled partitioned method for the interaction between an incompress-
ible, viscous fluid and a thin elastic structure. The proposed method is based on the refactorized Cauchy’s one-legged
‘0 —like’ method and the kinematically coupled S—scheme. The fluid and structure sub-problems are first solved
sub-iteratively until convergence, and then linearly extrapolated. This process yields a second-order convergence rate
when 6 = % We proved that the sub-iterative process is linearly convergent, and that the method is unconditionally
energy bounded/stable provided 6 > %

The algorithm is computationally tested on four numerical examples. We note that the proposed method is novel
even when it is considered with a fixed time step, in which case it can be seen as a second-order extension of

the kinematically coupled S—scheme when 8 = 1. Therefore, in the first example, we studied the accuracy of the
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algorithm used with a fixed time step on a benchmark problem based on the method of manufactured solutions.

We confirmed a second-order convergence rate when 6 = % and the tolerance used in the sub-iterative process is

changed dynamically with the time step. We also showed that the average number of sub-iterations between the
fluid and structure sub-problems is smaller than the one obtained by other strongly-coupled methods commonly
used in the literature for most of cases considered in this study.

In the other examples, we applied the proposed algorithm using both fixed and adaptive time steps, and the
proposed algorithm is extended to model a moving domain FSI problem in the last example. Our results indicate
that the variable time-stepping approach can have a significant advantage over a fixed time-stepping when larger
adaptivity tolerances are used, yielding larger time steps, especially in less stiff benchmark problems. In stiff
problems, to obtain a better performance, the parameters used in the adaptivity process need to be changed to reduce
the ratio between two consecutive time steps, as well as the number of rejected trials. In all examples considered in
this study, the approximations obtained using fixed and variable time-stepping versions of Algorithm 1 are nearly
indistinguishable when the adaptivity tolerance is small, and provide an excellent agreement when compared to the
reference data.
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