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Abstract—In the last decade, there have been great advance-
ments in virtual reality (VR) resulting in its availability for ev-
eryday consumers. As VR becomes more ubiquitous, there is an
opportunity to utilize this technology to create intuitive operator
interfaces for interaction with complex dynamic systems, such
as humanoid robots. As evidenced in the DARPA Robotics
Challenge (DRC), current interfaces for humanoids primarily
use a standard computer setup with monitor, keyboard, and
mouse requiring operators to process 3D data with 2D devices.
And although these interfaces can be very capable in operating
a robot, they are often complex and require expert operators
as well as extensive training. However, this paradigm can be
changed with VR by allowing operators to visualize and interact
with 3D data in a 3D environment, allowing for a more natural
interaction. In this paper, we present our work on converting
a typical interface to a virtual reality interface for NASA’s
humanoid robot, Valkyrie. We compare our standard computer
interface and our VR interface for Valkyrie, as well as the
shared control planners and system architecture that make our
interfaces possible. The goal of this work is to better understand
the utility of virtual reality interfaces and how they can be
employed in human-supervised robot applications so that we
may move towards more intuitive and easy-to-use interfaces for
control and interaction.
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1. INTRODUCTION

Supervisory-control interfaces are an important aspect for
robot operations in extreme environments, such as disaster
response, nuclear decommissioning, and space exploration,
as you often want a human-in-the-loop to help evaluate and
make decisions for critical objectives of a task at hand [1].
However, the majority of current interfaces for such envi-
ronments rely on computer monitors to display information
and keyboards, mice, or joysticks to interact with the system.
These approaches force operators to process and interact with
3D data with 2D devices, which can increase the workload for

978-1-7281-7436-5/21/$31.00 (©2021 IEEE

Figure 1: VR interface designed for human-humanoid inter-
action.

operators and are often cumbersome to use.

Virtual reality (VR) provides an opportunity to change this
paradigm by allowing operators to visualize and interact with
3D data in a 3D environment. In fact, VR is already being
used in robot-assisted surgery and there have been numerous
studies that investigate using 3D views over 2D views in this
context and have shown that 3D views outperform 2D views
[2-4]. However, although VR has demonstrated utility in
operator processing of 3D data, its usage has still yet to be
widely adopted in other robot interfaces. This is likely due
to the fact that, even though virtual reality technology has
been around since the 1960s [5], it is just in the past decade
that there have been rapid advancements in the field to where
VR devices with immersive visualization and 6 DOF tracking
are now commercially available and relatively affordable.
With these advancements, it is now more feasible to create
VR interfaces for interacting with robots. This capability
allows for the opportunity to create more natural and intuitive
interfaces over traditional interfaces for supervisory-control.

In this paper, we present our work on developing supervisory-
control virtual reality interfaces for humanoid robots using
NASA’s humanoid robot, Valkyrie, as our validation plat-
form. To accomplish this, we first created a simplified
traditional 2D interface that was modeled after several of
the interfaces developed for the DARPA Robotics Challenge
(DRC). Next, we developed a virtual reality interface, as
seen in Figure 1, that utilizes the same planners and control
methods as the traditional interface so that both interfaces
provide the same functionality and only vary in interaction
techniques and data visualization. The ultimate goal of this
research is to better understand virtual reality interfaces for
humanoid robots so that we may move toward more intuitive
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Figure 2: Team WPI-CMU operator room at the DRC.

and easy-to-use interfaces.

The paper is organized as follows. We will first discuss the
prior research in the areas of traditional interfaces and virtual
reality interfaces in Section 2. Next, we quickly describe
the hardware and system architecture used for both interfaces
in Section 3. Then we will describe our 2D interface and
planners used that lay the foundation for the VR interface in
Section 4. Following, we will present the current iteration of
our VR interface in Section 5. Finally, we will discuss the
next steps for this work and other areas to still explore to sup-
port the continued development of virtual reality interfaces
for humanoid robots in Section 6.

2. BACKGROUND

The DARPA Robotics Challenge (DRC) was aimed at accel-
erating progress in human-supervised autonomy for robots
used in humanitarian aid and disaster relief, which led to
improvements in supervisory-control interfaces, specifically
for humanoid robots [6,7]. Although the interfaces developed
for the DRC enabled the operators to complete the challenge
tasks, they were very complex and often required multiple
operators to help process all the data. Figure 2 shows team
WPI-CMU’s operator room during the DRC, which utilized
a total of five passive and active operators and four different
workstations. Most other teams had similar setups. Addition-
ally, almost all of the teams exclusively used traditional input
devices and data displays, including monitors, keyboard,
mice, game controllers, switch boards, etc [6,8,9]. VR has
the potential to help reduce the complexity of these interfaces
by immersing the operator in a 3D environment to visualize
and interact with 3D data rather than traditional interfaces
which only allow for visualization and interaction on a 2D
level. However, at the time of the DRC, VR devices were just
starting to become available to developers. Team ViGIR did
use a VR headset for data visualization to assist in situational
awareness but had no interaction capabilities [10].

Since the DRC, VR has become widely commercially avail-
able which has led to an increase in the development of
VR interfaces for robots [11]. Several works of research
have compared VR interfaces with traditional interfaces and
overall have shown that they reduce task completion time,
lower operator workload, and are considered more usable

and likable among users [12-14]. However, most of the
research so far has focused on developing direct teleoperation
interfaces where an operator controls a robot manipulator,
by either directly or indirectly tracking human movement to
signal where the robot’s end-effector should go, or navigates
a mobile robot, by using a joystick or similar devices [12,13].
These types of interfaces require the human to be always
involved with the robot operations and ultimately do not take
advantage of autonomous behaviors or planners the robot
may have, such as motion planners or waypoint navigation.
It has been found though that by operating a robot with
positional control, i.e., placing waypoints for the robot to
traverse through, over direct teleoperation control, where the
operator’s movements are linked to the robot’s movement,
can lead to an increase in accuracy and faster completion
times [15]. Furthermore, there is little development so far on
VR interfaces for bipedal humanoid robots. [16] defines a sys-
tem architecture that utilizes a VR headset, VR controllers,
and an omnidirectional treadmill to create a fully immersive
teleoperation interface to operator a humanoid robot, but their
system is a telexistence one with the goal of providing a real-
time sensation to the human of being in another place and
not one where the robot and operator work together. The aim
of this work is to continue development in VR interfaces for
operating robots by presenting our VR interface for Valkyrie
that utilizes supervisory control elements and is based on a
traditional 2D interface modeled after the ones seen in the
DRC.

3. SYSTEM ARCHITECTURE

Valkyrie is a 32 degree of freedom (DOF) humanoid robot
designed by NASA’s Johnson Space Center and was origi-
nally designed to compete in the DRC Trials in December
2013 [17]. The robot consists of 5 major mechanical sub-
assemblies: two 7 DOF arms, two 6 DOF legs, and a torso
that consists of a 3 DOF waist and 3 DOF neck. Additionally,
each arm is equipped with a 6 DOF tendon driven hand con-
sisting of three 1 DOF fingers and a 3 DOF thumb. Valkyrie
has a single vision sensor of a Carnegie Robotics Multisense
SL sensor unit combining a rotating Hokuyo LIDAR and a
stereo camera pair that is located in the head. Interfacing with
Valkyrie’s controllers and sensors is all done through ROS.

2D Interface

The 2D interface is a computer-based interface comprised of
a monitor, keyboard, and mouse. It was developed using
RViz, a visualization tool for ROS, and custom Qt Widgets,
also known as Panels in RViz. RViz was chosen as the
interface backbone since ROS is widely used in the robotics
community making it familiar to many and for its built-in
data visualization tools. RViz was also used for several of
the interfaces designed for DRC [7, 18, 19].

VR Interface

To develop the VR interface, we use the Unity game engine
and for hardware, we use an HTC Vive Pro headset with
two Vive controllers and a waist tracker. Currently though,
the Vive and Unity both run best on the Windows operating
system and not on Linux, which is what Valkyrie, the 2D
interface, and all the supporting ROS code uses. Therefore,
to bridge the gap between the VR environment developed in
Unity and ROS, we utilize an open-source software library
called ROS# [20]. This allows for the same motion and
footstep planner to be used between the two interfaces so that
each interface uses the same back-end and therefore only vary
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Figure 3: 2D interface developed using Rviz.

(a) Placing Arm Waypoints

(b) Returned Results

Figure 4: 2D interface arm motion planning.

in the actual front-end.

4. 2D INTERFACE

The 2D interface, as seen in Figure 3, is designed to mimic
our humanoid interface designed for the DRC Finals [7], but
with a reduced number of capabilities, inputs, and sensor data
to allow for both a single operator and to reduce operator
training time. The goal is to create a comparable interface to
ones used at the DRC, but user-friendly enough to allow for
non-experts to quickly learn and operate. The interface can be
broken down into 4 custom panels: Arm Motion Planner, Step
Planner, Neck Interface, and Hand Interface. Additionally,
there are three built-in RViz panels: the main visualization
window, a Displays panel, and an Image panel that contains a
camera feed.

The main window consists of the built-in 3D data visual-
ization of RViz and, for our specific interface, includes a
point-cloud from Valkyrie’s Multisense SL sensor located
in the head, a robot model of Valkyrie’s current joint state
and planned joint state from the arm motion planner, and
interactive markers to interface with the arm motion and step
planners. The Displays panel allows users to select what is
actively visualized in the main window and the Image panel
for our interface is a camera feed from one of the stereo
cameras in the Multisense SL.

Arm Motion Planner Panel

The Arm Motion Planner panel utilizes a whole body inverse
kinematics solver that finds motion plans based on a set of
cost and constraints [21, 22]. Cost and constraints can be
categorized as either kinematic, collision avoidance, or ZMP.

To simplify the interface, operators only need to define the
desired end-effector positions and a predefined default set
of cost and constraints are used, i.e., balancing constraint or
velocity cost, etc. To define the end-effector positions, opera-
tors can add interactive markers to the scene that represent
waypoints for the end-effector to traverse through. These
interactive markers display a single end-effector, marker vi-
sual depends on which side of the robot is being operated
and are able to translate and rotate in 3D using arrows and
circular scroll bars that surround the visual marker, as seen in
Figure 4a. The markers are sequenced to allow for a variety
of paths. Once an operator is done placing markers, they can
request a plan. Plans return as successful if they do not violate
any of the predefined costs. If they violate a cost, the operator
is informed and must adjust the markers and try again. Once
a successful plan is returned, the operator can then visualize
the joint state of the robot at each placed marker to ensure it
gives the desired outcome. Figure 4 shows an example of the
arm motion planning process. Once satisfied with the plan,
operators can then send the plan to the robot for execution.

Step Planner Panel

The Step Planner panel allows operators to designate goal
positions for the robot to navigate to. It works as a single
interactive marker that displays both feet and only allows the
operator to interact in 2D, which is displayed as two sets of
arrows for translating on a plane and a single circular scroll
bar for rotation on the plane surrounding the visual of the pair
of feet. Operators can position the desired final goal and a
plan is generated using an A* search-based footstep planner.
Operators are notified that the planner is actively planning
by updating the status text, which is also updated once the
planner either finds a plan or is unsuccessful in finding a
plan by timing out. Once a successful plan is returned,
interactive markers are automatically generated that display
each planned footstep. Operators can select these individual
footsteps and make minor adjustments to them as necessary.
When finished making adjustments, operators are then able to
send the plan to the robot for execution.

Neck Interface and Hand Interface Panels

The Neck Interface and Hand Interface panels both work in
the same manner with a series of joint sliders and buttons with
some predefined joint positions. The Neck Interface panel
allows operators to move the head of the robot right-left and
up-down with sliders and a predefined neutral position, where
the robot is looking straight forward. The Hand Interface
panel has sliders for each individual finger to open-close
along with two predefined open hand and closed fist grasp.
Sliders were added over additional grasp types to allow the
operator to position the hand at any intermediate pose if
needed.

5. VR INTERFACE

The aim of the VR interface is to provide the same exact
functionality as the 2D interface, but to take advantage of the
interaction methods and visualization capabilities that VR has
to offer. Figure 1 shows a bird’s-eye view of the VR interface.
Like the 2D interface, there is a robot model that matches the
current state of the Valkyrie along with the point-cloud from
Valkyrie’s Multisense.

The VR interface can be broken down into the same four
sections as the 2D interface: Arm Motion Planner, Footstep
Planner, Neck Control, and Hand Control. Rather than pan-
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Figure 5: VR Control Panel acts similar a toolbelt by being
located at the operator’s waist and contains interactive icons
to switch the controllers between the different modes, i.e.
change out the tools.

(Top) Execute Plan
(Bottom) Request Plan
(Touchpad) Rotate Goal

(Top) Execute Pian
(Bottom) Request Pian

Selection &
Add Waypoint!

Remove Waypoint

(a) Arm Planner Controls (b) Footstep Planner Controls

(Top) Open Joint
(Bottom) Close Joint!

(c) Neck Control Controls (d) Hand Control Controls
Figure 6: VR Controls for the major modes. This help text
can be toggled on/off by using the help button on the Control
Panel.

els, each section can be considered a mode that the operator
can switch a controller into, and each controller can be in
a different mode. For example, the right controller can be
in the Arm Motion Planner mode to help plan arm trajec-
tories while the left controller can be in the Neck Control
mode to help move the neck to look around. The buttons
on the controller change based on the mode it is currently
in. Figure 6 shows the button functions for each of the
major modes. The operator also has the ability to switch
between the modes at any time. In order to accomplish this,
the operator is equipped with a control panel that contains
interactive icons for mode switching, information on what
mode each controller is in, and status update information for
the planners. Figure 5 shows the default view of the control
panel with no controllers activated. This virtual control panel
is located on the operator’s waist through use of a physical
VR tracker attached to the operator, similar to a toolbelt. The

MOD\L{

on for
off RightHand

s
i

Figure 7: Arm Motion Planner mode. The Valkyrie hand
models represent the operator defined trajectory waypoints
and the blue Valkyrie model shows the final position of the
returned plan.

purpose of this is to have the control panel always within
the operator’s reach and in a known constant location as they
navigate around the scene, but yet still somewhere that does
not obstruct the operator’s view. Additionally, since VR adds
the capability of having the operator navigate around the
scene there is a Teleport mode to allow the user to quickly
move about the VR environment. Furthermore, since VR
controls are not as commonly used and have the ability to
change as the operator changes between modes, there is a
help button on the control panel that will bring up the current
button commands of the controllers, which can be seen in
Figure 6.

Arm Motion Planner Mode

The Arm Motion Planner mode functionally works in the
same fashion as the 2D interface with the only major differ-
ence between the two is the actual interaction elements. In
the 2D interface, the operator can place interactive markers
that represent waypoints that they want the robot to plan
to traverse through. This method requires markers to be
generated in some predefined location and then moved to the
desired location. However, in VR it is designed so that mark-
ers are generated at the location the controller is currently
at. This overall results in less movement of the waypoints.
Waypoints can still be adjusted in VR like in the 2D interface
by hovering over the waypoint with the controller, holding
down the selection button, and then moving it around until
it is in the desired location. Adjustments are made much
easier this way in VR since the controllers move in 3D space
and are not confined to the arrows and circular scroll bars of
the interactive markers. Also, the last created waypoint can
be removed by squeezing the grip buttons on the controller
allowing for quick editing. The remaining flow of control
directly matches the 2D interface. The operator can request a
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Figure 8: Footstep Planner mode. Example of returned
footstep plan, the red and blue foot markers represent the
planned steps for the right and left foot, respectively.

plan, display a plan, and then execute the plan if desired using
the buttons on the trackpad, as seen in Figure 6a. Planning
status and results returned from the planner are displayed on
the control plan. If a successful plan is found after being
requested, the plan is visualized with a blue translucent model
of the robot that displays the robot’s planned joint state for
each defined waypoint. The benefit of the visualization in
VR over 2D is the ease of which the VR operator can move
around to ensure the plan is collision-free and matches the
operator’s trajectory intentions.

Footstep Planner Mode

The Footstep Planner mode works similarly to the Arm
Motion Planner mode and its 2D interface counterpart. To
place the footstep goal location though, the operator projects
the goal marker, similar to how teleportation is accomplished.
Additionally, while projecting the goal marker, the operator
can also use the trackpad on the controller to rotate the marker
at the same time. The button controls are shown in Figure 6b.
After the desired goal location is set, the operator can request
a plan and a text display of the planning status and results
are shown on the control panel. When the footstep planner
returns a successful plan, it is automatically displayed in the
scene with colored markers, red for the right foot and blue
for the left foot, and example of this can be seen in Figure 8.
Footsteps can also be adjusted in the same manner as how
waypoints are adjusted when in the Arm Motion Planner
mode.

Neck Control Mode

Rather than using sliders to control the neck directions, we
utilize the trackpad on the VR controllers, which can output
the same two directional output as (up/down and left/right) as
two sliders can. Figure 6¢ shows the button inputs when in
this mode. The benefit of using the trackpad over sliders is
that neck can quickly be moved by the operator to the desired
position since it can be moved in two directions at one time,
i.e., up and to the right or down and to the left.

RightHand

M

Figure 9: Hand Control mode. The laser pointer points to the
palm of the right hand and will close the fingers in a power
grasp when the trackpad is clicked.

Hand Control Mode

Like the Neck Control mode, we also elected to not use
sliders to control individual joints in the Hand Control mode.
Instead, we attach a laser pointer to the end of the controller
to allow an operator to point to individual finger joints and
then use the trackpad to open/close the finger. This was done
over sliders since it does not require the operator to have
knowledge of joint or finger names or map between the slider
and the finger they want to move. To replicate the general
open/close grasp buttons on the 2D interface, the same laser
idea is applied, but to the palm of the hand. Figure 9 shows
an example of this mode in action.

6. DISCUSSION AND FUTURE WORK

The goal of this work is to provide a baseline for future
research studies to support identifying ways to create more
intuitive and natural interfaces for humanoid robots. One
important research area we would like to explore is com-
paring traditional supervisory-control 2D interfaces with VR
ones for humanoid robots. There has been prior work in
comparing traditional interfaces with VR interfaces for other
types of robots, such as robot manipulators, mobile robots,
and drones, and the results have shown that VR interfaces
provide great promise to improve human-robot interaction.
We envision that this trend will continue for humanoid robots,
but we do acknowledge that there are potential downsides
to using VR interfaces over traditional 2D interfaces. For
example, VR requires a larger amount of infrastructure to
support an interface compared to traditional 2D interfaces,
which can be accomplished on a single computer or tablet.
Table 1 presents the major pros and cons for each interface.
Furthermore, it is still unknown how operators perform when
using VR interfaces for robot operation over a long period
of time, especially for complex tasks. Most of the current
research in the field have operators operating robots for
short periods of time for simple tasks. However, there are
scenarios, such as disaster relief, where operators will need
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Pros

Cons

« Interaction is in 3D, operators can move objects
through real-world hand movements

o Immersive viewpoint, which can allow for better
VR situational awareness

moving head or walking)
o Requires less workload on the operator

« Can navigate scene by using natural movements (i.e.,

« Hardware intensive, requires VR setup (headset,
controllers, tracking stations), dedicated computer to run
the interface

o Can induce motion sickness in some individuals

« No personal situational awareness

e Only requires a single computer
2D | « Keyboards, mice, and monitors are familiar devices
¢ Operator maintains personal situational awareness

« Interaction is in 2D, requires operators to understand
how to translate and rotate objects using rings and
arrows

« Must use mouse to navigate scene, requires
understanding the controls on the mouse

o Workload intensive

Table 1: Pros and cons of each interface.

to be operating the robot for potentially hours to accomplish
the mission. Therefore, it is important to investigate how
elements like accuracy, efficiency, and operator fatigue in VR
compare to traditional interfaces.

Additionally, we would like to continue development on
the VR interface and better understand and identify the
best practices when designing VR interfaces for operating
robots. The interaction methods we selected for the current
VR interface went through a few iterations. However, no
formal study was conducted and there were other interaction
techniques considered that could potentially lead to a better
user experience. For example, in the Arm Motion Planner
mode, rather than drop waypoints to define a trajectory, we
could have the operator move their arm through the desired
trajectory, or rather than use the Hand Control mode, we
could use VR gloves to control the fingers instead of using the
controller to open/close individual joints. We would also like
to investigate the effects of using two VR controllers versus
one and whether the operator should be allowed to operate
in only one mode at a time using both controllers or keep
both controllers as separate tools that can each be in their
own mode. For example, when a mode is selected have both
controllers switch to that mode so that the operator is not
responsible to remember which mode each controller is in.
This also could allow for additional interactions to be used as
both controllers would be active in a single mode.

Finally, both of our interfaces were designed to be simplified
down to the minimum elements needed to accomplish basic
tasks, such as pick-and-place operations in a static and rela-
tively clutter free environment. The purpose of this was to
allow for both interfaces to be quickly understood and usable
for most individuals with little to no training. However,
there is room for additional development to make both of
our interfaces more robust and capable to a wide variety of
environments and situations.

7. CONCLUSION

In this paper, we presented our supervisory-control VR in-
terface for Valkyrie, NASA’s humanoid robot that is based
off our 2D traditional interface inspired by the humanoid
interfaces designed for the DRC. Details on both interfaces
were provided with focus on the interaction methods each one

uses and how utilizing the 3D environment VR provides can
be beneficial to operators over standard 2D displays. Future
work includes further development of the VR interface along
with user-studies so that we may move towards more intuitive
and easy-to-use interfaces for human-robot interaction.
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