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Abstract. We consider a compressible Euler system with singular velocity alignment, known as
the Fuler-alignment system, describing the flocking behaviors of large animal groups. We establish a
local well-posedness theory for the system, as well as a global well-posedness theory for small initial
data. We also show the asymptotic flocking behavior, where solutions converge to a constant steady
state exponentially in time.
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1. Introduction. In this paper, we study the following Cauchy problem
dp+ V- (pu) =0, (1.1)

Bu(pw) + V- (pu®u) + Vp(p) = —Bpu — p / o — ) (u() — u(w))p(y)dy, (1.2)
in (0,00) x Q with initial conditions

P|t:0 = pO(m)v u|t:0 = UO(x)v z € Q. (13)

The spatial domain € can be either the whole space R or the torus TV, where N
denotes the dimension. p and w are the unknown density and velocity, respectively.
The pressure is given by the power law p(p) = p? with v > 1, and the damping
coefficient 8 > 0. The last term in (1.2) represents the nonlocal velocity alignment,
where ¢ is called the communication weight, measuring the strength of the alignment
interactions.

System (1.1)-(1.2) can be formally derived from a mean field M-particle Newto-
nian interaction system of the type

X;(t) =Vi(t), 1<i<M,

. 1
Vilt) = 7 D2 F (1. Xu(t) = X0, Vilt) — V(1)) - Vi), (14)
JFi
with the interacting force F(t,x,v) = —¢(x)v. It is known as the Cucker-Smale model

[10] which describes the flocking phenomenon for animal groups. Other celebrated
models that lie in the framework of (1.4) range from the classical mechanics with
Coulomb force in 3D [17] F(t,z,v) = z/|z|3, to modeling the social behavior of
agents, for example, wealth distribution in [11] and pedestrian flow in [13].
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Taking the mean field limit of the particle system (1.4), one obtains, in the meso-
scopic level, the Vlasov type kinetic equation

o+ Vaf +9,( [ Flto—po—o) ity )y 1t 2.0)) =BV, (0) =0

The rigorous derivation of the mean field model with different backgrounds has been
studied extensively in the last decades, for example in [1, 2, 3, 5, 7, 16, 17, 20], to
name a few.

The compressible Euler systems like (1.7)-(1.8) serve as hydrodynamic limits of
the kinetic equations. Different choices of Ansatz lead to different pressure laws.
For instance, mono-kinetic Ansatz f(t,z,v) = p(t, )0y, (v) implies the pressure-

less system p(p) = 0; local Maxwellian f(t, z,v) = p(t, x) - 1)ﬂ e~lv=ut.o)*/2 Jeads to
mT) 2

linear pressure p(p) = p; and the Ansatz f(t,2,v) = X|y_u(t,0)]2<p2/¥ (1,) (T, V), which

comes from the minimization of kinetic energy [[ % f(t,x,v)dzdv under the restric-

tion ||f(¢,x,v)||L~ < 1, would yield the nonlinear pressure p(p) = p ~. Rigorous
justifications of hydrodynamic limits on Cucker-Smale model can be found in [15, 18].

It is well-known that for the compressible Euler system (1.7)-(1.8) with § = ¢ =0,
only local existence of smooth solutions could be expected, and shock waves will form
in finite time. Velocity damping helps in preventing the formation of shocks (see
[27, 31, 34]).

When the communication weight ¢ is bounded and has a positive lower bound
(or decays sufficiently slow at infinity in the whole space case), the nonlocal velocity
alignment has a damping effect, which could restrain shock formation, for a class of
subcritical initial data. See [4, 28, 30] for threshold conditions for the pressureless
systems, and [8] for isothermal pressure p(p) = p with small initial data. For the
case where the communication weight is not positive, such as in the pedestrian and
material flow case, an additional damping effect is required to prove the global smooth
solution for small initial data in [6, 32, 33].

We are interested in the case when the communication weight ¢ is singular at the
origin. A prototype choice of ¢ would be

_ Ca B 220‘F(Oz + %)
¢(z) = Jz[N+2a Ca = m- (1.5)

for a € (0,1), where the constant ¢, is related to the fractional Laplacian operator,
which in R reads

f(z) = fy)

pLE= dy, 0<a<l1. (1.6)

L= (A, rrof— caP.V./

RN |T —

Note that (1.6) holds in Q = TV by viewing f as a periodic function in R¥.
By considering a purturbation of the constant solution p = 1, u = 0, the system
(1.1)-(1.2) with ¢ defined in (1.5) can be reformulated into

Op+V - (pu) =0, (1.7)
A(pu) +V - (pu ®u) + Vp(p) = —=Bpu — pL>*u — pL>*((p — 1)u) + pul®*p. (1.8)

On can observe a linear fractional viscosity term —£2%u in (1.8), which has a regular-
ization effect. Such effect has been captured beautifully in 1D, where global regularity
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can be shown for all smooth initial data away from vacuum (see [29] for the effect
of the vacuum), for the pressureless system with « € (0,1) [12, 19, 25, 26], and for
the isentropic system (p(p) = p7) with a € (2,1) [9]. The multi-dimensional system,
however, is much less understood, due to the lack of an auxiliary quantity, first intro-
duced in [4], that nicely captures the commutator structure (or cancelation property)
in —£2%((p — 1)u) + uL?®>p, so that it is dominated by the linear dissipation. To
our best knowledge, the only global result in multi-dimension is for the pressureless
system with small initial data [24].

The main goal of this paper is to establish a global theory for the system (1.1)-(1.2)
in multi-dimension with pressure. First, we establish a local well-posedness theory,
together with a regularity criterion. The singular kernel leads to a regularization
effect for the velocity u. Next, we prove global regularity for small initial data. The
main subtlety is to make use of the pressure to generate dissipation for the density
(the idea was introduced in [27]), and to control the last two terms in (1.8) together
with the velocity dissipation. Finally, we show an exponential convergence of the
solution towards the constant steady state p = 1 and v = 0, when Q = TV. Unlike
the pressureless dynamics, where the asymptotic density profile is not necessarily
uniformly distributed (e.g. [24]), the presence of pressure enforces the steady state to
be a constant p = 1. The exponential decay is obtained by a careful examination on
the physical energy.

The arrangement of this paper is the following. In section 2, we state the main
results, together with several preliminary lemmas. In section 3, we establish the local
well-posedness theory and regularity criterion, using energy method. In section 4, we
show global well-posedness for small initial data. Finally, in section 5, we prove the
exponential decay of the solution when the domain is a torus.

Here in the following we introduce several notations used throughout the paper.
We will repeatedly use C as a generic positive constant. Unless specified, C' can
depend on parameters v, 3, s, N, etc, but is independent of ¢ and data (p,u). Denote
C* := C(Q) be the Holder space, for A € (0,1), and C* = C1 A1 for X € (1,2). For
A =1, we use C! to represent C¢ for simple notations. See Remark 2.4 for more
details. For simplicity, we write [ fdz := [, fdz.

2. Preliminaries and main results.

2.1. Reformulation of the problem. We start by reformulating the Cauchy
problem of the compressible Euler system (1.1)-(1.3) with respect to the constant
solution p =1 and u = 0, following the idea in [27].

Introduce a new variable o, defined as follows

o=o(p):= 12n\//«1, a-1 =t (2.1)

Inversely, p can be expressed by
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The equation (1.7)-(1.8) are transformed into the following equivalent system:

8ta+u~VU+<’y a+ﬁ>V~uO, (2.3)

8tu—|—u-Vu—|—<’y U—Fﬁ)VJ
= — Bu— L*u — L*((p(0) — V)u) +ul?*(p(o) — 1). (2.4)
subject to the initial data
oli=o = o0(x) = a(po(®)) ule=0 = uo(z), =€, (2.5)

One can check that the C! solution of (2.3)-(2.5) is equivalent to the solution of
(1.1)-(1.3), if the density is positive, namely
pumin(t) := inf p(t,2) = inf p(o(t,2)) > 0.

2.2. Main results. We study local and global well-posedness of the system
(2.3)-(2.5).
The first result concerns the local well-posedness of the system.

TuEOREM 2.1 (Local well-posedness). Let s > & + max{1,2a}, assume that
(oo(),ug(x)) € (H*(Q)NTL and inf,cq p(oo(x)) > 0. Then, there exist a unique
classical solution (o,u) of the Cauchy problem (2.3)-(2.5) satisfying

o € O([0,T], H*(Q)), w e C((0,T], (H*()™) N L2([0, T], (H+*(@)Y)  (2.6)

for some finite T > 0. Moreover, (2.6) holds for any time T if and only if

T
/ (||Vu(t, Mo + [lo(t, )] C,m{l‘za})dt < +00. (2.7)
0

REMARK 2.1. Theorem 2.1 holds for any smooth initial data, as long as density
stays away from vacuum, in which case the linear dissipation —£2%u plays a dominate
role in the alignment force. Note that the last two terms in (2.4) can be viewed as a
commutator

£2((plo) — D) = ul?(p() — 1) = [£2%,u](p(0) — 1). (2.8)

One needs to make good use of this commutator structure in order to obtain the
desired dissipative estimates. With the singular alignment force, the solution u gains
regularity instantly. This is a major difference compared with the regular (bounded)
alignment force.

Next, we turn to the global well-posedness theory. One standard approach is to
show that the Beale-Kato-Majda type regularity criterion (2.7) holds in all finite time.
However, it is generally difficult to validate such criterion (except in 1D with the aid
of an additional structure [9]).

We focus on global regularity for small initial data. We will show that the small-
ness propagates in time, and hence condition (2.7) holds in all finite time.
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THEOREM 2.2 (Global well-posedness for small data). Let s >
max{% + max{1, 2a}, 2—a}. Assume either @ = RN and 8 > 0, or @ = TN
and $ > 0. There exists a small parameter 6y > 0, such that if

llooll37+ + luollZrs < &6, (2.9)

then the Cauchy problem (2.3)-(2.5) has a unique global classical solution (o, u).

REMARK 2.2. The damping is needed when Q = R¥ in order to provide enough
control on ||ul[z2. It is not required when © = TV as |lu ;> can be controlled by
dissipation via Poincaré inequality. See Remark 4.1 for discussions on asymptotic
flocking behaviors and convergence rate.

Our final result is on the asymptotic behavior of the system. We show the flocking
phenomenon with fast alignment in the case Q = TV.

THEOREM 2.3 (Large-time behavior). Assume Q= TN, 8 >0, and (p,u) be the
classical solution to the system (1.1)-(1.3) satisfying (p,u) € L>=((0,+00) x TV). We
further assume the initial data (po,uo) satisfies

1
] /TN po(x)de =1, (2.10)

and for the case 5 =0, we assume additionally
/ po(z)up(x)dx = 0. (2.11)
TN

Then there emists constants p = pla,|plloe, ||ullp=<) and C =
C(a, po,uo, |pllne<, |ullne) such that

/p(t,x)|u(t, x)[2dx + /(p(t,x) —1)%dz < Ce™H, (2.12)

Moreover, if (2.9) is satisfied for the corresponding (o,u) system (2.3)-(2.5), then
there exists constants p = p(a, do) and C = C(a, o) such that

lor(t, ) IFre + llult, ) |7e < Ce™. (2.13)

REMARK 2.3. Conditions (2.10) and (2.11) is naturally required to obtain (2.12),
due to the conservation of mass, and the conservation of momentum (when § = 0),
respectively. These two conditions can be easily removed by scaling on p and shifting
on u, and the estimate (2.12) will be replaced by

[ott.ltutt.z) aas + [ (oit.0) - pras < ce,

where p is the average density, and « is the average velocity.
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2.3. Elementary estimates. Next, we state the fractional Leibniz rule and
commutator estimates that will be used. We refer to e.g. [22, Theorem 1.2], [23,
Lemma 6.1] for more details.

LEMMA 2.1 (Fractional Leibniz rule). For A > 0, there exists a constant C' =
C(A\, N) such that

12 (f9llz2 < CUL fllzallgllze + 1€ gl L[ fll o), (2.14)

LEMMA 2.2 (Commutator estimates). For A > 1, there exists a constant C =
C(A, N) such that

12, flgllee <CUL fllzallglzo + 1V fllze 1£2 7 gllz2), (2.15)
12, £, glllze <CULYT fllealVgllooe + 1V fllre £ gllz2), (2.16)
where
(LY, flg = £LX(fg) — [LY9, L7 f.9) = LN(fg) — [L g — gL ]
For A\ € (0,1], there exists a constant C = C(A\, N) such that
1L, flgllze < CIL fllpe gl e, (2.17)

The following composition estimate is useful for handling the nonlinear mappings
between ¢ and p. It indicates that o and p have the same regularity if p is away from
Zero.

LEMMA 2.3 (Composition estimates). Let A > 0. There exists a constant C =
C(y,\ |0l Loy pit) Such that

1£2(p(0) = Dz < OO, A o]l zoe s prain) 1 £ | - (2.18)

Proof. We make use of the following composition estimate, the proof of which
can be found, for instance, in [21, Theorem A.1.].

||£)\(p(a))HL2 < CHPHC[H (supp(a))(l + ||J||%°°)H£>\UHL2'

The term |[|p]| 171 (supp(o)) €an be estimated via definition (2.2). For v = 1, dd;%p =

e?. Then,
||p||C'“1 (supp(0)) < exp (||G||L°°) :

For v > 1, we have

di INEES
| < Nl <

IN
[\~

CO A1+ [loflp<)7T T AT
Al

—(A=52p)

0(77 )\)pmin |— > 25

Therefore, we conclude that
||p||C“] (supp(o)) < 0(77 )‘7 ||U||L°°7p1:1i1n)' a

REMARK 2.4. A similar estimate holds when we replace L? by L* in (2.18).
1£2(p(0) = Dllz= < COy A, o]l 2o i)l - (2.19)

We will make use of this estimate for A € (0,2). Note that (2.19) needs to be slightly
modified when A = 1, where ||o||c1 should be replaced by ||o||ci+e for any € > 0
(and the constant depends on €). For the sake of simplicity, we will keep the compact
notation ||o||cr throughout the paper.
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3. Local well-posedness. The local well-posedness theory of the system (2.3)-
(2.5) can be established by using standard iteration scheme and the compactness
argument. For simplicity, in this section we will give only the a priori energy estimates,
and omit the detailed construction of approximation solutions.

We start with the L? energy estimate.

LEMMA 3.1 (L? estimate). Let (o,u) be the classical solution of (2.3) — (2.4).
Then the following estimate holds

1d
2dt

Pmin
(22 + llull3 ) +Blullfe + 222 | coul s (3.1)

<Clolle, prin) IV - ullzee + [lollcze)(lullZe + IVall72).

Proof. Firstly, by multiplying (2.3) and (2.4) by o and u respectively, summing
up and integrating over €2, we obtain

1d

= (|0|2 + \u2\>dx+5‘|U||2Lz = f/Ezawuda: (3.2)

—/<0u~VU+u'Vu~u>dx—/(7;10+ﬁ)V~(0u)dx
f/EQQ((p(U)fl)u) 'udx+/u£2a(p(a)fl) cudz = i[z

We estimate I; item by item. The commutator estimate (2.17) is used for I4, and the
composition estimate (2.19) is used for Iy and I5.

I = f/ﬁhu cude = 7/|£°‘u|2dx;

12:—/(JU.VJ—i—u.VU.u)dm:—/0u~Vde+%/|u|2V.udw

IN

1
lollzellullz21Vollze + SIV - ullee JullZ:

Clllollze + IV - ullz=)(IVolZa + [lull72);

IN

—1
Iy = 25— [ ou-Voda < Clol|=(Voll3s + [[ul7.);

I = [ £%((p(o) = D) ke =~ [ £((p(o) = V) - £2udo

- /(p(o) — 1LY - LY%dz — /[CO‘, p(o) — 1u - LY%dz
< (1= prin) L7072 + ClL (p(0) = D[zl [ L] e

Pmi _
< (1= 222 oullfe + Clo e, o) o llow lula;

Is = /uﬁza(l)(o) = 1) udz < [|£2%(p(0) = 1)L |lullZ-
< Cllollz=: pmin)lloc2elul72-

Collecting the above estimates into (3.2), we obtain the L2-estimate of (o,u) (3.1). O
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Next,we provide the H# energy estimate.

LEMMA 3.2 (H* energy estimate). Let (o, u) be a classical solution of (2.3)—(2.4).
Then the following estimate holds for s > % + max{1, 2a}

1d s s s Pmin s+
5@(”5 ollz: + £ ulliz) +BlC ull e + =5 ILT |7 (3.3)

< Clollzoes prain) IVl + llollomaxtr zas ) (lull e + L5072 + [|£5F o] 72).

Proof. We apply L° to (2.3), (2.4), multiply the resulting identities by L3¢, L%u
respectively, and integrate over ) to obtain

1 d S S S
37 (|L‘ o>+ L u|2)dx + B[ L5ul|7
=— / L3572y Loudx — / (L'S(u -Vo)Lo + L(u-Vu) - Esu) dz

-1
- ’YT (ES(UV ‘u)L%0 + L%(oVo) - Esu) dz

— /ES+2O‘((p(U) — Du) - Lo%udz + /ﬁs(uﬁza(p((j) —-1)) Loudx

=> Ji (3.4)

=1

We directly get

2
L5T%| dz. (3.5)

J = —/£5+2au - LPudx = 7/

Applying the commutator estimate (2.15), we get

Jo = —/ (Es(u -Vo)Lo + L(u-Vu) - Esu)dx
=— / (u -LVoLo+ [L5u] - VoLlioc+u- LVu - Lo+ [L%u] - Vu - Esu) dz

= / (%V cu|L0|? — [L%u] - VoLo + %V | L5ul* — [L£5,u] - Vu - £5u)dx

IN

1 S S S S
IV - ull (€70 132 + 1£%ullZe) + I1£°,u] - Vo 2] £%0] 2
+ L% ul - Vul 2 || £2ul| L2

IN

1 S S S
IV - ull=(I1£%0 72 + 1£%ullZ) + CI£%ul| 2 [ Vo
+ |Vl L= |1 £57 Vol 2) | L0 e
+ C(I1L%ull 2|Vl oo + [ Vulpoe |1 £57 Vul|2) [ £2u]| 2
< C(IVullpe + [IVolze) (1L (12 + [1£7ullZ). (3.6)
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Similarly we can do the estimates for J3,

1
J3 = _VT (LS(UV ~u)Lc + L3(oVo) - Esu) dz

= —77_1 / <0V (LuLlo)+ L%, 0)(V -uw)LPc + [L%, 0]V - Esu) dz

< C|Voll=(I£0]|Z: + [1L7ul72) + CUIL 0] 2]V - ul| o
HIVollL=[1£571V ul )| £°0 ] 2
+C(IL%0 | el Vol + Vol L7 Val|2) [ Loull 2

< C(IV-ullz= + Vol =) (I£50]72 + [I£7ull72). (3.7)

The estimates for J4 and J; have to be handled together, applying commutator esti-
mates (2.15) and (2.16), one obtains

Jus+ J5
= /£3+2a((p(0) —1u) - Lo%udz + /ﬁs(uﬁh(p(a) — 1)) Loudx
— [ (£7((plo) = D) — £ (@™ (plo) - 1) - £ ude
—— [(ol) = DL u £ ude
+ / (1£5+,u,p(0) = 1] = (£, u)(£2(p(0) — 1)) ) - £ uda
< (1= pumin) L5772
+ (IIES+O"1UIILZHV(P(U) = Dllpe + [IVullp=[|£5*  (p(0) - 1)||L2) L7 ul| L2
+ (M ullza 122 (o(0) = Dl + 9l =172 (plo) — Dz ) L7l 2.

We remark that in the third equality, there is a cancelation of the term

/ WL (p(0) — 1) - L uda, (3.9)

which itself can not be controlled. This is the place where the commutator structure
(2.8) is crucially used.

Next, we apply the composition estimates (2.18), (2.19), and use the facts s —a <
s, s+a—1<stoget

JitJs < (1= 222 ) e oulle + Cllol e o) (IVull e + 0]l grmcis )

X (LMl + £ ule + £ o)

1= 280 Jlzteu) 2 4 C(llol o P (190l + ol gmaecr o)

x (lully- + 127720 32) (3.9)

IN

Finally, we plug in the estimates (3.5)-(3.9) to (3.4) and finish the H® estimate (3.3). 0

With the energy estimates above, we are ready to prove the local well-posedness
theory.
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Proof of Theorem 2.1. We combine the estimates (3.1) and (3.3) for the full H*
estimate
Ld
2dt

Pmin
(- + lal. )+l + 22l (3.10)

<C(llollz=, pri) IVl Lo + o]l gmaxtr.zar) (lullFe + llollZ)-

For s > & + max{1,2a}, Sobolev embedding implies

IVul|zoe + llollgmaxzar < Cllullazs + o) < V2C([lullf + lolz:)>.

As |joo||z~ and p,} (0) are bounded, there exists a time T, such that ||o(t,-)||r=
and p_! (t) are uniformly bounded for ¢ € [0, Ty]. Then, there is a universal constant
C(Tp) such that

Clllo(t, )z, prain(t) < C(To).

Consequently, we have
1d
2dt
Standard ODE theory implies the existence of time 7' < Tp such that ||o]|%. + ||ul|%.

is bounded for ¢ € [0, T7.
Integrating (3.10) in time, we get

T
/0 lult, )| sadt

2 2.) <o 2 2 \*? Ytelo,T
lollzrs + llullzs ) < C(To)(llollzs + llullz:) € [0, Ty].

T
< max 00,0 (noon%,s + lluo 13- +2C(T) / (o3 + ||u|%p>dt> < +os,
5 0

which implies u € L?([0,T], (H5+*)N).
Finally, we show that the regularity (2.6) holds as long as condition (2.7) is
satisfied. Applying the Gronwall’s inequality on (3.10), we get

o, Mzre + llult, )i

t
< (ool + ol xp | [ Ol ) (9l + olcumisn .
Therefore, the solution exists up to time 7" as long as
T
—1
| ol b IVl + ol omoisson ) < 40 (311
0

From (1.1), we get (0y +u - V)p = —(V - u)p. Therefore, we can bound p(t, z) by

t t
punin (0) exp [ [t llar | < plt.2) < Il exp [ [ 19 atr ]
0 0

Hence, if (2.7) holds, p_i,(¢) is bounded for ¢ € [0,T]. Also, using the relation (2.1),
we have that || (t,-)|| L is bounded for ¢ € [0,T]. Hence, C(||o| o, pmi,) is bounded
by a universal constant, and condition (3.11) is reduced to (2.7). This finishes the
proof. O
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4. Global regularity for small data. In this section, we discuss the global
well-posedness of the system (2.3)-(2.5), with small initial data

looll s + lluollF= < &,

for a small parameter dy > 0 to be chosen.
We will show that the solution stays small. In particular, the following lemma
suffices to show Theorem 2.2.

LEMMA 4.1 (Propagation of smallness). Assume (o,u) is a classical solution of
(2.3)-(2.5), such that

sup_ (ot )l + llult, . ) < o, (4.1)
0<t<T

where § > 0 is sufficiently small. Then the solution stays small, namely, there exists
a universal constant Cy > 1, such that

lo(t, MFre + llult, M < Calloollzrs + lluollzre), V¢ € [0,7). (4.2)

Proof of Theorem 2.2. Let § be the small parameter in Lemma 4.1. Let Ti,.x be
the maximum time that the solution stays small, namely

Tonax :=1nf {t >0 : |lo(t, )5 + llut, )3 > 6°}.
Suppose Thax < 00, then by continuity argument,
lo(Tinaxs Mlre + w(Timax, ) [7g- = 0%

However, if we pick dp < C%, from Lemma 4.1 we get
| (Tmax; )H%{S + [[w(Tmax; )”%IS < Cg(”UOH%JS + ”uOH%{@) < Cgég <8

This leads to a contradiction. Therefore, Ti,.x = +00, finishing the proof. O

We are left to show Lemma 4.1. Recall the H® estimate (combination of Lemmas
3.1 and 3.2)

d 1, .4
@(Ilallis + |IUI|§15) +Bllullz + 7£%ulE < Co(lullz: + 1Vollfe-n).  (43)
It is slightly different from (3.10), as we will comment in the following.

First, the smallness condition (4.1) and Sobolev embedding implies

||V’U,||Lac + HO’HCmax{l,za} < C6.

Second, picking 4 small enough, we have pui, > % and ||o|lr~ < C§. Then,
C(||o||=, pmi,) has a uniform bound. Therefore, we can drop its dependence on
o. Finally, as we assume s > 2 —a so that s+« —1 € (1, s), the term ||£5T* Lo,z in
(3.3) can be controlled by | Vo || gs—1. It does not depend on ||o||r2. This is important
as we do not have dissipation estimate on ||o||zz2.

To show (4.2), we need to control the right hand side of (4.3).
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The term ||ul|%. can be controlled by the damping or the dissipation. If 8 > 0,
then we can pick § < %, such that

< B

Colfully. < 5l

If 8 =0, we can use the dissipation term to control ||[Vul|%,._,. The ||u[|?. can only
be controlled in the case 2 = TV by Poincare inequality |ul|z2 < C||Vul|r2, which
implies ||ul|gs < C||L%u||gs. Similarly, we can pick ¢ small enough so that

1
Collully: < 1L ul
To sum up, there exists a positive number v > 0, such that

d
= (ol + Il ) + Vil < COIValE.r. (4.4)

To control the remaining term ||Vo||%,_,, we adopt the idea introduced in [27],
using cross terms to obtain dissipation estimates for o.

LEMMA 4.2 (Dissipation estimates for o).

d 3

- | w-Vode+ %HVUH%Q < Ollul|%s, (4.5)
d
o /ﬁ*lu VL Lod + ?HESJHZLQ < Cllul]ota + CO|Va |22, (4.6)

Proof. First, we can directly calculate to obtain
d
T u-Vodr=— [ 0oV -udx+ | us - Vodz.

The two terms separately are

/crtV~ud;z:/<u~VJ+<7210+ﬁ>V'u> (V- u)da

v—1
< Bl 9219 - ulles + (5ol + 7 ) 19l

<CO|V-ul2 + C8|Val7-
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and

/ut -Vodz = — /7||Vol|3: — ﬁ/u -Vodz
—/u-Vu-Vde— ’YT_l/UVU-Vde—/L&O‘u-Vde
- /L’Qo‘((p(a) —1)u) - Vodax + /uEQO‘(p(U) —1)-Vodx
VAT o
<= D Vo 3+ Oluls + - Vs + 1€ ul2)
+C(IL*((p(o) = D) |22 + [ul® (p(o) — 1))
VA
<~ Y90l + Ol
2« 2c 2
+ (L2l 12l00) = Ul + o 1£2%(o(0) — Dl

[RVA
< Y90l + Cllully.

The fractional Leibniz rule (2.14) is used in the second last inequality, followed by the
estimates

1£2%(p(0) = Dllzz < Cllolloe <6, Nullze < Clluf -

Sum up the above estimates, and choose § small enough so that C4||Vo|3. in the
first term is absorbed by ?”VO’H%Z in the second term. We end up with (4.5).

Now we prove (4.6), by a direct computation we obtain

d

T /Es_lu VL bodr = — /Ls—latcs—lv -udx + /Ls_lut VL oda.
For the first term, apply the Leibniz rule (2.14) and get

—/L'S*latﬁsflv-udm
:ﬁ/|£S*1v-u|2dz+/ﬁ*l(wvo)ﬁ*lv-udx
+ IYT_l /ﬁsfl(av cu) LTIV - uda
< Clictulltz + Clletullp (125 ull 2 Vol o + £ Vol jull~ )
+ Ol (1671 - ullzz oo + £ 0l ]|V - w2 )

<Ll + Co(I1L° ullZe + I£70]I72 + 1277 all7).
< Cllull +Co(lI£%0 7> + [VolZ2)-
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For the second term,

/L',S*lu,y VLS oda

=— VLT o). — B/Es_lu VLT oda — /CS_H%‘u VL T oda
-1
- /Es_l(u-Vu) VL oda — %/ES_I(UVU) VL oda
— /ES_HZQ((/)(U) —Du) - VL tode + /ﬁs_l(uﬁza(p(a) —1))- VL odr

3
< = Lol 4+ Ol ul + Ol

+C(IL ™ (u- V)12 + [1£57 (o Va)l[72)
+C||L 2 (p(0) — D) — L5 H L (p(o) — 1)|7. = Z K;.
Since s — 1+ 2 < s + «, K1 can be simply estimated by
3V 1 s
Ky < =% 3 + Clulyere
We estimate K5 by using the fractional Leibniz rule (2.14),
K3 < C(HES_1UI|222 IVullZe + 1L~ Vull72lull 2
+I T o122 Vol Ze + ||£5_1V0||2L2||0||%oo>
< Co(||ull + 1L + IVolZ2).
For K3, we use a similar cancelation as (3.8), and apply commutator estimates
K <C||[L* 2% ul(p(o) = D72 + CIILTH ul L2 (p(0) = 1)I[7
S— « S— « 2
<O (1572l 2 llp(o) = Uz + [IVull o< L7272 (p(0) — 1) 2)
s— o s— e} 2
+C (1L ull21£2%(p(0) = Dllze + [Vullz= 157272 (p(0) = 1) 12)
< Cdlullys + ClIVulli L5720 |12 < C8|lullF-.

Note that as s > %erax{l, 2a} and s > 2—q, one can easily check 0 < s—2+2a < s.
In the last inequality, we have used ||£L572%2%0| 2 < |o||lgs < §, and |Vul|pe <
Cllul -
Collect all the estimates of K;, i = 1,2, 3, and choose ¢ small so that the ||£%c|| 12
term in K5 be absorbed in to K3, We end up with the desired estimate (4.6). O
Adding (4.5) and (4.6) and pick J small enough, we get

d
dt

which can be used to control the term |Vo| gs-1 in (4.4). Indeed, multiplying (4.7)

(u-Vo+ L5 - VLt )dm—i—LHVUHHS L < Cul3s, (4.7

4Cs
by W, adding it to (4.4), and choosing ¢ small, we obtain

d v
Dy 0+ L ulyere + O8IVl <0 (48)
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where

4Co
Y (t) = ||o(t, )3 + |ult, )| F: + Nl (u-Vo+ L5 - VL o)da.

Note that if 4 is small enough, Y (¢) > 0 and is equivalent to || (t, ) |5 + ||u(t, )| %--
Indeed, there exists a constant Cy > 1 such that

Co* (ot ) + e, ) ) <Y (@) < Collot, e + ult, )E-). (4.9)

Integrating (4.8) directly in time, we have
t
v 2 2
Y (1) +/O (S, [resa + COlIVa(r, s ) dr < Y(0). (4.10)
With the help of (4.9), we obtain that for any ¢ € [0, T,

(e, Y + e, ) < CoY (1) < CoY (0) < G (Il + uolly- )

This ends the proof of Lemma 4.1.

REMARK 4.1. Another outcome of (4.10) is that

/0 (It VB + 190 (21 )t < Y(0) < +oc.

Therefore, ||u||gs and ||Vo||gs-1 decay to zero as t — oo. In particular, ||ulp~ — 0
implies the flocking phenomenon (to be more precise, velocity alignment). Note that
our estimates does not imply any decay for ||o||z2. The convergence rate of ||u||g-
and ||Vo | gs—1 will also depend on the long time behavior of ||o||z2. More discussions
and results for the case Q = TV will be offered in the next section.

5. Long time behavior. In this part, we study the large-time behavior of global
classical solutions (p,u) to the system (1.1)-(1.3) for the case 2 = TV. Without lose
of generality we assume |TV| = 1.

Firstly, in order to obtain the dissipation estimate of p, we denote the function

plnp—p+1, v=1,

Pz —1
o) = [ =g ;
1

2 ﬁ/ﬂ—ﬁp—kl, v > 1,

so that h(1) = /(1) = 0 and p'(p) = h”(p)p. One can easily check that when p is
close to 1, h(p) ~ (p — 1)2. Indeed, we state the following lemma.

LEMMA 5.1 ([14]). Let 6 > 0 be a small parameter, and |p — 1| < &. Then, there
exists constants ¢y, co, depending only on 8, such that

c1(p—1)* < h(p) < ea(p— 1), (5.1)

Now, we are ready to prove Theorem 2.3.
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Step 1: Dissipation of the physical energy. Let (p, u) be a global classical solutions
to (1.1)-(1.2), we will establish the decay estimate of the physical energy:

%/(%Plupw(m)dﬁﬂ/P\“|2d”f+%//¢(w—y)(U(x)—u(y))%(x)p(y)dxdy <0.

(5.2)
Using the symmetry of ¢(-) and equation (1.1)-(1.2), it is obtained that
% plul’dz = /pt\u|2 + 2/pu - upde
. \Y%
= /dlv(pu)|u|2dx - z/pu(u - Vu + % + Bu + / d(x — y)(u(z) — u(y))p(y)dy)

— -2 [ Voo =28 [ plufde 2 [ [ pla)u(e)ote — )(ua) — u)ou)dedy
S / w- Vp(p)dz — 26 / plul*dz — / / bz — y)(u(z) — u() p@)p)dady.  (5.3)

Furthermore, applying the definition of h(p) , we can compute that

%/h(p)dm = /h'(p)ptdx: —/h/(p)div(pu)dm: /h”(p)pr~udac = /u~Vp(p)dm.
(5.4)
Combining (5.3)-(5.4), we obtain (5.2).

Step 2: Dissipation of ||p—1||p2. We first define a stream function ¢ which solves
the Poisson equation

-AYp=p—1, pdz = 0.
TN

It is uniquely defined on T since p — 1 has zero mean (condition (2.10)).
Similar as Lemma 4.2, we introduce a small cross-term to the physical energy,
and define

Ve= / (%p|u\2 + h(p) +epu - Vw)dx.

Note that the cross term can be controled by

1 1 CllpllLe=
< ol IVaula190ls < 5 [ olulas+ 2= [ 12as,
(5.5)

’/pu-Vz/Jda:

where Poincaré inequality is used so that ||Vi||zz < C||[V®2)||r2 < Cllp — 1||L2-
Then, it follows from (5.1), (5.5) and for a sufficient small £ that there exists a
constant C7 > 0 which depends on € and ||p|| L, such that

C%(/ﬂlnl2dx+/lpf llzd:v) <V < 01(/p|u\2dx+/(p— 1)2dx), (5.6)

namely, V. is equivalent to the physical energy.
Applying (5.2), It is easy to check that

d
V.4 W. <0, 5.7
il (5.7)
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where

Wo=5 [ pluldo+ 5 [[ ole = p(ule) - uo) Fp@pwiady + = [ T6-Tp(p)s
—i—s/V¢~V(pu®u)dx—5/pu~thdx

6
b [ Vota) ota - p)ut@) - uw)p@psdy =Y L.
=1

We investigate further for the terms L; to Lg in W,. Notice that L; and Lo are
positive. The positivity of L3 can be obtained in the following:

Lo == [ 80(pl) ~ p(D)ds = [ (0= Do(p) ~ p(1))do 2 = [(p - 1,

where we have used the fact that % > 1 for any p > 0 and v > 1. This term
produces dissipation for ||p — 1||z2.
L4 can be controlled by the dissipation as follows

[La| = ¢ <ellp = tzzllpu @ ullL

/V@Vi{):(pu@u)dx

&
< Zllp =172 +ellpu®ullf. < 2P = 172 +ellpllpoelulli /pIU\2d$~

=] M

The term L5 can be estimated in the following
|Ls| = ‘E/pu-V(—A)_1V : (pU)dx‘ < ellpull [V (=2)7V - (pu)|l 2
< ellpull < el [ pluPda.
Finally, for Lg we have

E
|L6|:§

/ / (Vi) — V() o — ) - (u(x) — uly))p(x)p(y)dady
. / V() — V()P

|z —y|nt2e

dzdy

+ Gelol [[ 6~ vip@p ute) - uty) Pasdy,
where the first part

/ V() — Vi(y)|?

|z —y|nt2e

dedy = [VY[. < CllYl%. < Clp =172, ¥ a€(0,1).

Then, choosing 6 appropriately, we obtain that

Lol < Sllp = 13 + Cellolf3« / / oz — y)p(@)ply) (ulx) — u(y))*dady.
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Collecting all the estimates of L;, and picking & small enough (which depends on
o]l and ||u||Le), we get a lower bound on W,

W. > (8- Celplu=lull~ ol [ pluPds
1 2 2 € 2
+ (5 - C€||p||L°°) / ¢z = y)p(x)p(y)(u(z) — u(y))"dzdy + 3 /(p —1)%dz.
> 5 [olukac+ 5 [[ ot - ppwot)uta) - uw)asdy+ 5 [ (=174

(5.8)

When there is no damping, namely 8 = 0, we can use the second term in (5.8) to
produce dissipation for the kinetic energy.

LEMMA 5.2. There ezists a constant C > 0, depending on «, such that
1 [] ¢t = wr@p)a — uw)Pdsdy = € [ufds. 59
Proof. Write the integral on the left hand side of (5.9) in T2V
1 L. ¢t = wp@itu) @) - ulw)Pasdy

=1 / op(a —y)p(@)p(y) (u(z) — u(y))*dady
T2N
with periodic kernel ¢p

=Y d+k), YazeTV.
kezZN

Clearly, ¢ p has a positive lower bound (e.g. ¢p(x) > | min gZ)( ) > 0). Let us denote
|

x oo< 3
the bound by ¢,,. It only depends on o (and T as well, but we have set |[TV| =1
here). Then, we have

/’]I‘ZN ¢P r= ( ) (y)(u(:v) - U(y))zdxdy

Tm //ﬂ‘zN p(x)p(y)(u(z) — u(y))2dxdy

Pm
= ([ oz [Pz~ | [ ooy =% [ pluas,
TN TN TN T
where we have used (2.10) and (2.11). This implies (5.9) with C = %
Thus, we deduce that
W, > (g + C) /p|u\2dx + g/(p —1)%dz. (5.10)

Step 3: The decay estimate. Combining the inequalities in (5.6), (5.7) and (5.10), we
deduce that there exists a constant p > 0, which depend on v and ¢, such that

d
%VE—FMVESO.
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Applying Gronwall’s inequality and (5.6), we get the desired exponential decay

/p|u\2dx + /(p —1)2dx < C1VL(t) < OV (0)e M

<t ([ mhuias + [~ 1pa0) e,
This finishes the proof of (2.12),

Step 4: Decay on higher order norms. To obtain exponential decay for ||o| - and
|||l s, we start with the control on ||o||p2. From the relation (2.1), we have

lol|22 = / (0(p) — o(1))2dz < [10"I12 < (supp(p)) / (p—1)%dz < Cllp 1|17,

where o'(p) = \ﬁp%g is bounded provided that p is bounded and py;, > 0. This is
guaranteed by Theorem 2.2 with a small enough Jy. Therefore, we have

lo(t,)I[72 < Ce™".
Next, recall the estimate (4.8) and add Cé||c||3. on both sides of the inequality

d v
Y () + S llulfree + CollollFe < CdllollZ,

Apply (4.9) and get

d
@Y(t) +mY(t) < Cdllo||72 < CoeH,

where we can choose p = C; ' min{%, C6}. This implies
Y(t) < (Y(0) + C8)e mintunnit,
Using (4.9) again, we conclude
o (t, | Fe + [lut, )3 < CoY (t) < Co(Y(0) + C8)e™ mintrnmdt < C5pem mintuudt,

This ends the proof of (2.13).
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